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Abstract 18 
An accurate 3D numerical scheme for the De Broglie–Bohm’s framework of Bohmian 19 

mechanics is presented. This method is utilized to explore the sub-cycle multiphoton ionization 20 

dynamics of the hydrogen atom subject to intense near infrared (NIR) laser fields on the sub-21 

femtosecond time scale. The analysis of the time-dependent electron density reveals that several 22 

distinct density portions can be shaped and detached from the core within a half cycle of the laser 23 

field. As a complementary perspective, we identify several distinct groups of the Bohmian 24 

trajectories which represent the multiple detachments of the electron density at different times. 25 

The method presented provides very accurate electron densities and Bohmian trajectories that 26 

allow to uncover the origin of the formation of the transient and distinct electron structures seen 27 

in the MPI processes. 28 

 29 

 30 

The recent development of attosecond metrology has enabled the real-time experimental 31 

observation of ultrafast electron dynamics in atomic and molecular systems [1,2].  Considerable 32 

interest has been recently paid also to the study of transient absorption spectroscopy in ultrafast 33 

time domain [3-5]. For example, the observation of the transient changes in the absorption of an 34 

isolated attosecond XUV pulse by helium atoms in the presence of a delayed few-cycle NIR 35 

laser pulse has been recently reported and uncovered novel absorption structures corresponding 36 

to laser-induced “virtual” intermediate states in the two-color two-photon (XUV + NIR) and 37 

three photon (XUV+ NIR + NIR) absorption processes [5].  These previously unobserved 38 

absorption structures are modulated on half-cycle ( ~ 1.3 fs) and quarter-cycle ( ~ 0.6 fs) time 39 

scales, resulting from quantum optical interference in the laser-driven atom. More recently, there 40 

is also new interest in the study of sub-cycle transient high harmonic generation (HHG) 41 
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dynamics and ultrafast spectroscopy in the attosecond time domain [6,7] as well as the sub-cycle 42 

transient structures in time-dependent multiphoton ionization (MPI) processes [8,9]. These recent 43 

studies have revealed novel transient multiphoton dynamics and spectroscopy in the ultrashort 44 

time domain. In this paper, we focus on the exploration of the transient MPI dynamics and we 45 

uncover the origin of the generation of the transient and distinct electron density structures seen 46 

in the MPI processes for the first time by means of the Bohmian quantum trajectory approach. 47 

 48 

In the study of strong-field HHG and MPI processes, the classical and semi-classical trajectory 49 

methods have been widely used in the past and they are valuable in providing qualitative insight 50 

regarding the multiphoton dynamics. For the HHG processes, the 3-step model [10,11] and 51 

strong-field approximation (SFA) [12] are often used. However, the SFA does not take into 52 

account the Coulomb potential and electronic structure and cannot be used for the study of 53 

below- and near- threshold multiphoton processes, for example.  Fully ab initio quantum 54 

mechanical solution of the time-dependent Schrödinger equation (TDSE) is currently feasible for 55 

one- and two- electron systems for the accurate treatment of MPI and HHG processes Bohmian 56 

mechanics (BM) [13] is an alternative and complementary quantum approach which can provide 57 

a trajectory-based scheme allowing for a causal interpretation of quantum mechanics. 58 

Information on individual trajectories, along with the analysis of the emission times of various 59 

groups of trajectories prepares a comprehensive and intuitive picture of the process under 60 

investigation. Therefore, this method can serve in complement to the results obtained from direct 61 

analysis of the electron density. The BM approach has been successfully applied to the model 62 

study of problems such as photo-dissociation [14], tunneling [15], and atom diffraction by 63 

surface [16], etc., in the past. More recently, it has been also used to the model study of strong 64 

field processes such as HHG [17], laser-driven electron dynamics [18-25], etc. 65 

However, most of the BM studies of strong field processes so far have adopted either 1D or soft-66 

potential models.  In this article, we present a fully ab initio 3D and accurate treatment of the 67 

Bohmian trajectories beyond SFA, and discuss the formation of sub-cycle transient structures 68 

seen in the MPI processes.   69 

We treat the interaction of an intense laser field with a single hydrogen atom by solving the time-70 

dependent Schrödinger equation (TDSE)  (atomic units are used): 71 

 72 

                                                         ( ) ( ) ( )0
ˆ ˆ, , , ,i t H V t t

t
ψ ψ∂ ⎡ ⎤= +⎣ ⎦∂
r r r                                     (1) 73 

  74 

where ܪ is the unperturbed Hamiltonian of the hydrogen atom and ܸ ሺݎ,  ሻ is the time-dependent 75ݐ

interaction of the electron with the laser field in the dipole approximation:  76 
 77 

                                                       ( ) ( ) ( )ˆ , ,V t t zF t= − = −r F r                                                   (2) 78 
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( )tF being the force acting upon the electron from the laser field. For the sine-squared envelope 79 

of the laser pulse, 80 

 2
0( ) ( ) ( ),tF t F sin sin t

T
π ω=    (3) 81 

 82 

where 0F is the peak field amplitude, ω  is the carrier frequency, and T is a pulse duration. 83 

Without loss of generality, we can assume that the polarization vector of the field lies in z-84 

direction. In all our calculations we have used a laser pulse with the sine-squared envelope, total 85 

duration of 20 optical cycles (o.c.),  the carrier wavelength 800 nm (corresponding to the photon 86 

energy 1.55 eV), and the peak intensity 13 28 10 /W cm× .  87 

 88 

The time-dependent generalized pseudo-spectral (TDGPS) method [26] is used to solve the 89 

TDSE in spherical coordinates accurately and efficiently. This method takes advantage of the 90 

generalized pseudo-spectral (GPS) technique for non-uniform optimal spatial discretization of 91 

the coordinates and the Hamiltonian using only a modest number of grid points. The time 92 

propagation of the wave function under this method is performed by the split operator method in 93 

the energy representation [26]: 94 
 ( , )r t tψ + Δ    95 

 0exp exp ,ˆ ,
2 2
t tiH iV t tθΔ ⎡ Δ ⎤⎛ ⎞ ⎛ ⎞≅ − × − + Δ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

r    96 

 ( )3
0exp .ˆ

2
tiH O tΔ⎛ ⎞× − + Δ⎜ ⎟

⎝ ⎠
  (4) 97 

 98 

To impose correct outgoing-wave boundary conditions on the wave function and prevent 99 

spurious 100 

reflections from the boundary of the spatial domain, we use an absorbing layer at large distances 101 

from the atomic core. The absorber is implemented through the mask 102 

function 0.25
0 max 0cos [ ( ) / 2( )],r r r rπ − − 0( )r r≥  with max 100 . .r a u= , 0 80 . .r a u= . The wave 103 

function is multiplied by the mask function at each time step. Because of the absorber, the norm 104 

of the wave function decreases in time. The time-dependent ionization rate can be defined as a 105 

logarithmic derivative of the time-dependent population ܲሺݐሻ [8]: 106 

 ( ) ( ) 2 3, ,P t t d rψ= ∫ r   (5) 107 

 ( ) ( )Γ .dt lnP t
dt

= −   (6) 108 

 109 
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For atoms in linearly polarized laser fields, the angular momentum projection onto the 110 

polarization direction of the field (the z-axis) is conserved. That means the dependence of the 111 

wave function on the angle ϕ  (rotation angle about the z-axis) is reduced to the factor ( )exp imϕ112 

,   where m is the angular momentum projection. For m=0 the wave function does not depend on 113 

ϕ  at all, thus the gradient of the wave function ߰ can be calculated with respect to the 114 

coordinates r (radial coordinate) and θ  (angle between the radius-vector and z-axis): 115 

 116 

 1 .r r
sin

r r r r cosθ θ
ψ ψ ψ θ ψψ

θ θ
∂ ∂ ∂ ∂∇ = + = −
∂ ∂ ∂ ∂

e e e e   (7) 117 

 118 

re  and θe  are the unit vectors of spherical coordinate system. The equation for the Bohmian 119 

trajectories reads as 120 

 121 

 ,d Im
dt

ψ
ψ

∇=r   (8) 122 

We note that our approach is fully based on quantum mechanics. The right-hand side of Eq.(8) 123 

represents the velocity field from an accurate quantum-mechanical wave function. Thus there is 124 

no discrepancy between the analysis based on quantum-mechanical fluxes and that based on the 125 

Bohmian trajectories. Since the velocity d
dt
r   has the following expansion in the spherical 126 

coordinate system, 127 

 ,r
d dr d dr rsin
dt dt dt dtθ ϕ

θ ϕθ= + +r e e e   (9) 128 

 129 
the vector equation (8) is equivalent to a set of three 1D equations: 130 

 131 

 1 ,dr Im
dt r

ψ
ψ
⎛ ⎞∂= ⎜ ⎟∂⎝ ⎠

  (10) 132 

 133 

 2

1 ,d sin Im
dt r cos
θ θ ψ

ψ θ
⎛ ⎞∂= − ⎜ ⎟∂⎝ ⎠

  (11) 134 

 0 .d
dt
ϕ =   (12) 135 

 136 

Obviously, the angle ϕ  does not change, and the trajectory lies in the plane defined by the initial 137 

(at 0t t= ) radius-vector and the z-axis. One has to solve the Cauchy problem for the set of two 138 

equations (10) and (11). In the generalized pseudo-spectral (GPS) discretization, we use the 139 

Gauss-Lobatto scheme for the variable r (with the appropriate mapping transformation) and the 140 
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Gauss scheme for the variable cosθ . The expression for the first derivative with respect to 141 ݎ 

appears as following: 142 

 143 

 
( ) ( )

( )
( ) ( )( )1

'
1 1

1 ,
'

x
x

i x

N
N j x

jj j
jr x j N j

P x
d x

r r x P x
ψ ψ

′

+

+
′

′=

∂⎛ ⎞ =⎜ ⎟∂⎝ ⎠
∑   (13) 144 

Here, 1xNP +  is the Legendre polynomial. xN  is the number of collocation points (roots of the 145 

derivative of Legendre polynomial, ( )1'
xNP x+  ), not including the end points -1 and +1. The 146 

matrix elements for the x
jjd ′  Gauss-Lobatto discretization are as listed below [27]: 147 

 148 

 ( ) ( )1   ,     0  0,x
jj jj

j

x

j

d j j d j j N
x x′

′

= = ≠′≠ ≠
−

  149 

 ( ) ( )
00

1 1
 ,  ,

4 4N
x x

N

N N N N
d d

+ +
= − =   (14) 150 

 151 

The first derivative with respect to cosθ  is as follows: 152 

 153 

 
( )
( ) ( )( )'

1 '

'

'

y
y

j y

N
N j y

jj j
jcos N j

P y
d cos

cos P yθ

ψ ψ θ
θ =

′
′

∂⎛ ⎞ =⎜ ⎟∂⎝ ⎠
∑   (15) 154 

 155 

Here yN is the number of collocation points in the Gauss scheme (roots of the Legendre 156 

polynomial
yNP ). Eq.(15) assumes that the mapping transformation is just the identity 157 

transformation, i.e. .cos yθ =   The matrix elements '
y

jjd  are defined as following [28]: 158 

 ( ) 2
'

1  ,    ,
1

jy y
jj jj

j j j

y
d j j d

y y y′ = ≠ =
− −

′   (16) 159 

 160 

To calculate the first derivative of the Legendre polynomials, one can use the following 161 

recursion relation: 162 

 ( ) ( )
( )( ) ( ) ( )'

1 12

1
.

2 1 1y y y

y y
N N N

y

N N
P y P y P y

N y − +

+
⎡ ⎤= −⎣ ⎦+ −

  (17) 163 

 164 

The set of coupled ordinary differential equations (10) and (11) is solved numerically with the 165 

help of the 4th order Runge-Kutta (RK4) method, yielding the electron quantum trajectories.  166 

Since the quadrature points for RK4 differ from the original GPS grid points, we need to perform 167 

an additional interpolation using the GPS interpolation formula [29], to be able to evaluate the 168 

numerical values of the wave function at the coordinate points supplied by the RK4 solver: 169 
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 ( ) ( ) ( ) ( )
( )( ) ( )
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−
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( )( ) ( ) ( )
2

1 1

2 1 1
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1
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y y

y j N

y y j N j N j

N y P y

N N y y P y P y− +

+ −

⎡ ⎤+ − −⎣ ⎦
  (18) 172 

 173 

In Fig.1, we use Bohmian trajectories to illustrate the dynamics of electron and its ionization rate 174 

within 7 optical cycles (5th-11th) of the given laser field, Fig.1(a). From left to right in Fig.1(b) 175 

one can see how distinct groups of Bohmian trajectories eventually are being formed at higher 176 

optical cycles. During the 5th optical cycle (the left most panel, shaded in green in Fig.1(b)) only 177 

one group of trajectories is distinguishable. As will be discussed later, these trajectories are 178 

representing a single portion of electron density detached from the core toward negative z-179 

direction. When the laser electric field changes sign, some portion of these trajectories change 180 

direction and travel back to the core. The retuning process happens in a time interval of about 0.5 181 

o.c. Since the returning trajectories travel different distances before they change direction and 182 

return to the core, each of them would have different return energies. This causes transitions to 183 
excited bound and continuum states of the unperturbed atom over time, resulting in the oscillations of the 184 
electron density. Therefore when the next ionization is about to happen toward negative z-direction, these 185 
oscillations of the electron density give rise to multiple wave packets, instead of just one. As can be seen 186 

in Fig.1(b) this effect becomes more and more influential at higher optical cycles up to the 187 

maximum laser intensity (11th optical cycle). By symmetry, the similar behavior happens for the 188 

trajectories travelling toward positive z-direction within the second half of each optical cycle. 189 

This effect is clearly pronounced as multiple bursts in the MPI rate diagram, Fig.1(c). We will 190 

discuss this in more detail later on in this article. 191 

 192 

 193 

 194 

 195 

 196 

 197 

 198 

 199 



7 
 

 200 

FIG.1. (Color online) (a) The 800 nm ݊݅ݏଶ  driving laser pulse with the peak intensity of 201 
13 28 10 /W cm× . Shaded in different colors, are the regions where Bohmian trajectory 202 

calculations are performed. (b) Bohmian trajectories computed within the time intervals given in 203 

(a). (c) Corresponding ionization rate plots within first-half optical cycle of the investigated time 204 

intervals. Distinct groups of electron trajectories eventually form from left to right, which in turn 205 

cause multiple bursts in ionization rate. 206 
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A detailed picture of the electron dynamics during the ionization process can be achieved by combining 207 
an analysis of the Bohmian trajectories and that of the time evolution of the electron density. In Fig.2, 208 

the evolution of the electron density of hydrogen atom is presented within the 11th o.c. of the 209 

laser field. As illustrated in this figure, several distinct density portions are shaped and detached 210 

from the atom within a half optical cycle of the laser field. These multiple detachments of 211 

electron density from the core happen at different times, not necessarily when the external field 212 

reaches its maximum value. The oscillations of the electron density are caused by transitions to 213 

excited bound and continuum states in the laser field [8]. Besides the portions of electron density 214 

that leave the core after direct ionization, some detached wave packets return to the parent ion 215 

when the force from the laser field becomes positive (after 0.25 o.c.). As illustrated by the red 216 

and green colors, some of these wave packets travel longer (L), and some have shorter travel 217 

time (S), respectively, before they can return to the core. Bohmian trajectories corresponding to 218 

each of these wave packets will be further analyzed below. 219 
 220 

221 

222 

223 
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229 

 230 

FIG.2. (Color online) Sub-cycle electron density evolution of the hydrogen atom in the 800 nm 231 ݊݅ݏଶ laser pulse with the peak intensity of 13 28 10 /W cm× . Horizontal axis is the distance in the 232 

z-direction and the vertical axis shows the distance in the x-direction. The laser is polarized in the 233 

z-direction. The inset shows the corresponding phase of the laser field. The direction of the force 234 

from the laser field is illustrated by a small arrow. The laser field in the inset is shown for the 235 

interval -0.5 to +1.0 o.c. with the grid lines spacing of 0.1 o.c. The red and green regions 236 

represent the wavepackts returning to the core after a longer (L) and shorter (S) travel time, 237 

respectively. The color scale for the density is logarithmic. 238 

 239 

 240 

 241 

 242 

 243 

 244 

 245 

 246 

 247 
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In order to explore the dynamical mechanism of electron wave packet motion, we have 248 

performed semi-classical calculations, extending the standard approach suggested independently 249 

by Corkum [10] and Kulander et al. [11], with the inclusion of the Coulomb potential. Here, the 250 

electric force corresponding to the applied laser field is ( )z zF t=F e , where ze  is the unit vector 251 

in the z-direction and F(t) is given by Eq. (3). When zF  and the electron velocity have the same 252 

direction, the electron gains the energy to escape the potential well. In Fig. 3(a), the result of the 253 

semi-classical approach is presented as electron return energy versus time. The initial conditions 254 

are set as 0 0 17x y= = a.u, 0 0z =  , 0 0 00, 0.1 a.u.x y zv v v= = = −  The return energy is calculated as 255 

k pE E+ , where kE and pE  are the kinetic and Coulomb potential energies, respectively, when z 256 

coordinate of the electron returns to its initial value 0.0 . .z a u= . Here, we can indicate the short 257 

and long trajectories as those in the standard three-step model. As shown in this figure, the 258 

trajectories that are released late and return early are regarded as the short trajectories (green 259 

region), while those released early and returned late are the long trajectories (red region). The 260 

corresponding time intervals are shaded with the same colors in Fig. 3(b) on the laser field plot. 261 

Here the labels b through j correspond to the time moments for which the electron densities are 262 

presented in Fig. 2. The important feature of this result is the agreement between the ionization 263 

and return time periods predicted by semi-classical results and the one obtained from analyzing 264 

the electron density evolution and also determined by Bohmian trajectory calculations. The later 265 

result will be discussed in detail next. 266 

 267 

 268 

 269 

 270 

 271 

 272 

 273 

 274 

 275 

 276 

 277 

 278 
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 279 

 280 

FIG.3. (Color online) (a) Semi-classical return energy as a function of the return time. The red 281 

and green lines indicate the long and short trajectories, respectively. (b) Driving laser pulse. Red 282 

and green shaded areas correspond to the long and short electron return times. The red and green 283 

dots represent samples for each set of trajectories. The curved red and green arrows illustrate, 284 

schematically, the long and short and long trajectories. The labels b through j correspond to the 285 

time moments for which the electron densities are presented in Fig.2. 286 
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Fig. 4(a) shows the wave packets detached from the hydrogen atom at 0.19 o.c. (with respect to 287 

the beginning of the 11th o.c.) with different colors. In general, there is a close resemblance of the 288 

trajectory patterns in adjacent optical cycles except at the beginning and the end of the laser 289 

pulse where the intensity is very low. In Fig. 4(b), we report the corresponding groups of the 290 

Bohmian trajectory flows with the same color and labels. To generate the results presented in 291 

Fig. 4(b), the initial time for RK4 solver in the current case is set to -0.25 o.c. The initial position 292 

of the electron is scanned between 0 01 and 10 a.u.z z= = , with 0 1 a.u.x =  Within each half optical 293 

cycle, the outermost wave packets continue moving towards larger distances from the core, thus 294 

describing ionization. The corresponding trajectories belonging to this group are indicated by the 295 

label “5”. Please note that the ionization probability at the end of the laser pulse, calculated 296 

according to Eq. (5), is about 1.4 percent only. The wave packets (and the corresponding 297 

trajectories) labeled by “4” and “3” are the ones that oscillate in the external field before leaving 298 

the area shown in Fig. 4, without returning close to the core. Labels “2” and “1” indicate some 299 

longer and shorter trajectories, respectively. These trajectories represent the travelling wave 300 

packets in Fig. 2, which are shaded with the same colors. As can be seen in Fig. 4(b), the longer 301 

trajectory “2” reaches its maximum distance (around 30 . .z a u= −  ) at about 0.25 o.c. After this 302 

point it travels back and returns to the core at about 0.68 o.c. The shorter (green) trajectory “1”, 303 

on the other hand, travels in z-direction to about -15 a.u and then returns back to the target at 304 

about 0.37 o.c. (see Fig. 2(h)). This group of trajectories represents the motion of the green 305 

shaded wave packet in Fig. 2(d-h). In Fig. 4(b), one can also see the trajectories featuring two 306 

returns to the parent ion (blue line). Finally, the innermost trajectories (intense gray area below 307 

5.0 . .z a u= − ) have smaller momenta and are mainly governed by the Coulomb potential. These 308 

trajectories vibrate in a short distance range around the nucleus and describe the dynamical 309 

aspects of lower bound states. These results are in complete agreement with the semi-classical 310 

picture presented in Fig. 3(a). 311 

 312 

 313 

 314 

 315 

 316 

 317 

 318 

 319 

 320 

 321 

 322 

 323 

 324 

 325 
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 326 

 327 
FIG.4. (Color online) (a) Multiple portions of the electron density detached from the hydrogen 328 

atom as seen at 0.19 o.c. from the beginning of the 11th o.c. in the ݊݅ݏଶ laser pulse with the 329 

carrier wavelength 800 nm  . Different colors indicate different portions of the electron density 330 

(also labeled by “1” to “5”). (b) A thousand of the Bohmian trajectories initiated at 331 

0 0.25 o.c.t = −  representing the time evolution of the hydrogen atom in the same laser field. The 332 

labels “1” and “2” indicate the groups of short and long trajectories, respectively. One trajectory 333 

in each group is represented by a bold line. The groups of trajectories labeled by “3” and “4” 334 

represent the wave packets that oscillate in the external field without revisiting the core. The 335 

trajectories “5” represent the motion of the outermost wave packet. The blue single line shows 336 

the trajectory that returns twice to the nucleus. The intense gray area under 5.0 . .z a u= −337 

corresponds to short oscillatory trajectories close to nucleus. 338 
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Recently, Telnov et. al. reported multiple ionization bursts within a single optical cycle in the 339 

time-dependnet ionization rate of the hydrogen atom [8]. The ionization rate is defined by Eqs. 340 

(5) and (6) for the whole spherical volume with the radius ݎ௫ where the time-dependent 341 

Schrödinger equation is solved. However, we can also define this rate on the boundary of a 342 

smaller spherical volume with the radius  c maxr r<  . Defined in this way, the quantity /dP dt   343 

represents the electron current through the sphere of radius cr .  Certainly, this depends on both 344 

the time and radius rc. The time profile of the rate /dP dt changes with the distance cr  [8]. Here 345 

we report the sub-cycle structures in the time-dependent rates calculated on the distances as 346 

small as few tens of atomic units from the core. We understand that direct measurements of the 347 

electron current close to the atomic core could be extremely difficult or even implausible. 348 

Experimental observations are more feasible at sufficiently large distances from the target. Of 349 

course, in the far asymptotic region, the time-dependent signal would be reshaped due to 350 

different times of flight of the electrons with different energies. Still, the information about the 351 

sub-cycle structures of the electron current at smaller distances must be encoded in that signal. 352 

Then a theoretical procedure can be applied that maps the properties of the outgoing-wave packet 353 

at large distances to earlier times and smaller 350 distances. Construction of such a procedure 354 

can be a subject of a separate study. In Fig. 5(a) we present the time-dependent ionization rate for 355 

the few central optical cycles for 25 . .cr a u=   One can find in this figure a similar pattern of four 356 

bursts at each half optical cycle. The structure of the ionization rate can be explained using the 357 

Bohmian trajectories studied here, as well as the electron densities (Fig.2). As it was discussed in 358 

[8], the portions of the outgoing wave packet, created under the influence of the external field, 359 

contain states belonging to various energies. Different groups of electrons travelling along 360 

distinct trajectories can represent this various energy contributions. The Bohmian trajectories in 361 

the 11th o.c. optical cycle are shown in Fig. 5(b). As it was mentioned above, the same pattern is 362 

observed in other time intervals and the reason for chosing this optical cycle is that the laser 363 

intensity is around its maximum. In Fig. 5(b) four groups of trajectories are shaded with different 364 

colors (labeled A to D). These groups are responsible for the bursts observed in the ionization 365 

rate. Apparently, the intensity of each peak in the ionization rate is related to the number of the 366 

Bohmian trajectories found in the corresponding group. Peak A corresponds to the trajectories 367 

that represent the first (small) wave packet that does not came back to the core. The next peak 368 

(B) corresponds to a more distributed wave packet, which oscillates at a large distance from the 369 

core before it eventually leaves the parent ion. The next group of trajectories represents the wave 370 

packets created at smaller distances from the nucleus. As one can see in Fig. 4(b), the trajectories 371 

C and D can come back closer to the core before they go to large distances describing ionization. 372 

Shorter (green) trajectories never reach to -25 a.u., and therefore do not contribute to the 373 

ionization rate. Analysis of the Bohmian trajectories, as one can see, provides a simple and 374 

intuitive explanation of such a subtle phenomenon as multiple bursts in the time-dependent 375 

ionization rate.  376 

 377 
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 378 

 379 

FIG.5. (Color online) (a) Time-dependent ionization rate of the hydrogen atom within a half 380 

optical cycle. (b) Four distinct groups of the Bohmian trajectories (labeled A through D), within 381 

a half optical cycle, shaded with different colors corresponding to the peaks in the time-382 

dependent ionization rate. The red dashed line shows 25 . .cr a u=  383 



17 
 

In summary, we presented a fully ab initio 3D and accurate treatment of the Bohmian trajectories 384 

beyond SFA, and used it to illustrate the formation of sub-cycle transient structures seen in the 385 

MPI processes. Electron wave packet dynamics and  ionization process on a sub-femtosecond 386 

time scale for the hydrogen atom subject to intense near-infrared laser fields were analyzed. As a 387 

complementary tool, an accurate treatment of the electron dynamics in the De Broglie–Bohm’s 388 

framework of the Bohmian mechanics was introduced to investigate the multiple peaks structure 389 

of the time-dependent ionization rate within a half optical cycle. The nature of this phenomenon 390 

was revealed by the analysis of the time-dependent electron density and the Bohmian trajectories 391 

representing different groups of electrons with various ionization times and pathways. The 392 
external field causes transitions to the excited bound and continuum states of the unperturbed atom in the 393 
course of time, resulting in the oscillations of the electron density. A nonlinear response of the electron 394 
density to the laser field through transitions to the excited states leads to shaping of multiple density 395 
portions detached from the core during each optical cycle. In the Bohmian trajectory analysis, it is 396 
reflected in formation of distinct groups of the trajectories describing ionization. This is the origin of 397 
multiple ionization bursts per optical cycle. We have also performed semi-classical simulations, which 398 
illustrate various energy contributions to the wave packet created under the influence of the external laser 399 
field. 400 
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