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We study three-body recombination in two dimensions for systems interacting via short-range
two-body interactions in the regime of large scattering lengths. Using the adiabatic hyperspheri-
cal representation, we derive semi-analytical formulas for three-body recombination in both weakly
and deeply bound diatom states. Our results demonstrate the importance of long-range correc-
tions to the three-body potentials by showing how they alter the low-energy and scattering length
dependence of the recombination rate for both bosonic and fermionic systems, which exhibit sup-
pressed recombination if compared to the three-dimensional case. We verify these results through
numerical calculations of recombination for systems with finite-range interactions and supporting
a few two-body bound states. We also study finite-range effects for the energies of the universal
three-identical-bosons states and found a slow approach to universal predictions as a function of the

scattering length.

PACS numbers: 34.50.-s,34.10.4+x,31.15.xj,31.15.ac,67.85.-d

I. INTRODUCTION

The advances in controlling interatomic interactions
in ultracold gases through Feshbach resonances and the
ability to confine these systems in anisotropic traps [1, 2]
have opened up ways to explore few-body systems in sev-
eral new physical regimes. One such regime is obtained
by strongly confining atoms in one dimension to produce
an effective two-dimensional (2D) trap. Ultracold 2D
gases have been the subject of intense theoretical and ex-
perimental explorations [2-12] and have also been shown
to display several features relevant to condensed matter
systems.

From the few-body perspective [13-29], when inter-
atomic interactions are strong, i.e., when the s-wave 2D
scattering length, a, greatly exceeds the van der Waals
length, ryqw, or any other short-range length scale, the
system acquires universal properties that are manifested
in both its bound and scattering properties. Universal
few-body states have been studied for homonuclear and
heteronuclear bosonic systems with strong s-wave inter-
actions [19-29] and represent a novel class of states that
might be accessible in experiments in 2D ultracold gases.
Their importance for many-body behavior is a question
of much interest in the ultracold community. More re-
cently [30-32], it has been shown that systems of three
identical fermions near a p-wave resonance can display
properties similar to the Efimov effect in three dimen-
sions (3D) [33, 34]. Near a p-wave resonance, an infinity
of universal 2D three-fermion states [30] can be formed,
following a double exponential scaling, even if two of the
fermions cannot bind. This effect has also been shown to
persist for heteronuclear three-body systems [35] in 2D.

Despite the progress in understanding bound proper-
ties of few-body systems in 2D, some of their scatter-
ing properties have yet to be understood. In particular,
Refs. [36, 38] have shown that three-body recombination
vanishes at ultracold energies but its analytic behavior
is not known. This is in contrast to the 3D case, where

recombination is constant at ultracold energies [39], but
similar to one dimension (1D) [40]. Three-body recom-
bination is the process in which three free atoms collide
to form a diatom and an atom, freeing enough kinetic
energy to eject them from typical traps. Therefore, re-
combination is crucially important for ultracold 2D-gas
experiments, and the understanding of the physics be-
hind its suppression is of both practical and fundamental
interest. In fact, a Wigner threshold law analysis for
2D recombination in the absence of resonant interactions
leads to a constant value for recombination [41], indi-
cating that the strength of the interatomic interactions
plays a fundamental role in determining the low-energy
behavior of three-body recombination.

In this paper, we explore the scattering aspects of
three-body systems in 2D. Using the adiabatic hyper-
spherical representation for zero-range two-body interac-
tions [15], we derive the asymptotic behavior of the three-
body adiabatic potentials in order to explore the proper-
ties of recombination in 2D. We find that the long-range
behavior of the three-body adiabatic potentials is respon-
sible for the strong suppression in Refs. [36]. We deter-
mine semi-analytical formulas containing both the energy
and the scattering length dependence for three-body re-
combination into weakly and deeply bound diatom states
as well as the regime in which such low-energy results
apply. We test the validity of our semi-analytical re-
sults through comparisons with numerical calculations
using the adiabatic hyperspherical representation devel-
oped in Ref. [41] for three-body systems with finite-range
interatomic interactions. Using this methodology, we also
study finite-range effects on the energies of three-boson
bound states and find a very slow approach to their ex-
pected universal behavior in the limit a > rvaw [19-25].
We derive an expression for the three-body energies in
terms of the two-body effective range similar to the one
derived in Ref. [36], but for a regime not accessible in
that work. Even though experimentally it is only pos-
sible to create a quasi-2D system, we expect the energy



dependence for recombination in strictly 2D to apply for
energies that are small compared to the quasi-2D con-
finement, iw. The 3D nature of experiments, however,
can affect both bound properties of the system and the
scattering length dependence of three-body recombina-
tion in a non-trivial way [37]. The precise form of such
effects is, however, beyond the scope of the present work.

II. TWO- AND THREE-BODY PHYSICS IN
TWO DIMENSIONS

A. Two bodies

The study of low-energy properties of two-body physics
in 2D is facilitated by the restriction on the number of
partial waves contributing to physical observables. For
instance, scattering properties of two identical bosons, or
of two distinguishable atoms, can be accurately described
by the lowest angular momentum contribution, ms, =
0. In this case, the two-body scattering length, a, is
the fundamental quantity that the various properties of
the system depends upon, and it is defined from the low
energy expression for the mao, = 0 phaseshift [13-17]:

lim cot 8, —0 = 2 [ve + In(kapa/2)]. (1)
k—0 ™

Here, v =~ 0.577216 is Euler’s constant, and k%b =
2uop F is the wave vector with psp the two-body reduced
mass and F the two-body energy. Note that atomic
units will be used throughout this paper unless other-
wise stated. The scattering phaseshift can be obtained
by solving the two-body radial Schrédinger equation

1 d_2 m3, —1/4
210p dr? 21972

+o(r) = E| f(r) =0, (2)

with the appropriate set of asymptotic boundary condi-
tions for scattering states [13, 14]. In the above equation,
r is the interparticle distance; v(r), the interatomic inter-
action; and f(r), the corresponding radial wavefunction.
Note that in 2D the scattering length a in Eq. (1) is al-
ways positive.

Like the 3D problem, the large values of a and the
long wavelengths characteristic of ultracold energies lead
to a set of universal properties for 2D ultracold gases.
The simplest manifestation of such universal properties
is the existence of weakly bound two-body states whose
energies are determined irrespective of the details of the
interatomic interactions (see, for instance, Ref. [17]).
For the mop, = 0 case, for instance, assuming a zero-range
pseudo-potential, one can determine the binding energy
to be

2e—2VE

Eop =

3)

Hapa?

Therefore, F2, depends only on a and not on any other
property of the underlying interaction. We will show
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FIG. 1. (Color online) (a) 2D two-body scattering length, a,
and (b) binding energy, Fa, as a function of Avaw. As Avaw
decreases, a [solid lines in (a)] goes from 0 to +oo every time
a new bound state is formed, indicated in the figure by the
vertical dashed lines. In (b) we compare the numerical values
for Es; (solid lines) with the ones obtained from Eq. (3) (dot-
dashed lines).

that for realistic systems this result is only valid when
a greatly exceeds the characteristic range of the interac-
tion. These results, Eqs. (1) and (3), are, of course, sim-
ply the effective range expansion long known in scattering
(see for instance [14]), but have found a particularly clear
physical manifestation in ultracold systems.

In Fig. 1 we illustrate the above properties of mo, = 0
two-body 2D systems by solving Eq. (2) for two identi-
cal bosons —pu9p, = m/2 where m is the atomic mass—
interacting via the Lennard-Jones potential

o(r) = _ G (1 - Agﬂ) . (4)

Here, Cj is the dispersion coefficient and A\ qw is a pa-
rameter used to produce the desired variations of a. Note
that in Fig. 1, and in what follows, we present results in
van der Waals units, i.e., length is given in units of the
van der Waals length, ryaw = (2p2,Cs)/*/2, and en-
ergy in units of 1/mr2 . This eliminates any explicit
dependence on Cs. In Figs. 1(a) and (b), we show the
2D scattering length and binding energy, respectively, as
a function of A\yqw. As A\yqw decreases, the repulsion in
Eq. (4) for r < Ajaw weakens, allowing the attractive
term to become increasingly dominant. (The minimum
of the potential in Eq. (4) occurs at r = 21/6 )\ qw and
has the value —4r?,\/mASy.) In the process, multiple
bound states form, each of which causes a to diverge from
0 to +oo (see the vertical dashed lines in Fig. 1).



In Fig. 1(b) we compare the exact values of FEap
obtained using the potential in Eq. (4) with the ap-
proximate one from Eq. (3) showing, as expected, that
the zero-range result is only a good approximation for
a > ryaw. In fact, we found numerically that for
a = 10.04r,qw the agreement is on the 20% level while
agreement to 1% is only achieved for a 2 100ryqw. This
quantifies the regime in which one should expect the uni-
versality as expressed in Eq. (3) to be valid. To improve
the agreement, recent work [36, 42, 43] has retained the
next term in the expansion in Eq. (1) to include the ef-
fective range 7., thus incorporating at least some infor-
mation about short-range physics. When applied to ob-
servables like Foyp, this approach extends the concept of
universality to dependence on a and r.. (We perform an
analysis of finite-range corrections in Sec. IV.)

B. Three bodies

As a natural extension of the two-body analysis above,
the 2D universality in three-body systems with large scat-
tering lengths has been discussed in several recent works
[19-29]. In these studies, it has been shown that since
there is no Efimov effect, no additional three-body pa-
rameter is required to determine low-energy three-body
properties, i.e., the three-body physics is solely deter-
mined from two-body parameters. Nevertheless, on the
three-body level, the 2D problem becomes more complex
than the two-body problem due to the increase of the
number of degrees of freedom.

1. Adiabatic Hyperspherical representation

Here, we will briefly outline the main features of the
adiabatic hyperspherical representation for the 2D three-
body problem (details can be found in Refs. [15, 25, 41])
and discuss some of the universal properties of the sys-
tem. Note that all results in this work apply to systems
with three equal masses.

In the adiabatic hyperspherical representation, the hy-
perradius R gives the overall size of system while all other
degrees of freedom are described in terms of the set of
hyperangles 2. The total wave function is expanded in
terms of the orthonormal channel functions @, (R; (),

U(R,Q) = # > F(R)®,(R; ), ()

where F},(R) is the hyperradial wave function and v rep-
resents all quantum numbers necessary to specify each
channel. The channel functions ®,(R;€)) are the eigen-
states of the adiabatic equation

Haq (Rv Q)(I)V(R§ Q) = UV(R)(I)V (R; Q)v (6)

whose eigenvalues, U, (R), are the three-body potentials
from which the hyperradial motion is determined. Equa-

tion (6) is solved for fixed values of R with the appro-
priate set of boundary conditions [15, 25, 41], depending
upon the definition of the hyperangles. For the present
study, we use the democratic definition of the hyperan-
gles [41, 44] to facilitate imposing the identical particle
symmetries [41].

In the adiabatic equation, H,q is the adiabatic Hamil-
tonian given by

A%(Q) +3/4
2uR?

where u = m/ V3 is the three-body reduced mass for
atoms with identical masses m. Therefore, H,q contains
the grand angular momentum A?((2), i.e., the hyperangu-
lar part of the kinetic energy, as well as all the interparti-
cle interactions via V(R,2). Here, we assumed V (R, Q)
to be a pairwise sum of the form

V(R, ) = v(r12) + v(re3) + v(rs1), (8)

where the interparticle distances r;; are given in terms of
the hyperspherical coordinates [41].

Solving the adiabatic equation [Eq. (6)] is the main
task in the adiabatic hyperspherical approach. In fact,
once ¥, (R; ) and U, (R) are obtained, the problem be-
comes similar to the one in Eq. (2) for two bodies. That
is, one then has to solve the hyperradial Schrodinger
equation,

Haa(R,Q) = +V(R,Q), (7)

o+ OB BB
1
— Z Wy (R)Fu’ (R) =EF, (R)a (9)

describing the hyperradial motion of the three-body
system under the influence of the effective potentials
U,(R) — W, (R)/2p. The main difference from Eq. (2)
is the presence of nonadiabatic couplings W, (R) [15,
25, 41]. While Eq. (9) is exact when all channels are in-
cluded, in practice the number of channels must be trun-
cated, but can be increased until the desired accuracy is
achieved.

In Fig. 2 we show the three-body potentials obtained
using the two-body interaction model from Eq. (4) in the
framework developed in Ref. [41]. These results are for
three identical bosons, BB B, with symmetry |[M|T = 0F,
where M is the total orbital angular momentum, and
7 is the overall parity, and r is the quantum number
that specifies the symmetric (r = s) and anti-symmetric
(r = a) solutions with respect to the reflection z — —x
[41]. For this example, we chose Aygw =~ 0.923ryqw,
which produces a = 10.047,qw while supporting a single
map = 0 bound state. Figure 2(a) shows the two classes of
three-body channels that, at distances R > a, represent
atom-diatom collisions (lowest potential) and collisions
between three free atoms (all other potentials). Their
leading order behavior is given, respectively, by

2 —1/4
U (R) —» —Eay + AD /
R

>a 2/1,R2 ’ (10)
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FIG. 2. (Color online) (a) Hyperspherical three-body poten-
tials for 07 BBB systems with a = 10.04r,qw. Results were
obtained using the finite-range interaction from Eq. (4) (red
solid lines) and a zero-range model [Eq. (13)] (blue dashed
lines). For this calculation, the lowest potential represents an
atom-diatom channel, converging asymptotically (R > a) to
the diatom energy —FEo,. All other potentials describe colli-
sions between three free atoms, i.e., they represent three-body
continuum channels whose asymptotic behavior is described
by M\ +2) +3/4]/2uR?. (b) Same as (a) but multiplied by
21R? in order to emphasize the symmetry-allowed values for
A (horizontal dash-dotted lines).

where map is the relative angular momentum between
atom and diatom, satisfying M = mg, + map, and by

AN +2) +3/4
U.(R) Igz 2uR?

(11)

Here, ) is the hyperangular momentum quantum number
(a non-negative integer) determined from the symmetry
of the problem [41]. Figure 2(b) shows the potentials
from Fig. 2(a) multiplied by 2uR? to emphasize their
asymptotic approach to Egs. (10) and (11) as well as the
allowed values of .

2. Zero-range model

In Fig. 2 we also show the results for the BBB three-
body potentials assuming a zero-range model for the in-
teratomic interactions. As expected, the agreement be-
tween finite- and zero-range results improves as R in-
creases and the details of the interatomic interactions
become irrelevant. (In Fig. 2, agreement between finite-
and zero-range results are noticeable for R 2 10r,yqw-)

For zero-range interactions, the adiabatic potentials
are obtained by writing the potential as

s2(R) —1/4

UU(R) - 2/14R2

(12)

where s, = 26 + M + 1 and ¢ is determined from the
transcendental equation [15, 25] (for equal mass systems)

cos(g) + 22 (wp@ T M) (€ + 1)+ 2vp — 210 (%))} 4

T(E+1+ M)

MID(€+1)

In this equation, d = 31/4/21/2 and Ay = Ay = Ag are
the coefficients for the Fadeev components [15] for three
identical bosons. (For a system of two dissimilar —but
equal mass— bosons, BBB’, or fermions, FF'F’, one
needs to set Ay = Ay, A3 = 0 and Ay = —Asy, A3 =0,
respectively, assuming the identical particles do not in-
teract.) Note that the values of A = s—1=2(+ M in
Eq. (11) can be obtained by solving Eq. (13) for R > a.

F(=&E4+ M+ 1514 M;1/4)(=1/2)M(As + A3) = 0. (13)

IIT. THRESHOLD BEHAVIOR OF
THREE-BODY RECOMBINATION

As mentioned above, most of the recent work on 2D
three-body physics has been focused on the bound prop-
erties of the system, and important questions concerning
the low-energy three-body scattering properties remain
open. One particularly important process is three-body
recombination,

X+X+X > Xo+ X+ Eoy. (14)



This is a major atom-loss mechanism in ultracold gases
since its final products can have large kinetic energy, of
the order of the binding energy of the diatom X, and are
thus lost from typical traps. The findings of Refs. [36, 38]
point to a greater stability of ultracold 2D gases against
recombination if compared with the 3D case. Whereas
the 3D recombination rate K3 for three identical bosons
is constant at low energies [45-47], 2D recombination was
found to vanish in this regime. However, a more physical
interpretation of this important result is still lacking since
a simple threshold analysis, such as the one in Ref. [41],
is incapable of explaining it. In this section, we seek such
an interpretation using a WKB approach [48] and present
semi-analytical results for both the scattering length and
energy dependence of recombination using a zero-range
interaction model. Finally, we compare these results with
fully numerical finite-range calculations.

It is well known that the low-energy dependence of
scattering observables is controlled by the asymptotic
form of the potential describing either the initial or final
channels —the initial channel for exothermic (superelas-
tic) collisions or the final channel for endothermic (inelas-
tic) collisions. Three-body recombination is no different,
although calculating recombination normally requires the
inclusion of a large number of initial continuum channels
[Eq. (11)], making the calculations extremely challenging.
Fortunately, at ultracold energies, the lowest continuum
channel, characterized by A = Apin, provides the dom-
inant contribution to recombination and allows one to
derive analytical formulas for its energy and scattering
length dependence.

Nevertheless, a simple WKB analysis [41] assuming the
asymptotic potential in Eq. (11) leads to K3 o k** (k% =
2uFE). In otherwords, K3 is constant for three identical
bosons (A = Apin = 0) as kK — 0 and is, therefore, in
clear contradiction to the results of Ref. [36]. The same
WKB analysis applied in 1D [40] and 3D [48] gives the
correct results, suggesting that the assumption of purely
short-range corrections to Eq. (11) —and not the method
itself— is to blame. Indeed, Eq. (13) shows that the
potential is a function of In R/a and is thus likely to have
important, relatively long-ranged, corrections. Note that
this dependence on In R/a rather than R/a is peculiar to
2D.

A. Asymptotic corrections to three-body potential

In order to derive the long-range corrections to the
potential in Eq. (11), we introduce R dependence into A
and re-write Eq. (11) as

MR)(AM(R) +2) + 3/4
21 R? '

U,(R) = (15)

Since we seek the asymptotic behavior of AMR), we use
the relation A(R) = 2¢(R) + M [obtained by equating
Egs. (12) and (15)] and the fact that {(R) = {(In R/da)

TABLE I. Coefficients for the long-range corrections to the
three-body potential in Eq. (17) for the lowest few values of
|M| and A = Amin for different permutation symmetries. We
also list the corresponding values for v in Egs. (20) and (22).

|M|: )\min C1 C2 C3 vy
BBB 07 0 3 -0.86305  6.44605  2.8239
15 3 2.25  2.54857 2.04571  2.7491
2 2 1.5 1.57962 1.42382  2.2018
BBB’ 07 0 2 —0.28768  1.41866  2.4862
15 1 0.5 0.16096  —0.04944 3.0144
FFF’ 07 2 1.5 1.01712  -0.00943 3.2314
15 1 1.5 1.01712 0.47603  2.1502

from Eq. (13) to write its asymptotic expansion (R > a)
as

MR) = A+ n; 7[1n(;;da)]n, (16)

with the coeflicients ¢,, determined by substitution into
Eq. (13). Equation (16) allows us to write the asymptotic
behavior of U(R) as,

Uy~ AT 34 [2(A+1)01

2uR? 2uR? | In(R/da)
A +2M+1)ca = 2c1c0+2(A+ 1)es
In(R/da)? In(R/da)3

1 ] (17)

The coefficients ¢, c2, and c3 depend on A and M, as well
as on the permutation symmetry. These constants can be
derived analytically; their expressions, however, are too
cumbersome to include here. Therefore, in Table I we
only list their numerical values for the lowest few values
of M, A = Anin, and different permutation symmetries.
Our analysis thus shows that the leading-order correc-
tion goes as 1/[R?In(R/da)] —which is, strictly speaking,
a short-range potential. Nevertheless, we will show that
it dramatically modifies the threshold behavior of recom-
bination. We also note that, although nonadiabatic cor-
rection to the potential U(R) are typically important, the
leading-order nonadiabatic corrections to the three-body
continuum channels is proportional to 1/[R?In(R/da)?]
[25], and we can neglect such terms in our analysis.
With Eq. (17), it is now straightforward to derive the
effect of the corrections to U, (R) on the low-energy be-
havior of recombination using our WKB approach [48].
The three-body recombination rate in 2D is given by

A |Tpi]?
Kz=n"Y o) i 1::2' : (18)
no

where n is the number of identical particles and T; is the
T-matrix element between initial, ¢, and final, f, states.
For recombination, the initial states are the three-body
continuum states described asymptotically (R > a) by



the potentials in Eq. (17). For large values of a, we clas-
sify the possible final states as weakly or deeply bound
atom-diatom states and analyze recombination for each
case separately. As we will see, each group recombines
via different pathways, and their corresponding scatter-
ing length dependence differs substantially.

B. Recombination into weakly bound states

For three-body recombination into weakly bound
states, the energy and scattering length dependence can
be determined [48] from the observation that inelastic
transitions occur at distances proportional to a, i.e.,
when the initial free-atom wave function has a substantial
overlap with the final state atom-diatom wave function.
At ultracold energies, these distances are much smaller
than the classical turning point r.. The corresponding
collision pathway is illustrated in Fig. 3, showing the ini-
tial tunneling from R = r. to R ~ a. At this distance,
the inelastic transition to the final weakly bound molec-
ular channels occurs. Consequently, |T;|? from Eq. (18)
can be approximated by the WKB tunneling probability,

THI? ~

e 1/4
exp —2/ 20 (Uu R) + —E) dR
[ ax(da) \/ ( ) 2MR2

In the lower limit, « is an unknown constant on the order
of 1 —its precise value, however, does not affect either
the energy or the scattering length dependence of Kj.
Note that U,(R) is given by Eq. (17) (also indicated in
Fig. 3) and that we have included the Langer correction
[49].

The integral in Eq. (19) cannot, however, be evaluated
analytically. If, however, we neglect F, ic can be evalu-
ated analytically, even when several terms in U, (R) are
retained. Since we seek only the leading order correction,
though, only the first two terms of Eq. (17) are necessary.
To be consistent, we also expand the result and r., keep-
ing leading-order corrections systematically. Thus, with
re = (A+1)/k, we obtain a closed-form for Eq. (19) and
determine recombination into a weakly bound state to
be,

. (19)

2) 2042
Ky = gwdmy, Ko7 (20)
po [In(ka/~)[2e
where v = (A 4 1)/d. Note that the a dependence in
Eq. (20) appears only in the overall constant AY, whose
value —assumed to be universal— can be determined by
fitting Eq. (20) to numerically calculated K3'.

The threshold behavior expected for purely short-
ranged corrections to Eq. (11) —the numerator of
Eq. (20) [41]— is clearly modified by the corrections in to
the potential Eq. (17). As can be seen in Fig. 4, Eq. (20)
fits the fully numerical evaluations of Eq. (19) with the

full potential resulting from the exact solution of the zero-
range-model transcendental equation [Eq. (13)]. These
results were obtained by treating v as a free parameter,
however, to account for the higher-order potential terms
and finite energy. Numerical values for gamma are listed
in Table I. (Numerical and fitted results differs in 0.1%.)

From Eq. (20) and Table I, it is apparent that both the
energy and the scattering length dependence are strongly
affected by the logarithmic corrections to the asymptotic
three-body potential shown in Eq. (17). For fixed a, the
1/]In(ka)| factor leads to the suppression of K3 as ka — 0
found in Refs. [36, 38|, while for fixed k it shows the
increase of K3 as a increases (ka < 1).

A(A+2)+3/470( 1 )

i 2uR? R?|In(R/da)|
l / L AA+2)+3/4 1
l ’ L 2k O(R2111(R/da))
| NS Heg
< i i R
5 Y T ——
L . ) @ @
N\ L) e
rv‘dW Ia/
FIG. 3. (Color online). Schematic illustration of the rele-

vant three-body potentials for three-body recombination and
the corresponding collision pathways. For recombination into
weakly bound states, the initial free-atom state must tunnel
from R = r. > a to R x a, where the inelastic transition to
the final state, the weakly bound molecular channel (diatomic
state connected by a wiggly line), occurs. For recombination
into deeply bound diatoms, the pathway most likely to dom-
inate includes an inelastic transition at R o« a to the weakly
bound atom-diatom channel, but must subsequently tunnel
from R o« a to R & rvqw, where an inelastic transition to the
final deeply bound molecular channel (diatomic state bound
by straight line) occurs.

In Fig. 4(b), we confirm Eq. (20) by comparing it to
K3 obtained from full numerical solutions of Eqs. (7) and
(9) for BBB systems with |[M|T = 0,17, and 2f. The
two-body interaction was taken from Eq. (4) and was
chosen to have a = 10.04r,qw and a single mg, = 0
state. In order to determine K3 numerically, we solved
Eq. (9) using the methodology developed in Ref. [50] up
to distances comparable to R = 10°r,qw. Such large
distances were required to ensure that the effect of the
logarithmic terms in Eq. (17) were negligible in order
to properly satisfy the scattering boundary conditions.
In Appendix A, we present some of the details and a
discussion of this particular issue. The rates in Fig. 4(b)
were obtained using up to 15 channels, giving three digits
of accuracy in K3 for energies up to ka ~ 1 but fewer for
ka ~ 102,

As expected, the numerical results agree well with the
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FIG. 4. (Color online) (a) Energy dependence of |Ty;|? for
three-identical bosons with |[M|T = 0}, 1; and 2] obtained
by solving Eq. (19) using the potentials U(R) obtained from
Eq. (13) (thick solid lines) and clearly demonstrating the
1/|In(ka/v)|*** dependency on |Ty;|*> (thin dashed lines).
(b) corresponding numerical calculations for three-identical
bosons recombination (solid lines) confirming the validity of
Eq. (20) (dashed lines) for ka < 1. Values for X, ¢1 and ~ are
given in Table I.

zero-range WKB prediction of Eq. (20) for ka < 1. Sim-
ilar to the 3D case, for ka 2 1 the system enters the
regime where |T'f;|? approaches a constant value [51], im-
plying that K3 o< 1/k?. This regime can be clearly seen in
Fig. 4(b). In fact, we note that our results display oscilla-
tory behavior on top of the 1/k? dependence. For ka > 1,
such oscillations (absent in Refs. [36, 38]) are the result of
interference effects due to the different collision pathways
involved in the problem (see for instance Refs. [52, 53]).
In contrast to the case of ka < 1, where recombination
is dominated by the contribution from the lowest three-
body continuum state [i.e., the first term in the sum over
the initial states in Eq. (18)], recombination for ka = 1
includes contributions from several other three-body con-
tinuum channels [typically 10 for the range of energies in
Fig. 4(b)]. These channels increase the number of path-
ways through which recombination can proceed and thus
allow for the interference that leads to these oscillations.
Such oscillations are commonly seen in partial rates (or

cross sections) like these, but largely vanish when the
necessary sum over partial waves is carried out.

C. Recombination into deeply bound states

Three-body recombination into deeply bound diatoms
proceeds through a different pathway than recombina-
tion into weakly bound states. Inelastic transitions to
deep states occur at distances comparable to the range
of the interatomic interaction, in our case ryqw. There-
fore, within our WKB approach, it will require knowledge
of the three-body potentials for ryqw < R < a. There-
fore, since that samples the potentials within the regime
where a > ryqw, we also expect universal behavior for
recombination into deeply bound molecular states. In
this region, the three-body potential can be determined
from Eq. (17) by substituting In(R/da) by —|In(R/da)]
which produces a repulsive barrier that prevents particles
from approaching to short distances (see Fig. 3).

The pathway most likely to dominate (also illustrated
in Fig. 3) includes an inelastic transition at R ~ a to
the weakly bound atom-diatom channel with probability
given by Eq. (19). Toreach R ~ ryqw, where the inelastic
transition to the final deeply bound channel occurs, addi-
tional tunneling is required. In our WKB approach, the
probability to tunnel through the region rvaw < R < a
can be written as

|T;'1i|2 ~
ex(da) 1/4
exp [—2/ \/2u (U,,(R) + 2u/RQ - E) dR

Here, € < 1 is an unknown constant whose precise value,
similar to « in Eq. (19), does not affect the energy and
scattering length dependence of K3, and 7. o« ryqw is a
short-range length scale that can be determined by fitting
numerical calculations.

Proceeding with the same approximations as for the
integral in Eq. (19), and realizing that the total transition
probability for recombination into deeply bound states is
|T}‘;|2 |Tj‘cii|2, we arrive at the expression for recombination

(21)

4_71' | k2>\’l”62>\+2 1

K4 = Ad !
3 O (ke /)P [n(a/ro)Per

(22)

where Af{ is a nonuniversal constant, depending on the
short-range physics encapsulated in r.. Notice that al-
though the energy dependence of recombination into
weakly and deeply bound states is the same, the scatter-
ing length dependence is different. In fact, the scattering
dependence in K. g implies a suppression of recombination
into deeply bound states for a > ryqw (ka < 1) through
the 1/|In(a/re)|[** term relative to K¥.

We note that for the range of a we explored, our nu-
merical calculations do not exhibit a clear suppression



of recombination into deeply bound states. Based on our
calculations, we expect such suppression to occur only for
a > 50007y,qw, when the potential barrier in the weakly
bound diatom channel for ryqw < R < a is more evident.
Nevertheless, this suppression is a feature of recombina-
tion in 2D that can allow for greater stability of 2D Bose

gases in comparison to the 3D case, where K¢ o a*.

D. Recovering the naive threshold behavior

Finally, we notice that when a — oo or a — 0, the
logarithmic terms in Eq. (17) vanish, and the potentials
relevant to recombination are simply described by those
for three free particles [Eq. (11)]. This indicates that
for a = oo (and a = 0) the energy dependence for re-
combination reduces to the one we derived in Ref. [41],
ie., K3 k”riﬁ{ff, predicting K3 is constant for three
identical bosons as k — 0.

Figure 5 shows the a — oo behavior for the BBB-
|M|T = 0} recombination rate, obtained for interactions
supporting three two-body bound states [near the second
pole in Fig. 1(a)] with |mgp| =0, 2 and 4. We also note
that for a = oo, the threshold regime is characterized by
values of k in which kryqw < 1. For values of kryqw > 1,
recombination enters the regime where K¢ oc 1/k? [51].
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FIG. 5. (Color online) Three-body recombination for 07 three
identical bosons with a — co. For this calculation, the po-
tential in Eq. (4) was adjusted to support three deeply bound
two-body states with mo, = 0, 2, and 4. Dashed lines indi-
cate the partial recombination to each of these states; and the
solid line, the corresponding total rate. Note that, for a — oo
recombination is constant in the limit of £k — 0.

IV. FINITE RANGE CORRECTIONS TO
THREE-BODY STATES IN 2D

It is well known that zero-range results are valid
when the scattering length greatly exceeds all other
length scales in the system. Finite-range corrections
to these results are generally assumed to be universal

themselves, although establishing this as a fact is much
harder due to the complexity of treating such correc-
tions [36, 42, 43]. According to our two-body calcula-
tions, for a = 10.04ryqw the zero-range binding energy
[Eq. (3)] agrees with the numerical results within only
20%, thus providing a first glimpse of the importance of
finite-range corrections to the zero-range results. There-
fore, the natural questions are: (i) how small does ryqw/a
have to be so that the agreement between zero- and finite-
range results is quantitatively obtained and (ii) how can
finite-range corrections be incorporated in the zero-range
model to improve the comparison?

To give some sense of how the three-body universal
limit is approached, we will focus on the three-body
bound state energies, calculating them with the two-body
potential in Eq. (4) for increasing a and comparing to the
zero-range result. As shown in Refs. [19-25], for identi-
cal bosons in 2D there are always two three-body states
associated with the weakly bound diatom state. Their
energies are universally related to Eo, as:

EY) ~16.523Ey, and EY) ~ 1.270Ey,. (23)

(Note that FEs, above is defined from the three-body
breakup threshold. The three-body binding energy is
defined as Fs3, — Fap.) In Ref. [36], corrections to these
energies were obtained by keeping one more term in the
effective range expansion of the two-body phaseshift in
Eq. (1),

reky,

lim cot 6pp,—0 = 2 [ve + In(kapa/2)] + . (24)
k—0 T 2T
where 7, is the effective range as defined in Ref. [14].

In Ref. [36], a perturbative expansion in r./a for the
three-body energies was obtained for the case in which
r2 < 0. In this case, the corrections to Eq. (23) were
found to be significant and thus imply a slow approach
to universality. For our two-body interaction model
[Eq. (4)], however, the effective range correction r2k3, /2
is always positive, a case for which Ref. [36] was not able
to extract a similar perturbative expansion for the three-
body energies. Similarly, our analysis below will be per-
formed in terms of r./a. We note, however, that as we
change A\yqw in Eq. (4) both a and r. change. [This
allows us to relate such quantities and write r. = r.(a).]

A first consequence of including the effective range
term in Eq. (1) is that the two-body binding energy in
Eq. (3) can be corrected for r./a < 1 to be

2 Q’Y; [1 ) Paets (2)2] .
H2pa a

For a = 10.04ryqw, the potential in Eq. (4) gives r. =
4.897ryqw. And although r./a = 0.49 is relatively large,
the above formula improves the agreement with the nu-
merical results to 3%, as opposed to the 20% deviation
for the pure zero-range result from Eq. (3). Therefore,

the effective range correction to Eg, greatly improves the
comparison with the finite-range results. For 7./a ~ 0.1

Eoy ~ (25)



(a ~ 100ryqw), the numerical value for Eo, agrees to
about 0.7% with the pure zero-range result [Eq. (3)] and
to about 0.01% with the one from Eq. (25). In Fig. 6 we
illustrate the agreement between our numerical values for
E5, and the ones obtained using Eq. (25) as a function
of r./a. Note that both results are normalized to the
zero-range Fap, obtained from Eq. (3), or Eq. (25) with
re = 0.
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FIG. 6. (Color online) Comparison of numerical and analyt-
ical expressions for the energies of 2D two- and three-body
bound states highlighting finite-range effects. Filled triangles
are the results for the two-body energies while filled circles
and squares are the results for the ground and excited three-
body states, respectively. Note that the results are normalized
to the zero-range values from Egs. (3) and (23). The solid
line corresponds to the two-body energy given by Eq. (25)
while the dashed lines represent the three-body energies from
Egs. (26) and (27).

Compared to the three-body energies —also shown
in Fig. 6— the two-body energy converges to the zero-
range result relatively quickly. Here, too, F3;, are normal-
ized to the corresponding zero-range results in Eq. (23).
While the numerical two-body energy for a = 10.04r,qw
agrees at the 20% level with the zero-range result, the
ground and excited three-body energies deviate from the
zero-range results [Eq. (23)] by 70% and 20%, respec-
tively (see rightmost vertical dash-dotted line in Fig. 6).
For a =~ 1007yqw (leftmost vertical dash-dotted line in
Fig. 6), the deviation drops to 40% and 10%, respectively.
The better agreement for the excited three-body state is
consistent with the fact that its larger size would tend
to minimize finite-range effects. By fitting our numerical
results within the range r./a < 0.02 to a perturbative
expansion in r. /a, we find that the formula

B9 ~ 165285, [1 —1.76 (%)2 ‘ log (%) ’3'51 . (26)

Te

BV ~ 1.270Ey, [1 ~0.31 (%)2 | 10g (E) ’3'81 . (27)

describes our numerical results within this range to bet-
ter than 1%. (it gradually improves for smaller values
of re/a). This comparison is shown in Fig. 6. We have
tried other forms for the expansion in Eqgs. (26) and (27)
and found, empirically, that including the logarithm term
leads to more stable fits. Although empirical, this term
serves as evidence of the slower approach to the zero-
range results than for the two-body case. Although de-
viations for the three-body energies for r./a 2 0.1 can
be observed, it is not clear whether these deviations are
themselves universal, i.e., they depend only on the effec-
tive range. In order to test the universality of Eqs. (26)
and (27) and higher-order corrections, one would need to
calculate the three-body energies using different finite-
range two-body interaction models supporting different
numbers of bound states —a task beyond the scope of
this study.

Finally, we note that in our numerical calculations of
re, we found an approximate relation between r. and a
given by 7. /ryaw ~ 2.063 In(a/ryqw)0%° for the branch
of A\vaw [Eq. (4)] giving a single mg, = 0 bound state.
We found this result by fitting our numerical calculations
for r./a < 0.1 and obtained an agreement under 0.1%.
Calculations for the potential model v(r) = Dsech?(r /r)
—also supporting a single mq, = 0 bound state—, where
D is the potential depth and rg the characteristic range,
lead to 7. /7o ~ 1.6821n(a/r)"%*® with similar accuracy.
The divergence of r. as a — oo is consistent with the
definition of r. in Ref. [14] and indicates that in 2D,
although r./a — 0 as a — oo, special care might be
needed while including effective range corrections in both
few- and many-body approaches.

V. SUMMARY

Our analysis of the long range corrections for the three-
body potentials explains the origin of the energy sup-
pression of recombination observed in Refs. [36, 38]. The
semi-analytical formulas derived here explicitly demon-
strate this fact via the additional 1/|In(ka/~)|*** factor
in recombination that can be traced back to the long-
range corrections of the three-body potentials. We verify
these results through numerical calculations of recombi-
nation for three identical bosons for the lowest few val-
ues of | M|. We also show that recombination into deeply
bound states has the same energy dependence as recom-
bination into weakly bound states but with a stronger
suppression with increasing scattering length. This re-
sult indicates that studies of strongly interacting ultra-
cold 2D gases might be easier to realize than in the 3D
case. Our analysis of finite-range effects on the energies
of three-boson bound states indicates that the universal
regime is approached slowly as a increases. We suggest
a correction term for these energies in terms of r./a that
gives a good description for values of r./a < 0.1.
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Appendix A: Numerical calculations for three-body
recombination

Here, we give a brief description of how we calculate
three-body recombination in 2D numerically, using the
hyperspherical approach. As mentioned in the main text,
the first step in the calculation is to solve the adiabatic
equation, Eq. (6), to determine the three-body poten-
tials, U, (R), and channel functions, ®,(R;). As shown
in Ref. [41], Eq. (6) reduces to two coupled partial differ-
ential equations in the hyperangles 6 and ¢ (only one for
M = 0). The resulting differential equations are solved
by expanding ® onto a direct product of basis splines in
0 and ¢ [54, 55] with a proper set of boundary conditions
[41]. Since our goal is to calculate scattering observables
at ultracold energies, we solve Eq. (6) up to distances
comparable to R = 10°7,qw —for scattering calculations
one typically wants to solve the problem to distances that
greatly exceed the classical turning point. In order to ob-
tain at least six digits of accuracy for the potentials at
such large distances, we used 140 basis splines for each
hyperangle (for more details of our numerical implemen-
tation see Ref. [41]). The presence of a repulsive core
in the two-body potential model used in the calculations
[see Eq. (4)] is also a factor that required us to use so
many basis splines. In fact, to prevent the b-spline ma-
trix elements from diverging due to this unphysical 1/r'?
short-range behavior, we cut off the potential at very
short distances.

After solving Eq. (6), we must solve the hyperradial
equation in Eq. (9). Details of the method for solving
Eq. (9) are given in Ref. [50], so we will only empha-
size some fundamental aspects we found for three-body
recombination in 2D. The accuracy of the numerical so-
lutions depend on various factors. Besides the usual
requirements of a dense enough hyperradial grid and
enough channels included in the calculation, the deter-
mination of scattering observables also requires Eq. (9)
to be solved up to distances where the effect of the loga-
rithmic terms in Eq. (17) are negligible compared to the
first term. Only at these distances can we math the nu-
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merical results to the asymptotic free-particle solutions

1/2

) = (25) misen). (a)
1/2

)= (25) " pum. a2

where j; and n; are the regular and irregular spherical
Bessel functions, respectively, and correctly obtain the
scattering observables. For recombination, k? = 2uFE,
the initial channels have I, = X + 1/2 while the final
states have I, = |map| — 1/2, as determined from the
asymptotic form of the three-body potentials in Egs. (10)
and (11), respectively.
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FIG. 7. (Color online). Low-energy behavior of three-body
recombination for three identical bosons with M = 07 with
different values for R,,. Here, we adjusted the two-body in-
teraction [Eq. (4)] to support a single ma, = 0 bound state
and produce a = 10.04r,qw. For our largest value of R,,, the
rate is converged up to three digits.

However, the long-range nature of the corrections to
the potential we found in Eq. (17) led us to pay close
attention to the convergence of K3 with respect to the
matching distance R,,. This concern arises from the fact
that the spherical Bessel functions in Egs. (A1) and (A2)
are the solution only when all terms in Eq. (17) except
the first can be neglected. Given the behavior of the
corrections, it is not entirely clear that this is ever true —
but if it is, it must be at very large distances. Rather than
try to answer this formal question for these logarithmic
potentials, we took the pragmatic approach of requiring
convergence with respect to R, using the asymptotic
solutions we knew —i.e., Egs. (A1) and (A2).

In Fig. 7, we show the low-energy behavior for BBB
MT = 0} recombination with different values for R,,.
For this calculation, we adjusted the two-body interac-
tion [Eq. (4)] to support a single mg, = 0 bound state and
produce a = 10.04ryqw. For R,, = 10%r,qw, we clearly
observe a change in behavior of K3 as ka approaches
small values. As we increase R, the change in behavior
of K3 is moved towards even smaller values of ka. For
our largest value of R,, = 2 x 10°r,qw, no substantial
difference can be noticed in K3 with respect to the cal-
culations with R, = 10°r,qw —the rate is converged up
to three digits accuracy for the ka range shown.
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