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We show that in the regime of ground-state cooling, simple expressions can be derived for the
performance of resolved-sideband cooling — an example of coherent feedback control – and optimal
linear measurement-based feedback cooling for a harmonic oscillator. These results are valid to
leading order in the small parameters that define this regime. They provide insight into the origins of
the limitations of coherent and measurement-based feedback for linear systems, and the relationship
between them. These limitations are not fundamental bounds imposed by quantum mechanics, but
are due to the fact that both cooling methods are restricted to use only a linear interaction with
the resonator. We compare the performance of the two methods on an equal footing — that is, for
the same interaction strength — and confirm that coherent feedback is able to make much better
use of the linear interaction than measurement-based feedback. We find that this performance gap
is caused not by the back-action noise of the measurement but by the projection noise. We also
obtain simple expressions for the maximal cooling that can be obtained by both methods in this
regime, optimized over the interaction strength.

PACS numbers: 03.67.-a,85.85.+j,42.50.Dv,85.25.Cp

I. INTRODUCTION

Preparing mechanical harmonic oscillators in their
ground states is potentially important for future quan-
tum technologies [1], and is presently relevant for ex-
perimental work in optomechanics [2–8] and nano-
electromechanics [9–13]. Here we consider two simple
and rather different methods for achieving this goal. The
first, called resolved-sideband cooling, is an example of
coherent feedback control [14–18] in which the mechan-
ical oscillator is coupled linearly to an “auxiliary” mi-
crowave or optical mode [19–23]. Since the auxiliary os-
cillator has a much higher frequency than the mechan-
ics, it is in its ground state at the ambient temperature.
Because of this the coupling between the two transfers
both energy and entropy from the mechanics to the aux-
iliary, cooling the former. Sideband cooling has already
allowed experimentalists to prepare mechanical oscilla-
tors in a state with less than one phonon. The second
method we investigate is that in which an explicit contin-
uous measurement is made on the mechanical oscillator
(from now on just “the oscillator”), and the informa-
tion from this measurement is used to apply a force to
the oscillator to damp its motion in the manner of tra-
ditional feedback control [24]. Our motivation for com-
paring the performance of resolved-sideband cooling and
this measurement-based feedback cooling is to determine
how differently the two forms of feedback behave, in the
regime of good ground-state cooling, and to understand
better the origin of this difference.

Two previous works have examined, and to varying

extents compared, the two cooling methods we consider
here. To explain how our work extends and complements
these previous analyses we now summarize them briefly.
The work by Genes et al. [25] was the first to obtain a
complete analytical solution for resolved-sideband cool-
ing. In addition to presenting this solution they also ana-
lyzed a measurement-based feedback protocol for cooling
in which the raw signal from a continuous measurement
of position is processed by taking its derivative, and a
force applied to the oscillator proportional to this pro-
cessed signal. Nevertheless, Genes et al. were not able to
compare quantitatively the effectiveness of the two meth-
ods because they did not have a means to quantitatively
compare the resources used by each: sideband cooling
employs a unitary coupling to the oscillator, whereas
measurement-based feedback employs an irreversible cou-
pling quantified by a damping rate.

Hamerly and Mabuchi, employing the theory devel-
oped in [14, 15], made a direct quantitative comparison
of the effectiveness of sideband cooling and measurement-
based feedback by using the fact that both cooling meth-
ods can be realized by coupling the mechanical oscillator
to a traveling-wave electromagnetic field (also known as
an output channel [22]) [16, 26]. That is, a traveling-wave
field can be used to mediate both the continuous mea-
surement used in measurement-based feedback and the
unitary coupling of sideband cooling (coherent feedback).
Because both cooling methods can be implemented us-
ing the same coupling, one can ask which method is able
to make the best use of the information obtained by the
coupling for a given coupling rate. Hamerly and Mabuchi
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(HM) also used the optimal estimates of the mean posi-
tion and momentum in the measurement-based feedback
protocol, as we do here, whereas Genes et al. did not. For
a weakly-damped (high-Q) mechanical oscillator, and for
a fixed set of parameters, HM compared measurement-
based cooling to coherent feedback as a function of the
bath temperature. They found that for weak damping,
and for a given set of parameters, coherent feedback was
able to cool better than the best linear measurement-
based feedback.

The results of Hamerly and Mabuchi were purely nu-
merical. Technologically the most interesting regime for
cooling is that in which the mechanical oscillator has a
high Q factor (weak damping), and in which the cou-
pling rate to the controller is strong enough that the
control protocol can keep the mechanical oscillator close
to its ground state. Here we show that it is possible to
obtain simple analytic expressions for the optimal cool-
ing achieved by both control methods to first order in
the small parameters that define the regime of high Q
and ground-state cooling. For sideband cooling this is
achieved merely by expanding the full expression for the
performance to second order in these parameters. For
measurement-based cooling the equations that determine
the performance are non-linear, and can only be solved
exactly for zero damping (Q = ∞). We obtain analytic
expressions for weak damping to first-order in the small
parameters by using a perturbative method that expands
about this exact solution. Having analytic expressions for
both cooling methods sheds light on the origins of the
limits of each, the relationship between these limits, and
reveals the dependance on the various key parameters.

The small parameters that define the regime of high Q
and ground-state cooling are as follows. We define the
regime of ground-state cooling, which is also the regime of
“good control” [27], as that in which the control method
can maintain the average number of phonons in the os-
cillator, denoted by n̄, at a value much less than unity
(n̄ � 1). If we define the steady-state probability that
the system will be found outside the ground state by Pe,
then this is also the regime in which Pe � 1. The rate at
which energy flows into the oscillator from the environ-
ment is given by γnT where γ is the damping rate of the
oscillator and nT is the average number of phonons that
the oscillator would have if it were at the ambient tem-
perature T . The regime of ground-state cooling requires
that the rate at which the control process extracts energy
from the oscillator is much greater than γnT . For coher-
ent feedback this means that the rate of the interaction
with the auxiliary, λ, (defined precisely below), and the
damping rate of the auxiliary, κ, satisfy

λ ∼ κ� γnT . (1)

For measurement-based feedback the regime of ground-
state cooling requires that the measurement rate, k̃, (a
scaled version of the measurement strength, defined in
Section II), and the damping rate induced by the feed-

back force, Γ, satisfy

Γ� k̃ � γnT . (2)

A further requirement for both methods to provide
ground-state cooling is that the rate of the linear cou-
pling, λ, between the oscillator and the auxiliary mode,
or the measurement rate k̃, is slower than the frequency
ω of the oscillator. This stems from the fact that a linear
interaction is not the ideal interaction for cooling, and
it only works well in the weak-coupling regime. This re-
quirement is not as strict as the above inequalities, how-
ever, since a value of λ/ω as low as 5 can be sufficient
to achieve optimal cooling [25]. To obtain our simple
expressions we do assume that

k̃ � ω, λ� ω, (3)

and expand to second order in the small parameters k̃/ω
and λ/ω. The fact that these parameters need not be
very small is indicated by the fact that they do not af-
fect the cooling to first order but only to second order.
Further, as part of our analysis we derive results that are
exact in k̃/ω and λ/ω; it is only in the small parameters

γnT /k̃ and γnT /ω for which our results are necessarily
perturbative.

Given the above time-scale separations, the small pa-
rameters that define our regime are

ε1 =
γnT
κ

, ε2 =
γnT
λ

, ε3 =
κ

ω
, ε4 =

λ

ω
, (4)

for resolved-sideband cooling and

ε5 =
γnT

k̃
, ε6 =

k̃

ω
, (5)

for measurement-based cooling. The size of the ratio k̃/Γ
is determined by further considerations that we discuss
below. The ratio γnT /ω is second order in the above
parameters:

γnT
ω

= ε1ε3 = ε2ε4 = ε5ε6. (6)

We obtain analytic expressions for the steady-state aver-
age phonon number in the oscillator, n̄, either to leading
or next-to-leading order in the parameters εi.

Resolved-sideband cooling is traditionally imple-
mented by coupling the mechanical oscillator to the aux-
iliary directly via the linear interaction

HSB
int = ~

λ

2
x̃X, (7)

where x̃ = b + b†, with b the oscillator annihilation op-
erator, and X = a+ a† with a the annihilation operator
of the optical or superconducting mode. The interaction
rate λ is modulated at the frequency difference between
the oscillator and the cavity mode, which is what allows
them to exchange energy as if they were resonant. What
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enables the direct comparison between the two cooling
methods is that resolved-sideband cooling can be imple-
mented by coupling the oscillator and auxiliary via a
propagating electromagnetic field, and this is also how
measurement-based feedback is implemented. In the lat-
ter the propagating field is measured using homodyne
detection. Thus both cooling methods are able to use
the same interface to the resonator, and thus extract in-
formation from the resonator in an identical way. For
a given rate, k̃, at which the propagating field couples
to the oscillator, we can then ask which cooling method
performs better, and is thus able to make better use of
the information. When the propagating field is measured,
the coupling rate k̃ becomes the “measurement strength”
(defined below) characterizing the rate at which the mea-
surement extracts information. When the field is used
instead to create the linear coupling HSB

int with the aux-
iliary oscillator, the resulting interaction rate λ realized
by the field coupling rate k̃ is

λ =
√

8k̃κ, (8)

where κ is the damping rate of the auxiliary oscillator.
It is useful in our analysis below to define a variable ε

that represents an expression that is first order, and only
first order in all of the small parameters εk that appear
in it. This allows us in what follows to indicate that an
expression E is order d in any (or all) of the εk with the
notation E ∼ εd.

In the next section we present the physical implemen-
tation of both cooling methods via an irreversible output
coupling. In Section III we analyze resolved-sideband
cooling and derive the expressions for the performance.
To do this we use a slightly different approximate master
equation to describe the thermal noise of the oscillator
than that used by Genes et al. [25]. Their approxima-
tion was valid for all damping rates of the oscillator at
high temperature, while ours is valid for weak damp-
ing at all temperatures. In Section IV we derive the
expressions for the performance of the (optimal) linear
measurement-based feedback cooling. In Section V we
compare and discuss the performance of the two meth-
ods, and the origin of their respective limitations. In Ap-
pendix A we discuss how the measurement-based cooling
scheme can be treated using the quantum noise equations
of input-output theory. In Appendix B we show how the
steady-state for resolved-sideband cooling is obtained by
integrating the spectrum using a remarkable integral for-
mula. This formula can be used to integrate the spectra
of the coordinates for any linear input-output network.

II. PHYSICAL IMPLEMENTATION OF THE
TWO COOLING SCHEMES

The interface via which both cooling methods interact
with the oscillator is shown in Fig. 1. It involves two
optical (or superconducting) cavities, each with a single

mode, where the right-hand end-mirror of each cavity is
attached to the oscillator, and thus oscillates with it. To
understand how the interface works, consider the effect
of bouncing a beam of light off the oscillator. This beam
of light provides both an interface to extract information
and to apply a force to the oscillator: i) when the pho-
tons in the light beam are reflected from the surface of
the oscillator they apply a force to it, and the size of the
force is proportional to the beam intensity; ii) monitor-
ing the phase of the reflected light provides a continuous
measurement of the position of the oscillator.

Each of the two optical cavities that are attached to
the oscillator provides essentially the same interface as a
single beam of light. The photons in the single mode ap-
ply a force to the oscillator as they are reflected off it, and
the number of photons in the mode can be adjusted by
changing the intensity of the light incident on the cavity
(e.g. the light entering the top cavity via input 1). The
phase of the light that exits each of the cavities provides
information about the oscillator position. The faster the
light leaks out of the cavities, characterized by their re-
spective damping rates, the more closely each cavity acts
like a beam of light reflected from the oscillator.

While we could use a single optical cavity, with a sin-
gle mode, to provide both a measurement and a feedback
force, we choose to use two cavities because this config-
uration is required to implement resolved-sideband cool-
ing. For both cooling methods the top cavity will be used
as a “measurement interface” to extract information, and
the bottom cavity will be used as an “actuation” inter-
face to apply a force to the oscillator. To compare the
two control methods, it is the measurement interface, the
interface implemented by the top cavity, that we will de-
mand is the same for both methods. That is, both meth-
ods will extract information at the same rate using this
interface. As far as the physical implementation is con-
cerned, this means that laser 1 has the same power, P1,
and the top cavity the same damping rate, γtcav, for both
methods.

To use the top cavity to create an interface that pro-
vides continuous information about the position of the
oscillator, x, we set the cavity damping rate, γtcav, to
be much larger than the opto-mechanical coupling rate
between the cavity mode and the oscillator, and adia-
batically eliminate the cavity. This procedure is detailed
in a number of places (e.g. [28–30]) and we won’t re-
peat it here. The resulting interface can be described by
writing the electromagnetic field output from the cavity
as [26, 30]

cout
1 (t) =

√
kx− cin1 (t), (9)

where cin1 (t) is the input to the cavity. This is the
input-output formalism of Collett and Gardiner [31, 32].
The constant k characterizes the rate at which the out-
put channel provides information about the position,
and is given by k = 2αg/(∆xγtcav). Here |α|2 is the
steady-state number of photons in the cavity, g is the
single-photon optomechanical coupling rate [33, 34], and
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FIG. 1. Here we show the mechanical oscillator and the two
optical or superconducting cavity modes that provide the in-
terfaces to the resonator that will be used by the controllers.
Each cavity provides a coupling to the resonators position.
This means that the output of each cavity provides informa-
tion about the position of the oscillator, and the input of each
provides a way to apply a Hamiltonian that is proportional to
position, and thus to apply a linear force to the resonator. We
have depicted the two cavity modes in separate Fabry-Perot
cavities merely for clarity. In an experimental realization the
two modes might be, e.g., two counter-propagating modes in
a single ring cavity.

∆x =
√
~/(2mω) is the ground-state position uncer-

tainty of the mechanical oscillator, with ω the oscilla-
tor frequency and m its mass. The fact that the inter-
face provides information about position, rather than any
other observable, and the fixed information rate k are the
only limits imposed on our two control protocols. Given
this interface, we wish to know which protocol is able to
provide the best ground-state cooling, and under what
circumstances.

Here we will use scaled position and momentum vari-
ables for the oscillator, x̃ = b + b† = x/∆x, and p̃ =

−i(b − b†) = p/∆p, where ∆p =
√

~ωm/2. The corre-
spondingly scaled information rate constant is

k̃ = (∆x2)k = 2α

(
g

γtcav

)
, (10)

allowing us to write the output field as cout
1 (t) =

√
k̃x̃−

cin1 (t). The field operators cin1 and cout
1 are continuum ver-

sions of annihilation operators. The output field cout
1 has

the same correlation functions as the input field, which
are

〈cin1 (t)cin†1 (t+ τ)〉 = δ(τ), 〈cin†1 (t)cin1 (t+ τ)〉 = 0. (11)

While the interface that provides the information will be
the same for both control methods, the interface that
provides the feedback force will be used differently in
each case. We now describe the two cases in turn.

A. Measurement-based feedback

The configuration that implements measurement-
based feedback control is shown in Fig. 2b. In this case
the output field cout

1 is measured by homodyne detection
that monitors the phase of the output light [28, 35], and
the second interface (cavity 2) is used merely to apply a
classical force to the oscillator. To use cavity 2 to apply
a classical force we make the damping rate of this cavity,
γ2, sufficiently large that the information rate provided
by output 2 in Fig. 1 goes to zero (γ2 � α2g). To ap-
ply a force to the oscillator we shine a laser into input
2 (see Fig. 2b) and the resulting force on the oscillator

in units of dp̃/dt is f̃ = g|α2|2 = 4P2/(~Ω/γ2) where Ω
is the frequency of the optical mode in the cavity. We
therefore apply a time-dependent force by changing the
laser power P2. While it may appear that we can apply
only a positive force, this is illusory. The equilibrium po-
sition of the oscillator is determined by the force f̃ . Thus
applying a constant offset force f̃0, the force on the oscil-
lator with respect to the resulting equilibrium position is
∆f̃ = f̃ − f̃0. To peek ahead, the optimal feedback force
for the oscillator under linear measurement-based feed-
back is f̃(t) = −Γ〈p̃(t)〉 = −ΓTr[ρp̃], where Γ is chosen
to be as large as possible.

The homodyne measurement on output 1 results in
a stochastic master equation for the density matrix of
the mechanical oscillator describing a measurement with
strength k̃. Along with the thermal noise to which the
oscillator is subjected, the full master equation describing
the dynamics of the oscillator under the measurement-
based feedback is [29, 30]

dρ = −i[ωb†b− f̃(ρ, t)x̃, ρ]dt− k̃K(x̃)ρdt

+

√
2ηk̃ (x̃ρ+ ρx̃− 2〈x̃〉ρ) dW,

−γ
2

(nT + 1)K(b)ρdt− γ

2
nTK(b†)ρdt, (12)

where

K(c)ρ ≡ c†cρ+ ρc†c− 2cρc† (13)

for an arbitrary operator c. Here 0 ≤ η ≤ 1 is the effi-
ciency of the measurement on output 1, and nT is the
average number of phonons in oscillator at the ambi-
ent temperature T , given by nT = (exp[~ω/kBT ]− 1)−1,
where kB is Boltzmann’s constant. The damping rate of
the oscillator is γ. As noted above the feedback force is
a function of the state ρ(t) at time t.

B. Coherent feedback (resolved-sideband cooling)

Resolved-sideband cooling is traditionally imple-
mented using a linear interaction between the mechani-
cal resonator and an auxiliary optical or superconducting
resonator, as discussed in the introduction. We can use
the two interfaces provided by cavities 1 and 2 in Fig. 1 to
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FIG. 2. Here we show the configurations that implement the two cooling schemes. The circles are “circulators” that separate
the outputs of the optical or superconducting cavities from their respective inputs. The two cavities whose right-hand-side
end-mirrors are attached to the mechanical oscillator act as interfaces to the oscillator that couple to its position. It is the top
interface cavity through which the control system extracts information about the oscillator, and whose output coupling rate, k̃,
which is the measurement strength in the case of a continuous measurement, is the same for both schemes. In (b) the detector
implements homodyne detection, the computer processes the measurement results and uses the resulting information to control
the intensity of the laser.

reproduce this linear interaction. This is done by choos-
ing cavity 2 to have the same parameters as cavity 1, and
by applying a π phase shift to the light in output 1 (or
alternatively input 2), and by connecting the auxiliary
optical resonator to output 1 and input 2 as shown in
Fig. 2a.

In this case it is most convenient to use the quantum
Langevin equations of the input-output formalism to de-
scribe the dynamics of the auxiliary cavity mode and the
oscillator. For the mechanical oscillator these equations
are given by

d

dt

(
x̃
p̃

)
=

(
−γ2 ω
−ω −γ2

)(
x̃
p̃

)
+ vin (14)

with

vin =

(√
γ xin

T√
γ pin

T +
√

2k̃ pin
1 +

√
2k̃ pin

2

)
. (15)

The input noise operators xin
T and pin

T describe the noise

from the thermal bath, pin
1 = −i(cin1 − c

in†
1 ) describes the

field entering through input 1, and pin
2 = −i(cin2 − c

in†
2 )

that entering through input 2. The correlation functions
of the thermal noise operators are given in Appendix A.

The Langevin equations for the auxiliary cavity are

d

dt

(
X
P

)
=

(
−κ2 Ω
−Ω −κ2

)(
X
P

)
+
√
κ

(
Xin

Pin

)
, (16)

where the operators X = a+ a† and P = −i(a− a†) are
the amplitude and phase quadratures of the cavity mode,
with a the annihilation operator. The damping rate of
the cavity is κ, and the input noise operators describe the

single input. These operators are Xin = ain + ain† and
Pin = −i(ain−ain†) where ain is a continuum annihilation
operator with the same correlation functions as cin1 . To
connect the auxiliary input to output 1 of the oscillator
we simply set

ain = −cout
1 = −

√
k̃x̃+ cin1 (17)

where the minus sign accounts for the π phase shift shown
in Fig. 2a. Similarly we connect the output of the auxil-
iary to input 2 by setting

cin2 = aout =
√
κa− ain. (18)

Substituting Eqs.(17) and (18) into the equations of mo-
tion above for the oscillator and the cavity, the resulting
coupled Langevin equations for the two systems are

d

dt

 x̃p̃X
P

 = A

 x̃p̃X
P

+


√
γ xin

T√
γ pin

T√
κXin√
κPin

 (19)

with

A =

−
γ
2 ω 0 0
−ω −γ2 −λ 0
0 0 −κ2 Ω
−λ 0 −Ω −κ2

 , (20)

and we have defined λ =
√

8k̃κ. The only noise driving
the mechanical oscillator is now the thermal noise; the
noise coming into input 2 from the auxiliary has cancelled
the noise coming in input 1, which is a result of the π
phase shift applied to the auxiliary input. The auxiliary
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is driven by the noise from input 1 and is damped via the
corresponding output channel at rate κ. It is this output
that takes aways the entropy in the mechanical oscillator,
since it is effectively damping to a thermal bath at zero
temperature. The coupling between the two oscillators
is given by the last terms on the RHS in the equations
for ˙̃p and Ẋ. These are the same as would be generated
by an interaction Hamiltonian Heff = ~λx̃P/2. Since the
oscillation of the cavity mode continually transforms P
into X, we can replace P with X in this Hamiltonian
without affecting the steady-state cooling, and this gives
us a Hamiltonian equivalent to that in Eq.(7). If we now
modulate the coupling strength λ at the frequency differ-
ence between the two oscillators, then in the interaction
picture the oscillators look as though they are resonant,
and the result is the equations of motion for resolved
sideband cooling. These equations are the same as those
in Eq.(19), but with Ω replaced with ω. The modulation
of the coupling strength can be realized by modulating
the strength of the effective linear interaction between
the mechanics and the transduction oscillators. Alterna-
tively it can be achieved by imprinting a modulation on
the fields that couple the auxiliary to the other compo-
nents.

III. THE PERFORMANCE OF
RESOLVED-SIDEBAND COOLING

Here we use the average number of phonons in the
steady-state, n̄ = 〈b†b〉, to measure the degree of cooling.
To calculate this quantity for resolved-sideband cooling
we solve the quantum Langevin equations (Eqs.(19) and
(20) with Ω replaced by ω) in frequency space, and this
gives us the spectrum of fluctuations of x̃ and p̃. In-
tegrating these spectra over all frequencies gives us the
steady-state expectation values of x̃2 and p̃2, which in
turn gives us the average phonon number via

n̄ = 〈x̃2〉/4 + 〈p̃2〉/4− 1/2. (21)

We derive the full expressions for 〈x̃2〉 and 〈p̃2〉 in Ap-
pendix A. These expressions are rather complex, but sim-
plify greatly if we expand them to second-order in the
small parameters given in Eq.(4). Performing this ex-
pansion we find that

n̄ = nT

(γ
κ

)[
1 +

κ2

λ2

]
(22)

−nT
2

(γ
κ

)2
[
1 +

κ2

λ2
+
κ4

λ4

]
+

1

16

(κ
ω

)2

+
1

8

(
λ

ω

)2

.

Here the first line gives the dominant term, since it is first
order while all terms on the second line are second order.
Note that κ/λ is not necessarily a small parameter; we
will show it is of order ε1/4 for optimal cooling. Note also
that γnT /ω is second order in the small parameters.

We note first that the dominant term in n̄ gives the
cooling performance as the ratio between the rate at

which energy flows into the oscillator, nT γ, to the maxi-
mum rate at which it can flow out of the auxiliary (and
thus out of the oscillator), being κ, and tells us that that
this rate is achieved when λ� κ. This makes sense, and
if the dominant term were the only term determining n̄
then we would get the best cooling by making λ as large
as possible. But this is not the case. The last two terms
in n̄ show that both κ and λ must be much smaller than
ω to achieve ground-state cooling. This is because the
linear xX coupling between the oscillators only transfers
energy efficiently between the two under the rotating-
wave approximation, as is well-known [21, 23, 36, 37].
The remaining term in n̄ merely provides a correction to
the dominant term, since it is second order in γ/κ, as
long as λ is not too much smaller than κ. Curiously it
improves the cooling a little.

The parameters γ and ω are properties of the oscillator
we want to cool, while λ and κ are parameters that we
would ideally be able to choose as part of designing our
controller. It is therefore natural to ask what values of
λ and κ will give us the best cooling. It turns out that
we can determine analytically the optimal value of λ for
a given value of κ because this optimal value falls within
the validity of our approximation. To do this we start
by discarding the term proportional to κ4/λ4, an action
that we will justify shortly. Differentiating the remaining
terms with respect to λ, we find that the minimal value
of n̄ is reached when

λopt =

√
ω
√

8γκnT

(
1− γ

4κ

)
. (23)

The assumption that we used in our expansion in powers
of our small parameters was that λ/ω ∼ ε, but inspec-
tion shows that λopt/ω ∼ ε3/4, and so is lower than first-

order by a factor of (1/ε)1/4. This is not problematic un-
less higher-order terms in (λ/ω) that we have previously
dropped (e.g. third and forth order terms) now have an
order that is sufficiently low as to be near to the order of
the leading-order terms from any of the other small pa-
rameters, such as γ/λ, which now has order ε4/3. In that
case we would have to include these high-order terms to
be consistent. We will check the orders of the relevant
terms below. We note now that with this value for λ,
the term κ4/λ4 ∼ ε, and so its total contribution to n̄
is ∼ ε3. This is why we were justified in discarding it
before we performed the minimization to obtain λopt.

Substituting λopt into Eq.(22), and keeping terms only
up to second order in ε, the minimum average phonon
number is

n̄ = nT
γ

κ
+

√
γκnT
2ω2

− nT
2

(γ
κ

)2

+
κ2

16ω2
. (24)

The first term is the dominant term, proportional to ε,
the second term is proportional to ε1.5, and the last two
terms are proportional to ε2. The lowest-order term that
we have discarded is O(ε2.5).

The final step is to minimize n̄ over κ to obtain κopt. In
doing this we might assume that we can first discard the
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two second-order terms, because the two leading-order
terms are sufficient to provide us with a minimum. How-
ever, upon doing this and substituting in the resulting
optimal value for κ, we find that the fourth term con-
tributes to the same order as the first and second. We
therefore discard only the third term. Minimizing the
remaining terms we obtain

κopt = d(γnTω
2)1/3, d = [

√
2(
√

5− 1)]2/3, (25)

giving κopt/ω ∼ ε2/3. We now substitute this value for κ
into the expression for n̄ above, and examine the order of
the four terms. The first, second and fourth terms now all
have order ε4/3, and are thus all leading order. The third
term can be discarded as it has order ε8/3. We note also
that we do not need to include any higher-order terms in
λ/ω or κ/ω that we have previously discarded: since n̄ is
a symmetric function of λ and κ, the lowest-order terms
that we discarded are (λ/ω)4 ∼ ε3 and (κ/ω)4 ∼ ε2.66,
and these are all significantly higher than the leading-
order terms in n̄.

The minimal value of n̄ is

n̄ = c
(γnT
ω

)2/3

= c

(
nT
Q

)2/3

. (26)

to leading order in our small parameters, with

c =
1

d
+

√
d

2
+
d2

16
≈ 1.67. (27)

The maximal cooling factor, defined as the ratio of the
cooled phonon number, n̄, to the initial phonon number
nT , is

R =
nT
n̄

= c (nTQ
2)1/3. (28)

The best possible cooling is not the only thing we wish
to know. In order to compare with measurement-based
cooling we would also like to know the best cooling that
can be achieved for a given value of the output coupling
rate k̃. To answer this question we substitute k̃ in for λ
in Eq.(22), which gives

n̄ = nT

(
γ

κ

[
1 +

κ

8k̃

]
− 1

2

(γ
κ

)2
[
1 +

κ

8k̃
+

κ2

(8k̃)2

])
+

κ2

16ω2
+
k̃κ

ω2
. (29)

Minimizing this expression exactly with respect to κ gives
a rather complex result, due to the need to solve a quar-
tic equation. We can nevertheless obtain a simple ex-
pression that provides an upper bound on this minimum
by choosing κ so as to minimize the sum of the first and
second-to-last terms only. The resulting value of κ is

κ̂ = 2
(
nT γω

2
)1/3

, (30)

so that γ/κ̂ ∼ ε4/3 and κ̂/ω ∼ ε2/3. Substituting this into
Eq.(29), and keeping terms up to order ε5/3, we obtain

n̄ ≤ nT
8

(
γ

k̃

)
+A

(
k̃

ω

)
+B, (31)

with

A = 2

(
nT
Q

)1/3

∼ ε2/3, (32)

B =
5

8

(
nT
Q

)2/3

∼ ε4/3.

IV. THE PERFORMANCE OF LINEAR
MEASUREMENT-BASED COOLING

We now consider the best cooling that can be ob-
tained by linear measurement-based feedback control,
under which the dynamics of the system is described by
Eq.(12). Because the operator being measured is linear
in the position and momentum of the oscillator, the oscil-
lator is also linear, and the state of the system is always
Gaussian, the dynamics is equivalent to that of a linear
classical oscillator under a continuous measurement of
position, driven by an additional white noise force that
simulates exactly the quantum back-action of the mea-
surement [29, 30]. Because of this standard results from
classical control theory can be applied to our system. The
classical theory of linear optimal control, referred to as
“linear quadratic Gaussian” (LQG) control tells us that if
we wish to minimize a weighted sum of a quadratic func-
tion of the coordinates and a quadratic function of the
control “inputs” (these inputs are the terms in the equa-
tions of motion for the momentum that come from the
feedback force), then we should choose the feedback force
to be a linear combination of the means of x and p given
the observer’s state of knowledge. However LQG theory
does not apply directly to our problem, since we are in-
terested in minimizing the energy without any particular
reference to the control inputs. Nevertheless, the coher-
ent feedback protocol we analyzed above is restricted, by
the fact that the interaction is linear, to generating only
linear dynamics in the system. It is reasonable therefore,
in the interests of a fair comparison, that we also restrict
the measurement-based feedback to generating linear dy-
namics. This means that the feedback force must be a
linear combination of the expectation values of x̃ and p̃,
and so can be written as

f(δ,Γ) = −mδ2〈x̃〉 − Γ〈p̃〉, (33)

for two rate constants δ and Γ. The control inputs are
then −mδ2〈x̃〉 and −Γ〈p̃〉.

In practice, and certainly in experiments today, the
amount of force that can be applied induces motion on
a timescale much slower than the oscillation of the res-
onator, and so we restrict ourselves to this regime here.
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The only effect of δ is to modify the frequency of the
oscillator as ω′ = ω

√
1 + δ2/ω2, and since δ � ω in our

regime, this has little effect on the dynamics. We can
therefore drop δ, leaving us with only one control pa-
rameter Γ. Clearly the larger Γ the smaller will be the
resulting steady-state energy, n̄.

Substituting the feedback force f = −Γ〈p̃〉 into the
master equation, Eq.(12), the equations of motion for
the means and variances of the real variables x and p are(
d〈x〉c
d〈p〉c

)
=

(
−γ2 1/m
−mω2 −γ2 − Γ

)(
〈x〉c
〈p〉c

)
dt+

√
8ηk

(
Vx
C

)
dW

(34)
and those for the variances are

V̇x =

(
2

m

)
C − 8ηkV 2

x − γ(Vx − V Tx ), (35a)

Ċ =

(
1

m

)
Vp −mω2Vx − 8ηkCVx − γC, (35b)

V̇p = −2mω2C − 8ηkC2 + 2k~2 − γ(Vp − V Tp ), (35c)

where

C = 〈xp+ px〉c/2− 〈x〉c〈p〉c (36)

is the symmetrized “covariance” of x and p. It is impor-
tant to remember that the means and variances in these
equations are those of the state-of-knowledge of an ob-
server who has access to the measurement results. We
refer to them as the conditional means and variances,
which is why we denote the means with the subscript
“c”.

The rate constant δ in the feedback force merely
changes the effective frequency of the oscillator via ω →
ω + δ, and so we have absorbed it into the definition
of ω. In practical situations, certainly those for nano-
mechanical resonators, the feedback rate constants δ and
Γ are much smaller than ω. The result of this is that δ
will in fact have little effect on the cooling, but Γ is very
important as we will see below.

Since the conditional means of x and p will be ran-
domly fluctuating, the total variances averaged over all
possible trajectories that the system may take while it
is being controlled are given by adding the variances of
the conditional means of x and p to the conditional vari-
ances. That is, if we denote the total variances by Vx,
Vp, and C, and the variances of the conditional means
by V x̄, V p̄, and C , then

Vx = Vx + V x̄, Vp = Vp + V p̄, C = C + C . (37)

We can derive the equations of motion of the variances
of the conditional means by first using Ito calculus to de-
rive the differential equations for 〈x〉2c , 〈p〉2c , and 〈x〉c〈p〉c
from Eq. (34). Taking averages on both sides of the dif-
ferential equations for these square means gives us the dif-
ferential equations for the second moments of the means.
From these we can obtain the equations of motion for the

variances of the means, and these are

d

dt

Ṽ x̄

Ṽ p̄

C̃

 = −

γ 0 −2ω
0 γ + 2Γ 2ω
ω −ω γ + Γ

Ṽ x̄

Ṽ p̄

C̃

+ 8k

(Ṽx)2

(C̃)2

C̃Ṽx


(38)

Here we have written the equations in terms of dimen-
sionless (scaled) versions of the variances, defined by

Ṽ x ≡
V x

(∆x)2
, Ṽ p ≡

V p

(∆p)2
, C̃ ≡ C

∆x∆p
. (39)

These scaled variances are those of the scaled variables
x̃ and p̃. Using the scaled variances simplifies the equa-
tions, and exposes the important rate constants in the
dynamics. From now on any variance with a tilde will
indicate the dimensionless version of that variance (e.g.

Ṽx ≡ Vx/(∆x)2). The scaled versions of the thermal
variances are

Ṽ Tx = Ṽ Tp = (1 + 2nT ) ≡ Ṽ T . (40)

The harmonic oscillator ground state has Ṽx = Ṽp = 1.
To calculate the total variances in the steady-state we

need to determine the steady-states of both the condi-
tional variances and the variances of the means. This can
be done by setting the left-hand-sides of the equations of
motion to zero, and solving the resulting algebraic equa-
tions. There is a big difference between the differential
equations for the conditional variances and those for the
variances of the means: we have written the equations for
the latter in matrix form because they are linear, whereas
the equations for the former are not, and as they stand
do not have analytic solutions.

If the harmonic oscillator had no damping, so that γ
were zero, there would be an analytic solution for the
steady-states of the conditional variances, being

Ṽ 0
x =

√
2√

η(ξ + 1)
, Ṽ 0

p = ξṼ 0
x , C̃0 =

√
ξ − 1√
η(ξ + 1)

.

(41)
where

ξ =
√

1 + ηr2, r =
8k̃

ω
. (42)

We see from these solutions that if we want to keep the
oscillator close to the ground state, for which Ṽx = Ṽp =
1, then ξ must be close to unity, and thus r2 � 1 (or

equivalently (8k̃)2 � ω2, assuming that η ∼ 1).
While we cannot obtain an analytic solution for the

steady-states of the conditional variances for all values
of γ, we can obtain an approximate solution valid when
γnT is much smaller than k̃ and ω. Since k̃ is also much
smaller than ω there is more than one way to do this
expansion. We do it by using the solution above for γ = 0
as our zeroth-order solution, and writing γ = qk̃ and
γ = cqω, where q is the small parameter, and c = k̃/ω is
unrestricted. We then solve to obtain the steady-states
to first-order in q. We are subsequently free to expand
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the zeroth-order solutions to second order in c = ε6 =
k̃/ω ∝ r to obtain solutions to second order in ε. The
result of the first expansion is

Ṽ ss
x = Ṽ 0

x +

(
γ

8ηk̃

)(
1 + ηrṼ 0

x /2

1 + ηrṼ 0
x

)
(Ṽ T − Ṽ 0

x )

Ṽ 0
x

,

C̃ss = C̃0 +
( γ

2ω

) (Ṽ T − Ṽ 0
x )

1 + ηrṼ 0
x

,

Ṽ ss
p = Ṽ 0

p +
(

1 + ηrC̃0
)

(Ṽ ss
x − Ṽ 0

x )

+ηrṼ 0
x (C̃ss − C̃0).

Now expanding to second order in r ∝ ε6 we obtain

Ṽ ss
x = Ṽ 0

x +

(
γ

8ηk̃

)(
1−
√
ηr

2

)(
√
η

[
1 +

ηr2

8

]
Ṽ T − 1

)
,

C̃ss = C̃0 +
( γ

2ω

)
(1−√ηr)

(
Ṽ T − [1− ηr2/8]

√
η

)
,

Ṽ ss
p = Ṽ 0

p + (Ṽ ss
x − Ṽ 0

x ) +
√
ηr(C̃ss − C̃0).

For efficient detection these equations simplify consider-
ably, and we see more clearly the effects of the measure-
ment and thermal noise:

Ṽ ss
x = Ṽ 0

x +

(
γ

4k̃

)nT (1− 4k̃

ω

)
+ (2nT + 1)

(
2k̃

ω

)2
 ,

C̃ss = C̃0 +
( γ
ω

)nT (1− 8k̃

ω

)
+

(
2k̃

ω

)2
 ,

Ṽ ss
p = Ṽ 0

p + (Ṽ ss
x − Ṽ 0

x ) + r(C̃ss − C̃0).

Since we are expanding to first-order in γ/k̃ and second

order in r, we should drop terms proportional to (γ/k̃)r2

as they contribute no more than the other third-order
terms that have already been dropped. We have kept
these in the above equations merely to show how the
second-order terms in r affect the solution.

Calculating the steady-state variances of the means is
straightforward because the equations of motion are lin-
ear, although the resulting expressions are rather cum-
bersome. We find that these variances will only be small,
and thus the oscillator close to the ground state, when
Γ � k̃. This makes sense because the noise from the
measurement that causes the means to fluctuate is pro-
portional to k̃, and it is the job of the feedback damping
at rate Γ to counteract it. We therefore expand the solu-
tions for the variances of the means in the small parame-
ter k̃/Γ. If we want to allow Γ to be smaller than ω then

we can assume that k̃/Γ ∼
√
ε. We keep only first-order

terms in k̃/Γ but we do not drop any terms in Γ/ω, so
Γ is not restricted to being small compared to ω. The

resulting expressions for the variances of the means are

Ṽ
ss

x̄ =
4k̃

Γ

[(
1 +

Γ2

ω2

)
(Ṽ ss
x )2 + (C̃ss)2 + 2

(
Γ

ω

)
C̃ssṼ ss

x

]
,

Ṽ
ss

p̄ =
4k̃

Γ

[
(Ṽ ss
x )2 + (C̃ss)2

]
,

C̃
ss

= −4k̃

ω
(Ṽ ss
x )2.

We can see from these expressions that we cannot achieve
good cooling if we make Γ too large. This is because
our feedback force damps only the momentum, and so to
confine the position as well as the momentum we need
the oscillation of the oscillator to transform position into
momentum (and vice versa) on a timescale at least as
fast as the damping rate Γ.

Now we have the steady-state solutions for the con-
ditional variances and the variances of the means, we
can combine them to obtain the total variances as per
Eq.(37). Since 〈x̃〉 = 〈p̃〉 = 0, Eq.(21) tells us that

〈b†b〉 = Ṽx/4 + Ṽp/4 − 1/2, which we can use to ob-
tain the mean steady-state phonon number. To second
order in ε the result is

n̄ = nT

(
γ

8k̃
− γ

2ω

)
+

4k̃2

ω2

+
2k̃

Γ

(
1 +

Γ2

2ω2

)(
1 + nT

γ

4k̃

)
. (43)

The answer depends both on Γ and k̃. It would be nice
to find the optimal value of Γ and thus eliminate Γ from
the expression. However this optimal value is Γ =

√
2ω,

which is unrealistic for practical purposes, and would also
imply that the feedback can significantly change the fre-
quency ω. In this case we would also be able to increase
ω to reduce n̄ further.

So instead of minimizing with respect to Γ, we assume
k̃ � Γ � ω, and thus k̃/Γ ∼ Γ/ω ∼

√
ε. Keeping only

terms up to first-order in ε we then have

n̄ =
nT
8

(
γ

k̃

)
+ 2

(
k̃

Γ

)
. (44)

Finally, we minimize this expression with respect to the
measurement strength to determine the best possible
cooling. The optimal measurement strength is

k̃opt =
1

4

√
nT γΓ, (45)

and the best cooling is

n̄ =

(√
2 +

1

2

)√
nT

(γ
Γ

)
. (46)

The cooling factor is

R ≡ nT
n̄

=
1(√

2 + 1
2

)√nT (Γ

γ

)
. (47)
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V. COMPARING MEASUREMENT-BASED
AND COHERENT FEEDBACK COOLING

We begin by examining the expressions for n̄ for side-
band cooling and measurement-based feedback for a fixed
output coupling rate k̃, given respectively by Eqs.(29)
and (43). In writing these equations now, we keep only
the terms that make the most important contribution to
limiting the cooling. We have

n̄ ≈ nT
(
γ

8k̃

)
+

(8k̃)2

16ω2
+

2k̃

Γ
(meas. feedback)

(48)

n̄ ≈ nT
(
γ

8k̃
+
γ

κ

)
+
κ2 + 2(8k̃)κ

16ω2
(sideband cooling)

(49)

The origins of the various terms in these expressions can
be clearly identified. The terms proportional to γ give
the value of n̄ that results from the balance between the
rate at which energy is injected into the oscillator from
the bath at the rate nT γ, and the rate at which it is
extracted by the controller. We can read off the energy
extraction rates as

R = 8k̃ (meas. feedback) (50)

R =
(8k̃)κ

(8k̃) + κ
(sideband cooling) (51)

The rate for sideband cooling is the series combination
of two conductances, which makes intuitive sense. Curi-
ously the measurement has the advantage as far as the
extraction rate is concerned, but this is because this rate
takes into account only the desirable effect of the purifi-
cation induced by the measurement. This purification
comes at the expense of projection noise, to which we
will return below.

The second set of terms, those proportional to 1/ω2

are remarkably similar for the two controllers. The term
in the expression for measurement-based feedback comes
purely from the squeezing of the conditional momentum
variance. It is due to the fact that the reduction in the po-
sition variance due to the measurement of position causes
an increase in the momentum variance, which is precisely
the back-action noise of the measurement. This term is
not a fundamental restriction of measurement-base cool-
ing, it is present only because we are restricted to a linear
interaction with the resonator, and thus a measurement
that is linear in the coordinates x and p.

For sideband cooling the term proportional to 8k̃κ =
λ2 is due to the breakdown of the rotating-wave approx-
imation; when λ is small compared to the oscillator fre-
quency the xX interaction acts purely to transfer energy
between the two, but this is no longer true as λ is in-
creased relative to ω, in which case it generates excita-
tions in both systems. This limitation on the coherent
feedback cooling is not a fundamental one, but is due to
the linearity of the interaction. The term proportional

to κ2 is due to the fact that the damping of the auxil-
iary interferes with the energy transfer process. Quantum
mechanically this can be attributed to the quantum Zeno
effect, since the damping is a measurement process that
inhibits the unitary dynamics. Since the joint system is
linear, and is therefore equivalent to a noisy classical sys-
tem, there must also be a classical interpretation. One
possibility is that in changing the transfer function of the
auxiliary, the damping inhibits the energy transfer in a
way that is similar to taking the auxiliary off-resonance
with the oscillator. The only way to avoid this limitation
on the cooling appears to be to make the coherent con-
trol process time-dependent, rather than using an auxil-
iary with a constant Hamiltonian. We will return to this
topic below.

So far the terms in the expressions for both cooling
schemes parallel each other to a large extent. While they
may have somewhat different origins they have very sim-
ilar forms, and would lead to similar cooling behavior.
For example, the heating due to the back-action noise of
the measurement is similar to the heating due to the cor-
rection to the rotating-wave approximation that appears
in sideband cooling, and both are caused by the nature
of the interaction. The final term in the expression for
measurement-based cooling is quite different, as it has no
parallel in sideband cooling. It is the heating due to the
noise on the mean position and momentum that comes
from the random nature of the measurement results, and
is a necessary companion to the purification generated
by the measurement. This noise is sometimes referred to
as the projection noise of the measurement. This noise,
being proportional to k̃, is the projection noise of the po-
sition measurement when the oscillator is in its ground
state. It is the role of the feedback force to counteract
this noise, which is why the resulting heating is propor-
tional to k̃/Γ. This noise is not a fundamental limitation
on measurement-based cooling, but is due to the fact that
it is the position of the oscillator that is measured.

It is the heating due to the projection noise that
makes measurement-based feedback significantly inferior
to sideband cooling for cooling an oscillator via a linear
interaction. There are two reasons for this. The first is
that the heating terms in sideband cooling have ω on the
bottom line, whereas the heating due to the projection
noise is suppressed only by Γ. In practical situations,
and certainly in current experiments, Γ is considerably
smaller than ω. The second reason is that the heating
term coming from the projection noise is first-order in
k̃. The heating term in sideband cooling that is propor-
tional to k̃ also has a factor of κ/ω � 1. Since κ and

k̃ can be expected to be similar for optimal cooling, the
heating for sideband cooling is effectively second-order
in k̃/ω. Because of this, even if we set Γ ∼ ω, and thus
replace γ/Γ in Eq.(46) with Q, the maximal cooling for
measurement-based feedback scales as 1/

√
Q, while that

for sideband cooling scales as 1/Q2/3.

What would happen if we were able to apply a classical
feedback “force” to damp the position as well as the mo-
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mentum? In this case the term Γ2/(2ω2) would no-longer
appear in Eq.(43) and we would no-longer need Γ . ω. In
the limit in which Γ→∞ the projection noise would be
eliminated, and the performance of measurement-based
cooling would be

n̄ = 1.5

(
nT
Q

)2/3

(52)

which is obtained by keeping only the first two terms
in Eq.(48). This is slightly better than that for sideband
cooling, but requires quite different interactions and very
large feedback forces.

We have found that the factors that place limits on
both coherent and measurement-based feedback for cool-
ing an oscillator with a linear interaction are not funda-
mental restrictions imposed by quantum mechanics, but
are due to the linear nature of the interaction. Both
control methods could perform much better with a non-
linear interaction. Nevertheless, resolved-sideband cool-
ing is able to make better use of the linear interaction
and achieve much better cooling that measurement-based
feedback. We have found that it is not the back-action
noise of the measurement which leads to this difference
in performance, but the projection noise of the measure-
ment.

Finally, there is another important difference between
coherent feedback and measurement-based feedback in
this linear cooling scenario. The performance of the co-
herent scheme can be greatly improved even without a
nonlinear coupling, merely by making the interaction rate
λ time-dependent [21, 23]. This eliminates the need for
the rotating-wave approximation, with the result that the
energy in the oscillator can be swapped into the auxil-
iary within a single period of the oscillator. The maximal
cooling is then

n̄ ∼ nT
Q
. (53)

Measurement-based feedback cannot be improved in this
way, and instead requires a non-linear interaction.
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Appendix A: Describing measurement-based
feedback using the input-output formalism

To analyze measurement-based feedback in Section IV
we used the stochastic master equation, while we used
the quantum noise formalism of input-output theory to
analyze coherent feedback. In the standard formalism
of quantum mechanics used by physicists, the approach
used to derive the former is very different from the anal-
ysis that leads to the latter. Since the derivation of the
quantum Langevin equations by Collett and Gardiner
(CG) involves approximations, it is not at all clear that
they describe the same physical process as the stochastic
master equation. Nevertheless, one can show explicitly
that the auto-correlation functions of the output fields of
the former agree exactly with those of the measurement
records of the latter, and this is enough to show equiv-
alence for most applications. But doing so is not simple
(see for example [30, pp. 470-474]).

There is another way to formulate measurement theory
in quantum mechanics, which uses measure theory in the
way that it is used in probability theory. The resulting
structure is called quantum probability [38]. This formu-
lation of measurement theory can be used to construct
both the quantum noise formalism and continuous mea-
surement theory, and in this case it is clear by construc-
tion that the two descriptions refer to the same process.
This quantum probability formulation of input-output
theory was first developed by Hudson and Parthasarathy
(HP) [39, 40], and exploited for continuous measurement
by Belavkin [41, 42].

Because the HP formalism contains an explicit map-
ping between the quantum noise operators and the clas-
sical measurement record — the latter being a classical
stochastic process — it allows us to write a measurement-
based feedback process using quantum Langevin equa-
tions, something that is not possible in the input-output
formalism as derived by CG using the standard formu-
lation of quantum mechanics [32]. To do this for the
measurement-based feedback cooling scheme described
in Section II we first write down the quantum Langevin
equations for the oscillator, which are given by Eq.(14).
The output field that our controller measures is

xout
1 = cout

1 + cout†
1 = −xin

1 +
√
kx. (A1)

The HP formalism now goes beyond the CG formalism by
telling us that the white noise quantum field xout

1 can be
interpreted immediately, without any further machinery,
as a classical white noise process. That is, we can fully
describe the stream of measurement results from a homo-
dyne detection performed on the field xout

1 by xout
1 itself.

The reason for this is that, in the quantum probability
framework, xout

1 is a classical noise process; its quantum
nature is captured by the fact that it does not commute
with other noise processed that are also contained in the
full probability space of events.

The quantum nature of the output field xout
1 is impor-

tant: it means that we cannot treat both xout
1 and pout

1
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as classical noise sources. This is because when we mea-
sure the output field we cannot choose to measure both
in the x-basis and p-basis at the same time. We could
chose a measurement that gave us partial information
about both x and p, but it would produce a stream of
measurement results that was neither equal to xout

1 or
pout

1 . Practically what this means is that we are free to
send both xout

1 and pout
1 into a quantum system in or-

der to process them, but we can only send one of them
through a classical processing device. The dynamics of
all quantum systems will preserve the correct relationship
between non-commuting operators, but classical process-
ing will in general not do so because it is less restricted.

Interpreting xout
1 now as the classical measurement

record, we can obtain our estimates 〈x〉c and 〈p〉c from
xout

1 in the usual way by using Eqs.(34) and setting

dW = dxout
1 −

√
8ηk〈x〉cdt. (A2)

To complete the feedback loop we include the feedback
force −Γ〈p〉c in the quantum Langevin equations for the
mechanical oscillator, which are then

d

dt

(
x̃
p̃

)
=

(
−γ2 ω
−ω −γ2

)(
x̃
p̃

)
−
(

0
Γ〈p〉c

)
+ vin. (A3)

While it may seem odd that the c-number 〈p〉c now ap-
pears in a differential equation for operators, as usual
any c-number merely acts as a multiple of the identity
operator.

The measurement-based feedback process is now de-
scribed by the coupled equations (34), (35a) – (35c), and
(A3). These equations can be compared more easily to
the Langevin equations describing the coherent feedback
protocol than can the SME. We can further eliminate the
output field from Eqs.(34) and (A3) by using Eq.(A1).
The result is a set of Langevin equations driven by the
input noise operators. As with the Langevin equations
for sideband cooling, we can use these to calculate power
spectra and correlation functions, thus providing an al-
ternative method for analyzing measurement-based feed-
back protocols. Examples of the use of the HP input-
output theory to describe measurement feedback can be
found in [43].

Appendix B: Calculating the exact steady-state for sideband cooling

Steady-states for linear open quantum systems can be obtained by solving the Langevin equations in the frequency
domain, and then integrating the spectrum over all frequencies. This integration can be done with an integral formula
that can be found in Gradshteyn and Ryzhik, and which we give below. To begin we recall that the Langevin equations
for the coupled oscillators, when the interaction is modulated at the frequency Ω− ω, is given by

ẋ = Mx + ξ(t) with x =

x̃p̃X
P

, ξ =


√

2Γxin
T√

2Γ pin
T√

2KXin√
2K Pin

, M=

−Γ ω 0 0
−ω −Γ −λ 0
0 0 −K ω
−λ 0 −ω −K

,
and for compactness we have defined Γ = γ/2 and K = κ/2.

To solve the equations of motion for x in the frequency domain we take the Fourier transform of both sides of the
equation. Denoting the frequency space variables with a caret, e.g.,

x̂(ν) =
1√
2π

∫ ∞
−∞

x(t)e−ivtdt, (B1)

the equations of motion become −iνx̂ = M x̂ + ξ̂(ν). Rearranging gives

x̂ = −(M + iνI)−1ξ̂(ν) ≡ A(ν)ξ̂(ν). (B2)

The dynamical variables are therefore given by a linear combination of the noise sources, where the coefficients are
functions of ν and therefore filter the noise. Inverting the matrix M + iνI, for which an algebraic software package is
invaluable, we obtain the matrix

A(ν) =
1

D(ν)

 f(Γ)g(K) ωg(K) ωλf(K) ω2λ
−ωg(K)− λ2ω f(Γ)g(K) λf(Γ)f(K) ωλf(Γ)

ωλf(Γ) ω2λ f(K)g(Γ) ωg(Γ)
λf(Γ)f(K) ωλf(K) −ωg(Γ)− λ2ω f(K)g(Γ)

, (B3)

with

f(α) = α− iν, g(α) = (iω + iν − α)(iω − iν + α), (B4)
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and

D(ν) =
[
f(K)2 + ω2

] [
f(Γ)2 + ω2

]
− λ2ω2. (B5)

Two important properties of the matrix A are i) that each element is a ratio of polynomials, and ii) that the imaginary
unit i and the frequency ν always appear together in Eq.(B2). This second property means that taking the complex
conjugate of any element of A is the same as replacing ν with −ν.

The steady-state variance of a dynamical variable is given by integrating the spectrum for that variable over all ν.
The spectrum for x̃ (for example) is given by

Sx(ν) = F (ν,−ν) where 〈ˆ̃x(ν)ˆ̃x(ν′)〉 = F (ν, ν′)δ(ν + ν′). (B6)

We can obtain the correlation functions for the dynamical variables x̂(ν) directly from those of the noise sources:

〈x̂(ν)x̂(ν′)〉 = A(ν)〈ξ̂(ν)ξ̂(ν′)T〉A(ν′)T = A(ν)GA(ν′)Tδ(ν + ν′), (B7)

where G is the correlation matrix for the noise sources, and is given by

G = 2

Γ(2nT + 1) 0 0 0
0 Γ(2nT + 1) 0 0
0 0 K 0
0 0 0 K

. (B8)

The spectrum for x̃ is

Sx(ν) =
2Γ (2nT + 1) |g(K)|2

(
|f(Γ)|2 + ω2

)
+ 2K(λω)2

(
|f(K)|2 + ω2

)
D(ν)D(−ν)

(B9)

and that for p̃ is

Sp(ν) =
Γ (2nT + 1)

{
|g(K)|2

(
|f(Γ)|2 + ω2

)
+ 2λ2ω2Re[g(K)] + (λ2ω)2

}
D(ν)D(−ν)

+
K(λω)2|f(Γ)|2

(
|f(K)|2 + ω2

)
D(ν)D(−ν)

(B10)

The expressions for the spectra contain 8th -order polynomials in the denominator. If these polynomials had no
special structure, they would likely be impossible to integrate analytically. The fact that this is possible is due to the
following remarkable integral formula, which is a slightly simplified version of a formula in Gradshteyn and Ryzhik [44]:

In ≡
∫ ∞
−∞

yn(ν)

zn(ν)zn(−ν)
dν =

π

a0

∣∣∣∣Mn

Ln

∣∣∣∣ , (B11)

where z(ν) must satisfy z(−ν) = z∗(ν),

y(ν) = b0ν
2n−2 + b1ν

2n−4 + · · ·+ bn−1, (B12)

z(ν) = a0ν
n + a1ν

n−1 + · · ·+ an, (B13)

and

Mn =

∣∣∣∣∣∣∣∣∣∣

b0 b1 b2 . . . bn−1

a0 a2 a4 . . . 0
0 a1 a3 . . . 0
...

...
...

...
...

0 0 0 . . . an

∣∣∣∣∣∣∣∣∣∣
, Ln =

∣∣∣∣∣∣∣∣∣∣

a1 a3 a5 . . . 0
a0 a2 a4 . . . 0
0 a1 a3 . . . 0
...

...
...

...
...

0 0 0 . . . an

∣∣∣∣∣∣∣∣∣∣
. (B14)

Note that Ln and Mn are determinants of matrices that differ only by their first row.

Here we need the case n = 4, for which the integral is

I4 = π

∣∣∣∣ (b0/a0)(a2a3 − a1a4)− b1a3 + b2a1 + (b3/a4)(a0a3 − a1a2)

a0a2
3 + a2

1a4 − a1a2a3

∣∣∣∣ . (B15)
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Using the above integral formula, and the fact that the steady-state mean squares of x̃ and p̃ are

〈x̃2〉ss =
1

2π

∫ ∞
−∞

Sx(ν)dν, 〈p̃2〉ss =
1

2π

∫ ∞
−∞

Sp(ν)dν, (B16)

we obtain

〈x̃2〉ss =
(2nT + 1)A1 +A2

F
+

(2nT + 1)B1 +B2

CF
, (B17)

〈p̃2〉ss =
(2nT + 1)G1 +G2

F
+

(2nT + 1)J1 + J2

CF
. (B18)

Here we have defined

A1 = rΓ
(
b2 + a(b− 4ω2) + λ2ω2

)
+ 4Γ

(
2r2 + b

)
(aK + bΓ) (B19)

A2 = rKλ2ω2 (B20)

B1 = rΓab2(r2 + ΓK + λ2ω2) (B21)

B2 = rΓbλ2ω2(r2 + ΓK + λ2ω2) (B22)

G1 = rΓ
(
b2 + a(2c− b)(r + 2K + a/r)(aK + bΓ) + 3ω2λ2

)
(B23)

G2 = λ2K
(
aK + bΓ + r(a+ c+ ω2)

)
(B24)

J1 = rΓ(r2 + ΓK + ω2)(λ4ω2 + ab2 − 2bλ2ω2) (B25)

J2 = rbλ2Γ2K(r2 + ΓK + ω2) (B26)

F = 2r2[ΓK(r2 + 4ω2)− λ2ω2] (B27)

C = ab− λ2ω2, (B28)

with

a = Γ2 + ω2, b = K2 + ω2, c = K2 − ω2, r = Γ +K. (B29)
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