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We study the ionization of Rydberg atoms in a single-cycle-pulse electric field based on both classical and quantum calculations. The ionization-probability curve exhibits a “ripple” structure as a function of the pulse duration and the field amplitude. These “ripple” structures are found to be dependent on the angular distribution of the initial state. A large electron-emission asymmetry is observed, and the ionized electron is almost completely emitted to one side of the atom except when the pulse length is roughly one Rydberg period. In both the long-pulse and the short-pulse regimes, larger electron energy can be expected from the ionization of lower-lying Rydberg states, matching the observation in a recent experiment [S. Li and R. R. Jones, Phys. Rev. Lett. 112, 143006 (2014)]. This trend is closely related to the electron emission asymmetry associated with the field-direction change in a single-cycle pulse. The possible implications of the different energy transfer in a single-cycle pulse from that in a multi-cycle pulse are also discussed briefly for the strong field ionization of the ground atomic state.

PACS numbers: 32.60.+i, 32.80.Ee

I. INTRODUCTION

For the field ionization of Rydberg atoms in a static (or quasi-static) electric field, it has been well established that the required field amplitude \( F_{10\%} \) for 10% ionization probability (which defines the field-ionization threshold) is proportional to \( n^{-4} \), with \( n \) denoting the principal quantum number of the initial state. Recently, Li and Jones reported an experiment on the ionization of sodium Rydberg states in an intense single-cycle THz pulse[1], where the threshold field amplitude was found to deviate from this well-known scaling behavior, but follows a new relation: \( F_{10\%} \propto n^{-3} \). Inspired by this observation, we have theoretically investigated the field-ionization threshold for both hydrogen and sodium atoms in a single-cycle pulse[2], and an empirical expression was obtained for the threshold behavior varying from the low-frequency limit to the short-pulse limit. When the pulse duration \( t_w \) becomes much shorter than one Rydberg period, the required threshold field amplitude is found to scale as \( (n/t_w)^2 \). A simple model that incorporates the nonzero displacement induced by a single-cycle pulse explains this threshold behavior.

In this paper, more detailed investigations are presented for the ionization of Rydberg atoms in a single-cycle-pulse electric field, including both the ionization probability and the electron energy spectra. Specifically, as in Ref.[1, 2], a linearly polarized electric field is assumed to be along the \( z \) direction which is considered as the pulse polarization direction, and its first half-cycle field is positive (along \( z \) direction) with the second half-cycle field direction reversed. Oscillations are observed in the ionization-probability curves, which is a manifestation of the competition between the atomic Coulomb attraction and the spatial displacement induced by a single-cycle pulse. The effect induced by the spatial angular distribution of the initial state can be observed clearly in this kind of “ripple” structure, in contrast with the field-ionization threshold which was shown to be insensitive to different initial azimuthal quantum numbers[2].

A large asymmetry in the ionized-electron emission direction is observed after the single-cycle pulse, and its dependence on the pulse duration is investigated, as well as its connection with the associated energy spectra. The ionized electron always has a larger probability on the right side than that on the opposite side, where the right side is defined to be in the direction of the electric-field force acting on the electron by the second half-cycle field. Except when the pulse length is roughly one Rydberg period, the ionized electron is almost completely emitted to the right side. This is in contrast to the free electron motion dressed by a single-cycle pulse, where the free electron must be shifted to the left side after the pulse. In particular, the ionized-electron wave on the right side is responsible for the high energy part of the ionization spectrum, as well as the observed oscillatory structure in the spectrum.

The observation in Ref.[1] of larger electron energy obtained from the ionization of lower-lying Rydberg states is confirmed in our calculations for both hydrogen and sodium atoms. More importantly, the similar phenomenon can also be observed for the ionization of different bound states in the short pulse regime. A simple explanation has been given in Ref.[1] based on an analogue of the well-known “simple-man’s” model[3–5]. The different energy-spectra ranges were attributed to the different ionization time of the electron from different Rydberg states during the interaction with a single-cycle pulse. In the present work, we are interested in the relationship between the ionization energy spectra and the electron-emission asymmetry associated with the change of the electric-field direction in a single-cycle pulse.

Furthermore, the energy transfer from a single-cycle pulse to an electron has been observed in Ref.[1] to be

*Electronic address: robichf@purdue.edu
different from the standard prediction of “simple-man’s” model for a multi-cycle pulse[3–5]. For a multi-cycle pulse, the maximum energy transferred from the field to an electron is $2U_p$, which gives the cutoff of the ionization spectrum without back-scattering. $U_p$ denotes the electron ponderomotive energy in an oscillating field. However, for a single-cycle pulse, the energy transfer can be larger than $6U_p$ for an electron ionized near the zero-field crossing point. Since this observation may be important for strong-field studies of ionization dynamics, the related theoretical issues are also addressed at the end of this work by comparing the calculations for a single-cycle pulse with those for a 3-cycle pulse.

The remainder of this paper is organized as follows. After briefly describing the theoretical model and the numerical methods in Sec.II, we investigate in Sec.III the nonlinear dependence of atomic ionization probability on the single-cycle pulse parameters. The electron-emission asymmetry is presented in Sec.IV, together with its manifestations in the ionization spectra. The possible implications of the different energy transfer in a single-cycle pulse from that in a multi-cycle pulse are discussed in Sec.V for the strong field ionization of the ground atomic state. A brief conclusion is given in Sec.VI. Atomic units are used throughout this work unless specified otherwise.

II. THEORETICAL MODEL AND NUMERICAL METHODS

The applied single-cycle pulse electric field $F(t)$ is assumed to be linearly polarized along the $z$-direction. The corresponding Hamiltonian governing the electron motion can be written as

$$H = \frac{p_z^2}{2} + V(r) + F(t) \cdot z$$

(1)

where $r$ is the radial coordinate of the electron relative to the nucleus, and $p$ represents the electron momentum. The atomic potential is represented by $V(r)$. For hydrogen, $V(r) = -1/r$. A model potential as that in Ref.[2] is used for sodium atom. The single-cycle pulse used in the present work has the following form,

$$F(t) = -C_0 F_m \left( \frac{t}{t_w} \right) e^{-\left[ \left( \frac{t}{t_w} \right)^2 + \frac{1}{3} \left( \frac{t}{t_w} \right)^4 \right]}.$$ \hspace{1cm} (2)

where $C_0 = \sqrt{5 \pi^3 + 5}/5 \exp[\sqrt{5 \pi^3 - 4}/4]$ is a constant and is used to make the field-peak amplitude to be the value of $F_m$. This electric field gives a force on the electron that is in the negative $z$-direction for $t < 0$ and is in the positive $z$-direction for $t > 0$. We will use the short hand “right side” to indicate positive $z$ and “left side” for negative $z$.

The difference between the pulse profile in Eq.(2) and the amplitude-symmetric pulse we used in Ref.[2] is an added fourth-power term $-(1/10) \cdot (t/t_w)^4$ on the exponential factor, which only brings a change in the exponential tail of the field profile. The reason we choose the pulse form in Eq.(2) is that it can make the numerical computation more efficient while still satisfying the zero-net-force condition for a real single-cycle pulse. As a comparison, by using the pulse profile in Ref.[2], the effective time interval should be $[-6t_w, 6t_w]$ for a practical numerical calculation. However, for the slightly modified profile in Eq.(2), the numerical simulation can be safely done in a shorter time interval $[-4t_w, 4t_w]$, beyond which the pulse field strength is negligibly small.

For numerically solving the time-dependent Schrödinger (TDS) equation, we consider the Hamiltonian in Eq.(1) as two parts: $H_1 = (p^2)/2 + V(r)$ only containing the atomic part, and $H_2 = F(t) \cdot z$ representing the interaction term with an external single-cycle pulse field. This separation scheme enables us to propagate the wave function on the radial dimension and the angular dimension independently by applying a split operator method[6, 7]. The initial Rydberg state at $t = -4t_w$ is an eigenstate of $H_1$ with definite quantum number $(n, l, m)$, which can be obtained by diagonalizing the $H_1$ matrix in a finite range $r < r_{max}$ with a sufficiently large value of $r_{max}$. Only the Rydberg states with $m = 0$ are considered in the present work. During the interaction with a linearly-polarized single-cycle pulse, the instantaneous electron wave function can be represented as

$$\psi(r,t) = \sum_{l=0}^{l_{max}} R_l(r,t) Y_{l0}(\theta, \phi)$$ \hspace{1cm} (3)

on a 2D space spanned by the discrete radial points and an angular momentum basis, where $r = (r, \theta, \phi)$ denoting the electron coordinate relative to the nucleus, and $R_l(r,t)$ represents the radial part of electron wave function propagating on the radial dimension. The states with different $l$ numbers in Eq.(3) are coupled by the applied single-cycle pulse through the interaction term $H_2$. For the propagation on the radial dimension, a Numerov approximation is adopted with a square-root mesh[7].

The final wave function $\psi_f$ is recorded at $t = 4t_w$ when the single-cycle pulse is approximately zero. The surviving probability $P_b$ for an electron still bound by the atomic Coulomb potential can be calculated by projecting $\psi_f$ onto all the bound states which can be obtained by diagonalizing the atomic Hamiltonian $H_1$ in a large radial box $[0, r_{max}]$. Therefore, the total ionization probability $P$ is $(1 - P_b)$. For the longer pulses presented in Sec.III, a mask function as that in Ref.[6] is used in the radial range $[(2/3)r_{max}, r_{max}]$ to absorb the ionized part approaching the numerical boundary.

The wave function $\psi_{ei}(\varepsilon, r)$ for the ionized electron with positive energy $\varepsilon$ can be obtained by projecting $\psi_f$ onto all the continuum eigenstates $\varphi_{el0}$ of the atomic Hamiltonian $H_1$. Let $A_{el}$ denote the projection $\langle \varphi_{el0} | \psi_f \rangle$, then, the ionized-electron wave function $\psi_{ei}(\varepsilon, r)$ has the following form,

$$\psi_{ei}(\varepsilon, r) = \sum_{l=0}^{l_{max}} A_{el} \varphi_{el0},$$ \hspace{1cm} (4)
where each continuum state $\varphi_{\varepsilon l}$ is energy normalized and is calculated by directly integrating the stationary Schrödinger equation with specific values of $\varepsilon$ and $l$. The ionization spectra can be obtained from the ionized-electron wave function in Eq.(4). The total energy spectrum is given by

$$\frac{dP}{dE} = \sum_{l=0}^{l_{\text{max}}} |A_{\varepsilon l}|^2. \quad (5)$$

The left-side (right-side) energy spectrum is obtained from the outgoing-wave part of $\psi_c$ at a large distance from the nucleus, by integrating the angular distribution over a half sphere with $z < 0$ ($z > 0$). For all the presented results in the following sections, the convergence is always checked with respect to the radial box $r_{\text{max}}$, the angular-momentum boundary $l_{\text{max}}$, the number of spatial points, the time step, and also the mask function if it is used.

In the three-dimensional classical trajectory Monte Carlo (3D CTMC) simulations, the classical Hamiltonian equations are propagated using a fourth-order Runge-Kutta algorithm with adaptive time steps[8]. All the trajectories are started from the outermost radial turning points which constitute an initial 3D sphere. The electron position on this initial sphere is selected according to the angular distribution of the initial quantum state, and its velocity direction is randomly selected on the tangent plane of the initial 3D sphere. The classical angular momentum is set to be $l+0.5$. In order to mimic the electron radial distribution of the initial quantum state, for each trajectory propagation, we turn on the single-cycle pulse electric field in Eq.(2) after a random time interval $\tau$ between zero and one Rydberg period $T_{\text{Ryd}} = 2\pi n^3$. We denote the field-turn-on time as $t_w = -\frac{4}{3} t_w$, i.e. the actual start time of each trajectory is $-4t_w - \tau$. The final energy $E$ of each trajectory is recorded at $t = 4t_w$ when the single-cycle pulse is turned off.

The total ionization probability is obtained from the ratio of the number of trajectories with $E \geq 0$ to the total number of initially launched trajectories. The energy distribution $dP/dE = \Delta N/(N \cdot \Delta E)$, where $\Delta N$ denotes the number of trajectories with final energy falling in each discrete interval $[E_i - \Delta E/2, E_i + \Delta E/2]$. $\Delta E$ denotes the step size of the numerical energy points $E_i$, and $N$ is
the total number of trajectories in the simulations. After a sufficiently long propagation time, we track the velocity direction to determine the electron-emission asymmetry. A detailed discussion can be found in Ref.[9] about the possible small errors caused by different bins of initial trajectories. The accuracy of our present calculations is warranted by the comparison between classical and quantum results for both the ionization probability and the energy distribution.

### III. “RIPPLE” STRUCTURE OF THE IONIZATION PROBABILITY CURVE

For the ionization of atoms by different multi-cycle electric fields, various kinds of “ripple” structures (steps, bumps or oscillations) have been observed before in the ionization-probability curves as a function of the applied field parameters. They are caused by different competing dynamical processes during the variation of the field parameters, including the non-sequential double ionization[10], different ionization thresholds[11, 12], interplay between resonant and non-resonant multiphoton ionization processes[13], transition between the perturbative and the tunneling regimes[14, 15], the phase-space metamorphoses and nonlinear resonances[16, 17].

For the present single-cycle pulse, there is a transition from the displacement ionization to the adiabatic above-the-barrier ionization when the pulse duration is increased from the short-pulse limit to the low-frequency limit[2]. Therefore, the possible “ripple” structure may also be expected in the ionization-probability curve for the Rydberg-state ionization by a single-cycle pulse. The electron motion governed by the atomic Coulomb force will compete with the electron displacement caused by a single-cycle pulse in the middle regime where the electron can complete one or several orbits around the nucleus during the ionization process. Especially, since the action on the electron exerted by the single-cycle pulse is only in the z-direction, the detailed dynamics of this competition is expected to be very different for the Rydberg orbits located at different angles relative to the pulse polarization direction.

The expected structures for the ionization-probability curves are shown in Fig.1 by a comparison between calculations from the CTMC simulation and solving the TDS equation for hydrogen atoms. In Fig.1(a)-(c), $t_w = 0.5\,\text{ps}$, approximately one Rydberg period for $n = 15$ ($T_{\text{Ryd}} = \ldots$)

![FIG. 2: (Color online) Landscape for the dependence of the ionization probability on the field parameters obtained from CTMC simulations. (a)-(c) present calculations for the hydrogen 15s, 15p and 15d states, respectively. (d) and (e) display results for the hydrogen 15p and 15d states, respectively, but using the same angular distribution as that for an s state. The values of ionization probabilities are indicated by a color bar on the left bottom. The green solid curve in each figure indicates the field-ionization threshold given by Eq.(6) in Ref.[2].](image-url)
0.513\,\mu s). For the ionization-probability curve as a function of the applied field amplitude, a step structure can be observed clearly for 15s and 15p states, but is hardly observed for 15d state. Besides this step structure, multiple oscillations are observed in the ionization-probability curve as a function of the single-cycle pulse duration; Fig.1(d)-(f) is an example with $F_m = 20\,\text{kV/cm}$. Again, the oscillations for a $d$-state are much weaker than those for an $s$-state or a $p$-state. To get a whole vision about the dependence of ionization probability on both $t_w$ and $F_m$, the variation of ionization probability is shown in Fig.2 for the 2D parameter space spanned by $t_w/T_{\text{Ryd}}$ and $F_m$. Fig.2(a)-(c) displays the CTMC-simulation results for the hydrogen 15s, 15p and 15d states, respectively, where the “ripple” structures can be observed clearly, corresponding to the step structures in Fig.1(a)-(c) and the oscillations in Fig.1(d)-(f).

In contrast with the threshold behavior given by the green solid lines in Fig.2 from Eq.(6) in Ref.[2], the detailed “ripple” structures of the ionization-probability curves are strongly dependent on the initial azimuthal quantum numbers. We attribute the differences among these “ripple” structures to the different angular distributions of Rydberg orbits associated with different $l$ numbers. To confirm this expectation, a slightly-modified CTMC simulation is made for the $p$ and $d$ states, where we use the same initial classical angular momentum $l+0.5$ as that in Fig.2(b) and (c), but turn off the different angular distributions: we use the same spherical-symmetric distribution as that for an $s$-state. The obtained structures are displayed in Fig.2(d)-(e) and are almost the same as that obtained for an $s$-state in Fig.2(a). This indicates that the different radial distributions with different $l$ numbers have a negligible effect for the ripple-structure differences.

To get a picture of how electron orbits with different angles react to the single-cycle pulse, four representative cases are studied in Fig.3 for the hydrogen 15s state. These calculations correspond to orbits with their outer turning points located, respectively, on the positive $z$-axis($\theta = 0^\circ$), on the positive $x$-axis($\theta = 90^\circ$), on the negative $z$-axis($\theta = 180^\circ$) and on the negative $x$-axis($\theta = 270^\circ$). The electron direction around the nucleus is selected to be anti-clockwise. The ionization probability is obtained from the same procedure as the CTMC simulation described in Sec. II. Fig.3 shows a strong dependence of the observed structure on the orbit’s angle $\theta$. The structures associated with the orbits of different angles in Fig.3 can be qualitatively identified in Fig.2 by looking at specific features near $t_w/T_{\text{Ryd}} = 0.5, 1.0, 1.5, 2.0$. These observations suggest that the angular distribution of the initial state plays an important role in the differences among those ripple structures in Fig.1 and Fig.2 for the hydrogen 15s, 15p and 15d states.

IV. ELECTRON-EMISSION ASYMMETRY AND ENERGY SPECTRA

Electron-emission asymmetry along the field polarization direction (left-right asymmetry) has been studied extensively as a typical feature of strong field ionization in a few-cycle pulse[18–20]. For the atomic ionization by a single-cycle pulse in the tunneling regime, the left-right asymmetry has been considered using simplified models based on Landau-Dykhne approximation[21] or Keldysh-like theory[22]. The pulse-phase dependence of the left-right asymmetry has also been discussed for ionization of the hydrogen ground state based on both quantum and classical calculations[23]. For the Rydberg-state ionization considered here, a large asymmetry in the electron-emission direction is also expected as a result of the single-cycle nature of the applied field even though the ionization dynamics is in the barrier-suppression regime. We are mainly interested in the variation of the electron-emission asymmetry with different pulse lengths and its connection with the ionization spectra.

By varying the pulse duration as in Fig.1(d)-(f), the ionization-probability curves for the ionized electron on the side of the field-polarization direction (right side) and that on the opposite side (left side) are displayed, respectively, by the dashed and the dot-dashed lines in Fig.4 using a single-cycle pulse in Eq.(2) with $F_m = 20\,\text{kV/cm}$.
To measure the degree of the left-right asymmetry, an asymmetry parameter $\alpha_A$ is defined as [19],

$$
\alpha_A = \frac{P_{right} - P_{left}}{P_{right} + P_{left}}
$$

with $P_{right}$ and $P_{left}$ denoting, respectively, the ionization probabilities for the ionized electron located on the right and the left sides. The electron-emission asymmetry is determined by tracking the final velocity direction of the ionized electron.

The asymmetry parameter $\alpha_A$ is always positive, irrespective of the pulse duration as shown by the bold solid curves (red online) in Fig.4. This right-side preferred emission is different from that for a free electron. A free electron will be shifted to the left during the interaction with a single-cycle pulse given by Eq.(2). However, for an electron initially bound in an atom, a part of the energy transferred from the field is needed to offset the atomic binding energy during the ionization process. Assuming the electron is ionized in the first half cycle, the momentum in the left-side direction accumulated from the rest of the first half cycle will be less than the momentum in the right-side direction transferred from the second half cycle. Thus, the electron will tend to be directed to the right side. If the electron is ionized in the second half cycle, it will be directly ejected to the right side.

The simplified explanation in the previous paragraph ignored the Coulomb force after the time of ionization. The electron may also be scattered to the left side by interacting with the atomic Coulomb field. Since the pulse duration roughly determines how many times the scattering event can occur near the nucleus, the probability for the left-side electron emission as well as the asymmetry parameter $\alpha_A$ is expected to be dependent on the pulse duration. The curves of $\alpha_A$ have a dip when the pulse duration is roughly one Rydberg period, as shown in Fig.4. Except for $t_w \sim T_{Ryd}$, $\alpha_A$ approaches +1, meaning the electron is almost completely emitted to the right side.

The details of the left-right asymmetry, like the depth of the dip in Fig.4, are also dependent on the angular distribution of the initial state.

In Fig.1(a)-(c), the ionization-probabilities for the electron emitted to the left and the right sides are also displayed, respectively, by the dot-dashed and the dashed lines, where the pulse duration $t_w = 0.5ps$ is approximately one Rydberg period ($T_{Ryd} = 0.513ps$ for $n = 15$), and the left-side electron signal can be clearly observed (see Fig.4). Besides the large electron-emission asymmetry, it can also be observed that the “ripple” structures of the total ionization-probability curves in Fig.1 are mainly contributed by the ionized electron on the right side. The left-right asymmetry for other situations with different field strengths are also investigated. Two representative cases are shown in Fig.5. Except for a shift of the dip-shape structure and its details, features similar to those in Fig.4 are observed, though the electric field strengths are much stronger than that used in Fig.4.

Following the above observations, it is interesting to explore the contributions of each-side emission in the final

![FIG. 4](image1.png)

**FIG. 4:** (Color online) Dependence of the electron-emission asymmetry on the single-cycle pulse duration. (a), (b) and (c) correspond to the hydrogen 15s, 15p and 15d states, respectively. The thin solid line (black online) shows the total ionization probability. The dashed and the dot-dashed lines present the ionization probabilities for the electron emitted to the right side and that to the left side, respectively. The asymmetry parameter $\alpha_A$ is given by the bold solid curve (red online).
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**FIG. 5:** (Color online) Electron emission asymmetry for the hydrogen 15d state ionized by a stronger pulse field than that in Fig.4. The field amplitude used in the CTMC simulation is indicated in each figure. The arrangement of different curves is the same as that in Fig.4.
energy spectra. Two typical cases are shown in Fig.6 for ionization of the hydrogen 15s state. First, it is demonstrated that structures observed in the energy spectra can be caused by both classical dynamics and quantum interferences. In the top panel of Fig.6 with $t_w = 0.5\,\text{ps}$ (approximately one Rydberg period), quantum calculations almost coincide with CTMC simulations. Any effect from quantum interferences is hardly observed. This suggests that the observed structure in Fig.6(a)-(c) is mainly caused by classical dynamics. In contrast, in the bottom panel of Fig.6 with $t_w = 0.1\,\text{ps}$ ($t_w/T_{\text{Ryd}} \approx 0.2$), quantum oscillations can be observed clearly, while the background from classical dynamics appears smooth. Second, by recording the energy spectrum on each side (left and right), the results in Fig.6 also indicate that both the classical and the quantum oscillations are dominantly contributed by the right-side emitted electron wave.

The other feature shown in Fig.6 is that the energy-spectra range on the left side is much smaller than that on the right side. This large asymmetry of energy ranges is a direct result induced by the second half cycle. Because its electric-field force acting on the electron is in the right-side direction, the second half cycle can accelerate the ionized electron to the right side and largely prevent the ionized electron from moving toward the left side. Furthermore, since a single-cycle pulse with $t_w = 0.5\,\text{ps}$ has a longer time during the second half cycle to accelerate the ionized electron in the right-side direction than a single-cycle pulse with $t_w = 0.1\,\text{ps}$ has, the maximum energy value in Fig.6(a) turns out to be much larger than that in Fig.6(d), which is shown more clearly in Fig.7.

The excellent agreement between quantum calculations and CTMC simulations in Fig.6 and Fig.7 further confirms the reliability of our CTMC-simulation scheme used in the present work.

It might be complicated to compare the energy-spectra ranges from the ionization of different Rydberg states, instead of the same initial state considered in Fig.6 and Fig.7. However, if most of electron trajectories (in the framework of the CTMC simulation) have been already ionized at the end of the first half cycle, the situation should be predictable based on the following qualitative picture. During the first half cycle, the ionized electron is directed to the left side and gains momentum from the field. The momentum obtained by the ionized electron from a lower-lying state is smaller as a result of the larger atomic binding energy. During the second half cycle where the electric-field direction is reversed, the ionized electron will be stopped and then accelerated to the right side. The final momentum in the right-side direction is expected to be larger at the end of the second half cycle, if the ionized-electron momentum in the left-side direction is smaller at the end of the first half cycle. Therefore, the ionized electron from a lower-lying state can finally get a larger momentum in the right-side direc-
Accordingly, the final kinetic energy of the ionized electron from a lower-lying state is expected to be larger, which is also the argument in Ref.[1], and corresponds directly to the experimental observation therein. Using a single-cycle pulse in Eq.(2) with \( F_m = 430 \text{kV/cm} \) and \( t_w = 0.5 \text{ps} \), the final energy spectra for the sodium 6d, 9d, 15d states are compared in Fig.8(a), which confirms the experimental observation in Ref.[1]. The ionization spectra just after the first half cycle are also compared in Fig.8(b), where the energy-spectra range from a low-lying state is smaller than that from a high-lying state.

The above dynamic picture can be demonstrated more clearly by looking at the evolution of the ionization spectrum from the end of the first half cycle to the end of the second half cycle. We take the sodium 9d state as an example, divide the ionization spectrum in Fig.8(b) into two parts separated at \( E = 25 \text{eV} \), and track the corresponding two groups of ionized trajectories until the end of the full single-cycle pulse. The final energy distributions of these two groups of ionized trajectories are displayed in Fig.8(c), where the full curve of the ionization spectrum is also reproduced from Fig.8(a) as a reference. Since the ionized trajectories with \( 0 \leq E < 25 \text{eV} \) in Fig.8(b) have smaller momenta in the left-side direction compared with those having \( E \geq 25 \text{eV} \) in Fig.8(b), their final momenta will be larger after reversed to the right-side direction by the second half-cycle electric field. Consequently, their energy distribution will go to a higher-energy range at the end of the full single-cycle pulse, as shown by the blue and thin solid curve in Fig.8(c).

The ionization spectra for the hydrogen 9d and 15d states are compared in Fig.9, where the phenomenon as that for sodium atoms in Fig.8 can also be observed. Note
that the electron cannot be ionized from the hydrogen 6d state by the single-cycle pulse with \( F_m = 430 \text{kV/cm} \). In particular, the similar phenomenon associated with the energy spectra can also occur in the short pulse regime. An example calculation is presented in Fig.10 for the hydrogen 6d, 9d and 15d states, where a single-cycle pulse with \( t_w = 2.5 \text{fs} \) and \( F_m = 0.0198 \text{ a.u.} \) is applied. The peak intensity is about \( 2.7 \times 10^{15} \text{W/cm}^2 \), corresponding to the scaled field strength \( F_m n^4 = 1000 \text{ a.u.} \) for \( n = 15 \). All the ionized trajectories at the end of the first half cycle are tracked in our simulations until the end of the full cycle, and also their contributions to the final energy spectra. The evolution of the ionized trajectories is qualitatively consistent with the above dynamic picture.

V. IMPLICATIONS FOR THE STRONG FIELD IONIZATION OF THE GROUND ATOMIC STATE

An important observation in Ref.[1] is that the momentum (or energy) transfer from a single-cycle pulse to an electron is not consistent with the usual results of a “simple-man’s” model for the strong field ionization of ground-state atoms in a multi-cycle pulse. The vector-potential behavior of a single-cycle pulse is different from that of a multi-cycle pulse (see Fig.11 for an example). However, according to the “simple-man’s” model[3–5], the vector potential plays a critical role in determining the details of ionization dynamics. Therefore, an obvious difference should be expected between the strong field ionization in a multi-cycle pulse and that in a true single-cycle pulse. As a limiting case of the few-cycle pulse, there have been discussions of the strong field ionization in a single cycle pulse, including both one-electron ionization[21–26] and double ionization[27–29]. However, the differences between the vector potential in a single-cycle pulse and that in a multi-cycle pulse have received little attention.

To address this issue directly, we first consider a specific single-cycle pulse in Fig.11 generated by the following vector potential from Ref.[2],

\[
A(t) = -\frac{F_m t_w}{\sqrt{2}} e^{-\left(\frac{t}{t_w}\right)^2 + \frac{1}{2}},
\]

where \( t_w = 30 \text{ a.u.} \) and \( F_m = 0.075 \text{ a.u.} \) corresponding to a peak intensity of \( 2 \times 10^{14} \text{W/cm}^2 \). The ionized-electron kinetic-energy spectrum is obtained in Fig.12(d) for the hydrogen ground state by solving the TDS equation. It can be observed that the energy range extends to a value over \( 6U_p \) with its profile having a peak at about \( 2U_p \), where the “ponderomotive” energy \( U_p = \frac{e^2}{4\pi \epsilon_0} \) with \( \omega = \frac{2\pi}{t_w} \). A similar profile with this peak structure appeared in a paper published by Lerner, LaGattuta and Cohen in 1994[27], and the related discussions about the interference oscillations as those in Fig. 12(d) can also be found in Ref.[26], but the connection with the special vector potential for a single-cycle pulse was not discussed.

To understand the structure of this spectra profile, the value of \( [A(t)]^2/2 \) is plotted in Fig.12(b). This corresponds to the energy transfer observed in the experiment[1], and gives the final kinetic energy of an electron tunneling out with zero velocity at time \( t \). The ionization probability is also recorded in Fig.12(c) as a function of time. Near the field-peak position, the ionization rate is largest, and the electron tunneling out around this time can get a final energy of about \( 2U_p \) (Fig.12(b)), which explains the observed peak around \( 2U_p \) in the spectra profile in Fig.12(d). This correspondence is indicated by the dotted lines in Fig.12(a)–(d). As those indicated by the dashed lines, the spectra range is determined by the maximum energy transfer near the zero-field crossing point where the ionization rate is small.

As a comparison, an approximate 3-cycle pulse is considered, and is generated by the following vector potential,

\[
A(t) = -\left(\frac{F_m}{\omega}\right) e^{-\frac{t^2}{3(t_w)^2}} \cos(\omega t),
\]

where \( F_m, t_w \) and \( \omega \) are the same as those for the single-cycle pulse in Eq.(7). The 3-cycle pulse, the energy transfer \( [A(t)]^2/2 \), the time-dependent ionization probability and the final energy spectra are shown, respectively, in Fig.12(e)–(h), where the correspondences between the peak (or the cutoff) of the energy-spectra profile and different variables in Fig.12(e)–(g) are also indicated by the dotted lines (or the dashed lines). As is well known, the spectra profile for this kind of multi-cycle pulse always decreases monotonically with a cutoff at about \( 2U_p \) as that shown in Fig.12(h). The back-rescattering of the
electron with the rest ion is not considered here, which can extend the energy range to a much larger value, but with a much lower order.

From the comparison in Fig.12, it can be found that, although the ionization dynamics for the approximate 3-cycle pulse is mainly confined in the central one cycle, as those observed before in the experiment[30], the energy transfer during the interaction and also the final energy spectrum are very different from those for a true single-cycle pulse, which is largely affected by the details of the vector potential. To be clear, the 3-cycle pulse in Eq.(8) and its corresponding values of $|A(t)|^2/2$ are compared in Fig.11 with those for the single-cycle pulse given by Eq.(7). It is obvious that the vector potentials are different between a multi-cycle pulse and a true single-cycle pulse, though the field profiles are almost the same in the central one cycle.

Although Eq.(7) and Eq.(8) are used, respectively, to express the vector potentials for a single-cycle pulse and a multi-cycle pulse, the differences presented in Fig.11 and Fig.12 are actually independent on the choice of specific expression for the vector potential. Eq.(8) can also give a single-cycle pulse like that we used above by setting the pulse duration short enough relative to the carrier-wave period ($2\pi/\omega$). However, in the single-cycle-pulse limit, as a result of the much shorter duration of the pulse envelope relative to the carrier-wave period, the field parameters of the expression in Eq.(8), especially the carrier-wave frequency $\omega$, lose their physical meanings as those they hold for a multi-cycle pulse.

The last point we would like to stress is that the above situation we considered is in the regime where the quasistatic approximation can be still applied. If the pulse duration $t_w$ in Eq.(7) becomes smaller gradually, the quasistatic approximation will break down. The corresponding peak structure as that in Fig.12(d) may disappear in the spectra profile, and the diabatic response of the electron to an applied short single-cycle pulse can be expected in the ionization dynamics.

**VI. CONCLUSION**

Inspired by a recent experiment on the field ionization of low-lying sodium Rydberg states in an intense single-cycle pulse[1], and also based on our previous study on the field-ionization threshold behavior in the short pulse limit[2], we presented detailed investigations on the ionization dynamics in a single-cycle pulse. A linearly-polarized pulse is considered with its first half-cycle field along a positive-$z$ direction and the second half-cycle field inverted. As a result of the competition between the Coulomb attraction from atomic nucleus and the spatial displacement induced by a single-cycle pulse, “ripple” structures can be observed in the ionization-probability curve as a function of the pulse duration and the field amplitude, which was shown to be dependent on the angular distribution of the initial state.

A large electron-emission asymmetry was observed after the single-cycle pulse. The ionized electron is preferably emitted to the positive-$z$ direction (right-side). The left-side emission can only be observed clearly when the pulse length is roughly one Rydberg period of the initial state. The right-side emitted electron contributes to both the classical and the quantum structures in the energy spectra, and is also responsible for the high energy part of the ionization spectra. As observed in the experiment[1], the ionized electron from a low-lying state can reach larger energy range than that from a high-lying state, even in the short pulse regime. Although the calculations presented in this work are mainly for Rydberg atoms, the observed phenomena are also expected for strong field ionization of much lower bound states in the barrier-suppression ionization regime.

The manifestations of the different vector-potential behaviors between a single-cycle pulse and a multi-cycle pulse were also discussed for the strong field ionization.
of the ground atomic state in the tunneling-ionization regime. Both the energy range and the general profile of the ionization spectrum in a single-cycle pulse are different from those in a multi-cycle pulse. We showed that the ionization dynamics in a multi-cycle pulse is quite different from that in a true single-cycle pulse, even if the ionization mainly occurs during the central one cycle of the multi-cycle pulse. The momentum transfer from the field to an electron is determined by the details of the vector potential. Since short-pulse techniques are rapidly developing[31, 32], the phenomena discussed above could be investigated by experiments in the near future.
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