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In quantum optimal control theory, kinematic bounds are the minimum and maximum values of the control
objective achievable for any physically realizable system dynamics. For a given initial state of the system, these
bounds depend on the nature and state of the controller. We consider a general situation where the controlled
quantum system is coupled to both an external classical field (referred to as a classical controller) and an aux-
iliary quantum system (referred to as a quantum controller). In this general situation, the kinematic bound is
between the classical kinematic bound (CKB), corresponding to the case when only the classical controller is
available, and the quantum kinematic bound (QKB), corresponding to the ultimate physical limit of the ob-
jective’s value. Specifically, when the control objective is the expectation value of a quantum observable (a
Hermitian operator on the system’s Hilbert space), the QKBs are the minimum and maximum eigenvalues of
this operator. We present, both qualitatively and quantitatively, the necessary and sufficient conditions for sur-
passing the CKB and reaching the QKB, through the use of a quantum controller. The general conditions are
illustrated by examples in which the system and controller are initially in thermal states. The obtained results
provide a basis for the design of quantum controllers capable of maximizing the control yield and reaching the

ultimate physical limit.

I. INTRODUCTION

The demand for and interest in quantum control continue
to increase with growing successes in manipulating the quan-
tum dynamics of atomic, molecular, optical, and solid-state
systems [1-4]. Traditionally, the control is implemented by
applying a classical electromagnetic field (referred to as a
classical controller), for example, a laser field applied to a
molecular system or a magnetic field applied to a spin en-
semble. Recent studies show that control capabilities can be
enhanced by coupling the system of interest (referred to as
the quantum plant) to an auxiliary quantum system (referred
to as a quantum controller). The use of a suitable quantum
controller makes it possible to achieve results beyond those
reachable solely by classical fields in applications involving
the manipulation of the system’s entropy, for example, quan-
tum heat engines [5—8], cooling of quantum systems [9-12],
and quantum error correction with ancillary qubits [13]. Such
processes can be realized by either direct coupling [14—17]
or indirect field-mediated interactions [18-26] between the
system and a quantum controller, creating coherent quantum
feedback loops [22, 27] that can mediate the exchange of en-
tropy. A related approach, known as autonomous feedback,

* rbwu@tsinghua.edu.cn

T cnbrif@sandia.gov

¥ Matthew.James @anu.edu.au
§ hrabitz@princeton.edu

employs engineered coupling of the controlled quantum sys-
tem to a dissipative reservoir [28].

Typical objectives optimized in quantum control applica-
tions are the transition probability between the initial and final
state and, more generally, the expectation value of an observ-
able (a Hermitian operator on the system’s Hilbert space) [3].
The value of such an objective achieved through a controlled
evolution is commonly referred to as the control yield. 1t is
convenient to envision the optimal control design as an ex-
cursion over the control landscape defined by the functional
dependence of the yield on the control variables. For a clas-
sical controller, the search for a globally optimal solution can
be very efficient, due to fact that the landscape is free from
local optima [29-31] upon satisfaction of reasonable physical
assumptions [32-36]. The vast empirical evidence supporting
this result is provided by a large body of successful optimal
control experiments [2, 37, 38] and extensive numerical simu-
lations [3, 39]. Control landscapes for systems with a quantum
controller were studied in [40—42], showing that the trap-free
property still holds upon satisfaction of similar assumptions
over the composite system (which consists of the plant and
the controller).

In addition to the topological landscape features such as the
presence or absence of local optima, a practically important
property is the values of the control objective at the land-
scape’s global maximum and minimum. These values are the
kinematic bounds on the control yield, which are dynamically
reachable provided that the system (or the composite system
in the case of a quantum controller) is controllable [2, 3, 43].
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Since most standard quantum optimal control problems can be
formulated as the maximization of the control yield, we are
mainly concerned with the upper kinematic bound, but any
result obtained for the upper bound can be easily reformu-
lated for the lower one as well. Kinematic bounds have been
studied for control of closed [44] and open [42, 45] quantum
systems. In the case of a closed quantum system coupled to
a classical controller, the maximum and minimum yield val-
ues are referred to as the classical kinematic bounds (CKBs).
Since any unitary dynamics cannot change the system’s en-
tropy, the CKB is limited and can be surpassed by the addition
of a quantum controller that absorbs entropy from the system.
For example, it was shown [42] that the kinematic bounds on
the fidelity of quantum operations can be improved when the
quantum controller is initially in a low-entropy state.

In this paper, we investigate the kinematic bounds on the
control yield given by the expectation value of a quantum
observable. Relevant applications include, for example, the
maximum work that can be exerted by a quantum heat en-
gine [46] and the maximum degree of purification of the sys-
tem’s state [ 17]. With the use of a suitable quantum controller,
the control yield can, in principle, reach the the ultimate phys-
ical limit, i.e., the maximum (or minimum) eigenvalue of the
target observable, which we refer to as the quantum kinematic
bound (QKB). Under general circumstances, when the system
is coupled to both a classical controller and a quantum con-
troller, the kinematic bound lies between the CKB and QKB.
We will present the necessary and sufficient condition for the
quantum controller to surpass the CKB, as well as that to at-
tain the QKB.

The paper is organized as follows. In Sec. II, the problem
of kinematic bounds on the control yield is formulated for a
quantum system coupled to a quantum controller, and topo-
logical properties of the associated control landscape are in-
vestigated. In Sec. III, the kinematic bounds are analyzed in
the framework of quantum control landscape theory [3, 29],
leading to the derivation of the necessary and sufficient con-
ditions for surpassing the CKB and reaching the QKB. Sec-
tion IV illustrates the general results by considering a situa-
tion in which the system and controller are initially in thermal
equilibrium states, including particular cases of two-level and
four-level systems coupled to a thermal spin bath. Finally,
conclusions are summarized in Sec. V.

II. PROBLEM STATEMENT AND LANDSCAPE’S
TOPOLOGICAL PROPERTIES

Generally, control is applied to the quantum plant by inter-
acting it with external agent systems. Depending on whether
the agent system is classical or quantum, one can design
a classical or quantum controller. As shown in Fig. 1(a),
a classical controller unidirectionally supervises the plant,
as usually the backaction from the plant can be ignored.
The quantum controller is coherently coupled to the plant,
which enables coherent feedback between them, and they
can be manipulated by a classical controller, as shown in
Fig. 1(b). Other types of quantum control protocols (e.g.,
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FIG. 1. Block-diagrams of quantum control systems: (a) a quantum
plant manipulated by a classical control; (b) a quantum plant manip-
ulated by a classical control and a quantum controller.

field-mediated coherent feedback [18-26] or measurement-
based feedback [47-50]) can be introduced as well, but they
will not be considered in this paper.

Let Ng and N, be, respectively, the dimensions of the quan-
tum plant and the quantum controller, which together form a
composite system of dimension N = N;N.. The unitary evo-
lution operator (propagator) U(f) € U(N) for the composite
system satisfies the Schrédinger equation:

hU(1) = [Hy() ® e + I, ® He(D) + Hin ()] U(D), (1)

where H(#) and H.(?) are the Hamiltonians of the system and
quantum controller, and I5 and I are their identity operators,
respectively. The interaction Hamiltonian H;,(¢) produces an
inherent quantum coherent feedback loop between the system
and controller [14], through which energy and entropy are ex-
changed. The Hamiltonians H(¢), H.(t), and Hi,(¢) are tun-
able through coupling to a time-dependent classical controller
(or controllers).

The objective to be optimized is the control yield given by
the expectation value of a system observable 6:

J=Tr|U@)PU (10, 2)

where @ = 8 ® I, P is the initial density matrix of the com-
posite system, and U(#;) is the evolution operator for the com-
posite system at some prescribed final time #;.

For a given observable, the kinematic bounds on the control
yield, Jmax and Jpin, are determined by the initial state P. We
assume that P is a separable state: P = ps ® p., where ps and
p. are the initial density matrices of the system and controller,
respectively. The initial state can, in principle, be a classically
correlated state or an entangled state, but these possibilities
will not be discussed here.

The evolution operator U(#) [through its dependence on the
Hamiltonians Hy(t), H.(t), and Hjy(#)] and, correspondingly,
the control yield J [through its dependence on U(#)] are func-
tionals of the control variables. The functional dependence of



FIG. 2. (Color online) Schematics of two typical trap-free control
landscapes. For both landscapes, the search is in a two-dimensional
control space. (a) The maximum submanifold is one-dimensional
(with codimension 1) and there are no saddles; (b) the maximum
submanifold is two-dimensional (with codimension 0) but there is a
one-dimensional saddle submanifold.

J on the control variables, through Eq. (2), defines the control
landscape. If the composite system is evolution-operator con-
trollable, i.e., any U(#;) € U(N) is accessible through Eq. (1)
with some choice of the control variables, then the kinematic
bounds Jp.x and Jyi, are dynamically reachable. Control-
lability of the composite system is a reasonable assumption
if the quantum controller is of manageable size. As proven
in [32, 34], if (i) the composite system is evolution-operator
controllable, (ii) the Jacobian of the map from the control vari-
ables to the evolution operator is full rank, and (iii) the control
variables are not constrained, then the analysis of the land-
scape (2) can be reduced to the so-called kinematic picture, in
which the yield J is considered as a function of the evolution
operator U(t;) over the unitary group U(N).

In previous studies [31, 40], the kinematic landscape pic-
ture (valid under the above three assumptions) has been used
to prove that the critical points of the landscape (2) can be
grouped into a finite number of connected submanifolds of
U(N), each corresponding to a fixed yield value. These criti-
cal submanifolds include a unique global maximum subman-
ifold and a unique global minimum submanifold, and the rest
are saddle submanifolds (i.e., the landscape has no local op-
tima). Degeneracy structures of P and ® determine the num-
ber N of critical submanifolds (or, equivalently, the number
N — 2 of saddle submanifolds) and the codimension D,,,x of
the maximum submanifold in the control space. Optimization
searches tend to be more efficient on landscapes with smaller
N and Dp,x. For example, comparing the schematic land-
scapes in Fig. 2(a) and 2(b), we see that the former has no
saddles, likely leading to faster searches over this landscape
in the beginning, but the latter has the maximum submanifold
of a higher dimension, which will likely accelerate the search
near the top of this landscape as well as likely enable finding
optimal solutions that are robust to control noise [51-53].

For given degeneracy structures of P and ®, the landscape
topology characteristics N and Dpax can be calculated with
the contingency table technique developed in [31, 40]. For
P, we consider cases where initial states of the system and
controller are pure, mixed, or maximally mixed, which are
identified by the spectrum of the density matrix. The density

matrix of a pure state has only one nonzero eigenvalue 1, oth-
erwise the state is called mixed. In particular, the state whose
density matrix P = I/N has all identical eigenvalues is called
maximally mixed. For simplicity, we consider mixed states
whose density matrices have non-degenerate spectra. For G,
let the observable 6 have r distinct eigenvalues 8; < --- < 6,
with multiplicities (degeneracy indices) ny,...,n,, respec-
tively. The corresponding analytical expressions obtained for
N and D,y are listed in Table I (see Ref. [40] for derivation
details).

It is seen that when the quantum controller is prepared in a
mixed state, there are more critical submanifolds on the land-
scape and the dimension of the maximum critical submanifold
is smaller, which typically translates into a higher search ef-
fort. Therefore, qualitatively, one should aim to prepare the
controller in a pure state. The degeneracy of the target observ-
able’s spectrum also affects the NV and D, values, such that
the search efforts tends to be higher when 6 has more distinct
eigenvalues or its maximum eigenvalue is less degenerate.

III. KINEMATIC BOUNDS ON THE CONTROL YIELD

When a closed quantum system is coupled to a classical
controller, the control yield is given by

I = Tr[Usinps UL in)e)] (3)

where ps is the system’s initial density matrix, Us(#r) € U(Ny)
is the system’s evolution operator at the final time #;, and 6
is the target observable. A classical controller can only con-
nect states with the same density matrix spectrum (and, cor-
respondingly, with the same value of entropy) [54, 55]. If the
system is initially in a pure state, then a classical controller can
evolve it only into other pure states. If the system is initially in
a mixed state, then a classical controller will be unable to pu-
rify it. These restrictions limit achievable values of J!. The
CKBs, which by definition are the maximum and minimum
values of J9, can be expressed as [31]

N, N,
T = D P T = prkni b @

k=1 k=1
where {pi,...,pn} and {6;,...,6x} are, respectively, the

eigenvalues of ps and 6 in nondecreasing order. Since Trps =
S« Pk = 1, itis easy to see that the upper CKB J¢, is smaller
than the upper QKB 6y, (and the lower CKB Jfr}m is larger than
the lower QKB 6,) for any mixed state p;. Pure states are a
special case, for which CKBs and QKBs coincide: J¢! .
and J<L =6, if p? = ps.

The only way to improve the control yield for mixed initial
states beyond the CKB is to transfer entropy to some other
system, for example, through coupling to a quantum controller
(another possibility, which we do not consider in this paper,
is the use of measurements [56], including the application of
measurement-based feedback control [47-50]). For the gen-
eral situation involving coupling to a quantum controller, the
control landscape is given by Eq. (2), while the landscape of

= QN,



TABLE 1. Characteristics of the landscape topology: the number of
critical submanifolds, N, and the codimension of the maximum sub-
manifold, Dp,x. The expressions for N and Dy, are obtained for
different types of initial states of the system and controller: pure,
non-degenerate mixed, and maximally mixed (MM); “— indicates
that no analytical formula was derived for this case.

Ps Pc N Dmax
Pure Pure r 2(Ns — ny)N,
Mixed Pure s 2(Ns —n)N
(Ng +r—1)!
MM Pure m 2(1\’S - nl)N
Pure Mixed Ve 2(N, — ny)N?
. . N! ) 2\ A2
Mixed Mixed E}z;ZSTTTTTRE;EST (A@ —-}S,ni)ﬁﬂ
MM Mixed — (N2 - 3im?) N?
N+ =11
Pure MM m 2(Ns - I’l])ch
Mixed MM — (N2 - 3 n?) N?

Eq. (3) can be considered as a special case when N, = 1. Let
{Py,..., Py} and {®,..., 0Oy} be, respectively, the eigenval-
ues of P and © in nondecreasing order. Note that the compos-
ite system undergoes a unitary evolution, which preserves the
spectrum of its state. Previous studies have shown [31, 40]
that critical values of the control yield J of Eq. (2) are given
by

N
Jo=) Pow®n o€y 5)
k=1

Here, Sy is the group of all permutations on N indices, i.e.,
the symmetric group. In particular, the maximum and mini-
mum values of J are

N
Jmin = ) Pyici®  (6)

N
Jnax = Z Pk®k,
k=1 k=1

corresponding to the identity and reverse-order permutations,
respectively. Since TrP = Y}, Py = 1, the value of Jiax (Jmin)
is always bounded from above (below) by the maximum (min-
imum) eigenvalue of ®, which is the upper (lower) QKB. Note
that the upper QKB is Oy = Oy, = 0, and the lower QKB is
®;, = 0, = 6;,. Next, we will derive the condition for the
general kinematic bounds of Eq. (6) to surpass the CKBs of
Eq. (4) as well as that to reach the QKBs.

A. Surpassing the CKB

Let J,, be a critical value of the control yield, which corre-
sponds to the permutation o that arranges the eigenvalues of
P in the following order:

Piqis ... s PN.GN.s (N

> P14N.5 - - -5 PNY15 - - -

where {pi,...,pn,} and {qi,...,qn.} are, respectively, the
eigenvalues of ps and p. in nondecreasing order. Substituting

the order of Eq. (7) into Eq. (5), we obtain:

Joo = P1 (@101 + -+ qnOn) + -
+PN, (@1ON-N+1 + - + gN.On)
= (P16 + -+ pnOn) (@1 + -+ qn,)., ®)

where we used the fact that each eigenvalue of 6 enters N,
times into the spectrum of ®. Since Tro. = Y qx = 1, we
immediately see that the critical value of Eq. (8) is equal to
the upper CKB of Eq. (4): J,, = JS. ..

It is useful to arrange the terms in J,,, according to the de-
generacy of 6. Specifically, we divide the spectrum of P into
bands B; (i = 1,...,r) such that all elements of B; multiply

the same distinct eigenvalue ; in Joo:
Joy = Z[Z Pk] . ©)
i=1 \PieB;

Based on the order of Eq. (7), it is easy to see that the bands
B; are

B ={p1q1,-- - P1GN; -3 Py q1s - - - s P AN, )
B, =Py 41415+ s Dy 414N -+ 5 P15 -« > PN )
where
i
,uizz:n;, i=1,...,r (10)

=1

i.e., y; is the combined multiplicity of distinct eigenvalues
{61,...,6;} or, equivalently, the total number of eigenvalues
of 6, which are equal to or less than ; (e.g., u, = Ny).

Since the value of J, is invariant to the order of eigen-
values of P in each band 8;, it is always possible to assume
that all P, € $B; are arranged in nondecreasing order for each
B;. Correspondingly, if none of the bands B; overlap (i.e., if
Dudn, < Pu+1¢1 Vi), then all eigenvalues of P in J,;, are ar-
ranged in nondecreasing order, which means that J,, = Jmax
and, consequently, the CKB is not broken: Jyax = Jo, = J9,.
However, when at least two of these bands overlap with each
other, oy does not arrange the eigenvalues of P in nondecreas-
ing order, and hence J,, is not the maximum of the control
yield (2). In such a case, J,, = J. is smaller than Jyx of
Eq. (6), which means that the upper CKB can be surpassed.
Thus, we can conclude that the upper CKB can be surpassed

if and only if

Pui9max > Pui+14min (11)

for atleastonei € {1,2,...,r—1}, where we denoted gmin = ¢1
and gmax = gn,. Figure 3 shows a schematic diagram of the
spectrum of P for the cases when none of the bands overlap
and two of the bands overlap.

Condition (11) depends on the spectra of ps and p., as well
as on the degeneracy structure of 6. To better understand these
dependencies, we define the spectral bandwidth of the con-
troller’s state p. as

B, = In Imx (12)

qmin
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FIG. 3. (Color online) A schematic diagram of typical spectra of
P, illustrating condition (11) for surpassing the upper CKB on the
control yield. The spectrum of P is decomposed into bands B;
(i =1,...,r) such that all elements of 8B; multiply the same distinct
eigenvalue 6; in J, [cf. Eq. (9)]. When none of the bands overlap
(left), the upper kinematic bound J,,,, remains the same as the upper
CKB J,,, = J&.. Only when at least two of the bands overlap (right),

Jmax €xceeds the upper CKB.

In particular, if gpiy, = 0, then B, — oo. Similarly, we define
the band gaps in the spectrum of p as

g =1In Pl+1
Pe

k=1,2,--- ,Ny— 1. 13)

For example, if the spectrum of ps has a degeneracy such that
Pk = Pi+1, then g = 0. Using these definitions, condition (11)
for surpassing the upper CKB can be reformulated as the fol-
lowing theorem:

Theorem 1 The upper CKB can be surpassed if and only if
the spectral bandwidth B. of the controller’s state is greater
than the minimum band gap among {gy,, - . ., 8y, }, i.€.,

B. > min g,,. (14)

1<i<r

The same conclusion can be extended to the analysis of the
lower kinematic bound by arranging the eigenvalues of P in
nonincreasing order. Let us denote

r

vist—u[=Zn1, i=1,...,r—1, (15)
I=i+1
i.e., v; is is the combined multiplicity of distinct eigenvalues
{6:+1,...,6,} or, equivalently, the total number of eigenvalues
of @, which are greater than 6;. Then the lower CKB can be
surpassed if and only if

Pviq9max > Pvi+19min (16)
for atleastone i € {1,2,...,r — 1} or, equivalently,
B. > min g,,. a7

I<i<r

If the spectrum of 6 is non-degenerate, then both condi-
tions (14) and (17) reduce to

B. i . 18

c > min g (18)

From Theorem 1, it is easy to derive the following two
corollaries:

Corollary 1 If at least one p,, (p,,) is nonzero for 1 <i <,
the upper (lower) CKB can always be surpassed when qmin =
0, i.e., when p. has at least one zero eigenvalue.

Proof: When gy, = 0, condition (11) reads p,,gmax > O,
which is satisfied if at least one p,, is nonzero. The proof for
the lower kinematic bound is analogous, using condition (16).

Corollary 2 The CKB cannot be surpassed if ps is a pure state
or p. is maximally mixed.

Proof: If p is pure, then py, = 1 and pr = 0 Vk # N,.
Consequently, p,, = O and p,, = 0Vi € {1,2,...,r — 1},
and therefore conditions (11) and (16) can never be satisfied.
If p. is maximally mixed, then ¢max = gmin = 1/N., and the
controller’s bandwidth is zero, which can never be greater than
any band gap of p;.

The results in Corollary 2 have simple physical interpre-
tations. When the system is in a pure state, the CKB and
QKB coincide and thus no improvement beyond CKB is pos-
sible. When the state of the controller is maximally mixed,
its entropy is maximal, and hence no flow of entropy from
the system to the controller is possible, regardless of the sys-
tem’s state. More generally, Theorem 1 indicates that, to im-
prove the control yield, the controller’s spectral bandwidth B,
should be sufficiently large. This means that p. should be a
low entropy state. Note that in control of closed quantum sys-
tems with classical fields, the control pulse bandwidth is the
key resource that determines the minimum time necessary to
perform the optimal dynamics and saturate the CKB [57], but
does not affect the value of the bound. In comparison, the
spectral bandwidth of the quantum controller’s state is a key
resource that impacts how much the value of the kinematic
bound on the control yield can be increased beyond the CKB.

B. Reaching the QKB

Defined as the maximum and minimum eigenvalues of the
target observable, the QKBs represent the ultimate physical
limit on the achievable yield. Consider the maximum value of
J given by Eq. (6) (the analysis for the minimum value of J is
completely analogous). We decompose the summation in the
general expression (6) for Jy,x into two parts:

N
> Pk] b, (19)

k=N-n,Ne+1

N-n,N,

Jmax = Z PO +
k=1

where all ®;’s in the first summation are smaller than the max-
imum eigenvalue @y =0y, = 6,. Evidently, Jy.x can exactly
reach the upper QKB 6, if and only if the first term in Eq. (19)



is zero and the sum over P;’s in the second term is one, which
requires that all nonzero P;’s are in the second term. Since the
eigenvalues {P;} are in nondecreasing order, this implies that
the QKB is attainable if and only if the number of nonzero
eigenvalues of P is no greater than the multiplicity n,N, of 8,
in the spectrum of ®, as summarized in the following theorem.

Theorem 2 The upper QKB can be exactly reached: Jynax =
6,, if and only if

(Ns = Ngo)(Ne — Neo) < nNe, (20)

where Nyy and N are, respectively, the nullities of ps and p..
The same condition, with n, replaced by n in (20), can be
obtained for Jmi, to reach the lower QKB 6.

Note that the sum of the nullity (the number of zero eigen-
values) of a matrix and its rank is equal to the number of its
columns, so the right-hand side of Eq. (20) can be expressed
as (N5 — Nyo)(Ne — Neo) = rank(ps) rank(pc).

In distinction to Theorem 1, condition (20) depends on pj
and p. only through the integral indices Nyy and N, but not
through the magnitude of the associated eigenvalues. The de-
pendence on the target observable 6 is again through the de-
generacy of its spectrum, but Eq. (20) depends on only one
multiplicity n, (or ny). In particular, it would be more difficult
to satisfy the condition of Theorem 2 for an observable whose
maximum (minimum) eigenvalue is not degenerate. An im-
portant example of such a situation is the problem of achiev-
ing the maximum degree of purification of the system’s state,
in which case 6 is a projector onto a pure state (with only one
nonzero eigenvalue 1). For this special case, Theorem 2, with
n, = 1 in Eq. (20), states the condition for achieving com-
plete purification (in this sense, the purification problem is no
different from the control yield maximization for any other
observable with non-degenerate maximum eigenvalue). Thus,
Theorem 2 is a generalization of a previously obtained condi-
tion on the reachability of maximum purification [17].

It is also interesting to consider a situation when the system
consists of mg qubits (Ng = 2™), the controller consists of m,
qubits (N, = 2™), and the invariant subspace corresponding to
the maximum eigenvalue of 8 consists of m, qubits (n, = 2™).
An example of such an observable is a projector on the sub-
space of m, qubits (m, < ms). In this situation, condition (20)
can be expressed as

m, +me > So(ps) + So(pe), (2D

where So(p) = log,rank(p) is the quantum Hartley en-
tropy [58], which is a measure of the information lost due
to the mixedness of the state. Using the form (21) of con-
dition (20), Theorem 2 can be interpreted in information-
theoretic terms: the QKB can be exactly reached if and only
if the sum of the number of qubits, m, + mc, is not less than
the number of bits of information lost due to the mixedness of
the system’s and controller’s states.

A general conclusion of Theorem 2 is that, in order to reach
the QKB, the system’s and/or controller’s initial state needs to
have sufficiently many zero eigenvalues. In the already dis-
cussed special case of a pure p,, the CKB and QKB coincide,

which means that the QKB is always reachable. Indeed, when
ps 1S a pure state, Ny — Nyg = 1 and condition (20) is always
satisfied. A more interesting special case is when p. is a pure
state (i.e., N. — N9 = 1). From Theorem 2, it is easy to derive
the following two corollaries:

Corollary 3 The QKB on the control yield is reachable if the
controller is initially in a pure state and its dimension satisfies
Ne = (Ns — Nyo)/n.

Corollary 4 For any initial state of the system and any target
observable, the QKB on the control yield is reachable if the
controller is initially in a pure state and its dimension satisfies
N¢ =2 Ns.

It is interesting to compare Corollary 4 to a previously ob-
tained result on Kraus-map controllability of a quantum sys-
tem coupled to a quantum controller [55]. Assuming that the
composite system is evolution-operator controllable (which is
also required for the kinematic bounds obtained in this paper
to be dynamically reachable), the result in [55] states that the
system is Kraus-map controllable if the quantum controller is
initially in a pure state and its dimension satisfies N, > N2.
Thus, the condition of Corollary 4 for reaching the QKB on
the control yield is weaker (i.e., a smaller controller is needed)
than that for Kraus-map controllability. In other words, the
QKB for observable control can be reached without all Kraus
maps of the system being accessible.

In practice, it often happens that all levels of the system
and controller are populated, but many of the populations are
so small that they can be treated nearly as zero. In such a
case, while the QKB cannot be perfectly reached, it can still
be approached very closely.

IV. KINEMATIC BOUNDS FOR THERMAL SYSTEMS

Realistic physical systems often evolve from a thermal
equilibrium state. Let the system and controller be initially
in thermal states with temperatures T and T, respectively:

ps =Zg e H/ksTs P =272, e He/ke T (22)
Here, H and H, are the respective Hamiltonians at the initial
time, Z, = Tr (e‘H*‘/ ke T) and Z, = Tr (e‘Hc/ ks T“) are the respec-
tive partition functions, and kg is the Boltzmann constant. The
states (22) are diagonal in the respective energy eigenbases,
and energy level populations are density matrix eigenvalues.
In this section, we study how the kinematic bounds on the
control yield depend on the system’s and controller’s energy
spectra and temperatures.

Let {hiwy, ..., hwy,} be eigenvalues of H in nonincreasing
order; correspondingly, the eigenvalues of ps are {p, ..., pn.}
in nondecreasing order, where p, = Z; le~how/keTs (k=
1,...,Ny). Let iQyn and Q. be, respectively, the min-
imum and maximum eigenvalues of H.; correspondingly,
the maximum and minimum eigenvalues of p. are gmax =
Z e MminlkaTe and g oy = Z7le Mma/keTe regpectively. Sub-
stituting these expressions for py, gmax, and gmi, into Eq. (11),



we find that for thermal states the upper CKB can be surpassed
if and only if
(Qmax - Qmin)/Tc > (‘U/J; - ‘U/J;Jrl)/TSs (23)
for at least one i € {1,2,...,r — 1}, where {u;} are defined by
Eq. (10) according to the degeneracy structure of the 6 spec-

trum. We also obtain thermal-state expressions for the spectral
bandwidth of the controller’s state:

h(Qmax - Qmin)
B, = —max__2ominZ 24
¢ kpT. @4

and the band gaps in the spectrum of py:

_ Mwy — wie1)

, k=1,2,--- Ny— 1. 25
Kol s (25)

8k

Using the form (23) of condition (11), we formulate another
corollary of Theorem 1.

Corollary 5 When the system and controller are initially in
thermal states with temperatures Ty and T., respectively, the
upper CKB can be surpassed if and only if

T. .
Qmax - Qmin > F m1n(wy[ - wﬂ[+1)~ (26)

s 1<i<r

We see that, for a thermal system and controller at given
temperatures, the bandwidth of the controller’s energy spec-
trum, Qnax — Qmin, has to be sufficiently large to break the
CKB. On the other hand, it is easier to break the CKB when
the system’s energy spectrum is dense. Also, according to
Corollary 5, the hotter is the controller, the more difficult it
becomes to surpass the CKB. This is not surprising since en-
tropy of a thermal controller increases with the temperature.
Ultimately, in the limit 7, — oo, the controller is in the maxi-
mally mixed state and the CKB cannot be surpassed in agree-
ment with Corollary 2. In the opposite limit of zero T, the
controller is in the ground state and the CKB can always be
surpassed (for non-zero T) in agreement with Corollary 1. It
is also worth noting that, for a finite-temperature system, only
a zero-temperature controller can exactly reach the QKB, pro-
vided that N, > N,/n,. Regarding the effect of T, the hotter
is the system, the tighter is the CKB and hence the less de-
manding is the condition for surpassing it. Below, we illus-
trate these results by considering two specific examples.

A. A two-level system coupled to a thermal spin bath

Consider a two-level quantum system coupled to a con-
troller which is a collection of M identical spins. Let the an-
gular frequency of the system be wg and that of the identical
spins in the controller be w.. The respective Hamiltonians are

hw, hwe &
Ho= = 0., He=—*) o, 27)

7

where o, is the Pauli matrix and 0'25) = ]If([_l) o, ® I[f(M_[).
The controller’s Hamiltonian H. has M + 1 equally spaced
eigenvalues:

M M
Ey = khoe, k===, =, (28)

sy

with multiplicities O, Czlu’ e C%, respectively. The target
observable is chosen to be § = o, (the same results would
also be obtained for § = o, or § = o). One can verify by
symmetry that Jiin = —Jmax, SO it is sufficient to investigate
only the upper kinematic bound Jp,x.

Let the system and controller be initially in thermal states
of Eq. (22) with temperatures T and T, respectively. The
spectra of pg and p. depend, respectively, on dimensionless
parameters

_ s
s = kBTs’

_ ho
¢ kgTe

(29)

According to Corollary 5, the CKB can be surpassed if and
only if

M, > A (30)

Figure 4 shows the dependence of the kinematic bounds
Jmax and Jnin on the controller’s parameter A, for a fixed
As = 1 and two values of M (M = 2 and M = 10). As long
as A, < A;/M, the CKB holds: Jix = J9, = tanh(1/2) ~
0.4621. When A, exceeds the threshold value A;/M, the bound
Jmax surpasses the CKB and starts to grow. Since thermal
states have no zero eigenvalues (for non-zero temperature),
condition (20) of Theorem 2 cannot be exactly satisfied for
any finite value of A.. Nevertheless, for 1. > 1, populations
of the higher energy levels are nearly zero, and the kinematic
bound asymptotically approaches the QKB: Jox — 6, = 1.
Comparing the curves for different numbers of the controller’s
spins (M = 2 versus M = 10), we see that both the threshold
value for surpassing the CKB, A. = A;/M, and a value of A,
at which Jy,.x can be considered practically equal to the QKB
(e.g., 99% yield) are lower for larger M. This implies that
a larger controller is more effective in expanding the kine-
matic bounds. However, a caveat is that finding proper con-
trols with a larger quantum controller is more difficult than
with a smaller one.

B. A two-spin system coupled to a thermal spin bath

Consider a quantum system of two identical spins, whose
Hamiltonian is

iy

)
‘2"5(@@112 +L®o,) = G1)

H =
—fiwy

in the basis {| TT),] TL).1 L)1 11)}. The system is coupled
to the same controller (a collection of M identical spins) as
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FIG. 4. (Color online) The kinematic bounds on the control yield J
for a two-level quantum system coupled to a collection of M iden-
tical spins. Both the system and controller are initially in thermal
equilibrium states. The system’s target observable is o-,. The bounds
Jimax and Jpi, are shown as functions of the controller’s parameter A
for a fixed A, = 1 and two values of M. The blue solid curve cor-
responds to M = 10 and the red dashed curve to M = 2. The CKB
JeL = tanh(A,/2) ~ 0.4621 is surpassed for 4. > A;/M.

max

described in Sec. IV A. The system and controller are initially
in thermal states of Eq. (22) with temperatures T and T, re-
spectively. We consider two target observables 8 = Il and
6 =11, where

0 1
and II; = 32
1 0 (32)
0 0

are the projectors on the subspace {| Tl),| |T)} and the state
| T1), respectively. For these observables, we investigate the
upper kinematic bound. According to Eq. (10), we obtain u; =
2,up =4 for 6 =11y and y; = 3, up = 4 for 6 =11;.

Since for both choices of 6 we have r = 2, condition (14)
takes the form:

B. > g,,. (33)

Using the notation introduced in Eq. (29), the controller’s
bandwidth [cf. Eq. (24)] is B, = M., and the band gaps in
the spectrum of p [cf. Eq. (25)] are g1 = A5, g2 = 0, g3 = 4.
For 6 = Ily, we have g, = g> = 0, and hence the upper CKB
can be surpassed if and only if

Ma. > 0, (34)

which is always true for any finite bath temperature. On the
other hand, for § = I1;, we have g, = g3 = A, and hence the
upper CKB can be surpassed if and only if

MA, > A, (35)
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FIG. 5. (Color online) The difference Jia, — J,, as a function of
the controller’s parameter A., for a two-spin quantum system (with
a fixed A, = 1) coupled to a collection of M = 10 identical spins.
Both the system and controller are initially in thermal equilibrium
states. The blue solid curve corresponds to the system’s target ob-
servable 6 chosen as the projector Il on the subspace {| Tl),| L)},
and the green dashed curve corresponds to the system’s target observ-
able 6 chosen as the projector I1; on the state | TT). For 6 = I, the
kinematic bound Jy,,x is always above the CKB, while for 6 = II;,
Jmax only surpasses the CKB when A, exceeds the threshold value
As/M = 0.1.

which requires that the bandwidth of the controller’s energy
spectrum is sufficiently large.

Figure 5 shows the difference between Jp,x and the upper
CKB J¢, , as a function of A, (with a fixed A, = 1 and M = 10)
for the two choices of 6. It is clearly seen that, in accordance
with the above analysis, Jnx surpasses the CKB only above
the threshold value A. = A;/M = 0.1 for 6 = II;, but J.x is
always above the CKB for 6 = II,. This distinction illustrates
the crucial role played by the degeneracy structure of the 6
spectrum. For 6 = Iy, the amount by which Jy,.x exceeds the
CKB decreases as A goes to zero (corresponding to narrowing
of the controller’s spectral bandwidth). For both objectives,
the QKB can be closely approached when A is very large.

V.  CONCLUSIONS

We investigated kinematic bounds on the control yield, de-
fined as the expectation value of a system observable, for a
general situation where the system of interest (the quantum
plant) is coupled to both an external classical field (a classical
controller) and an auxiliary quantum system (a quantum con-
troller). When a closed quantum system is coupled only to a
classical controller, its dynamics is limited to unitary orbits,
and the control yield is limited by the CKB that depends on
the initial state. The main question explored in this work is to
what degree the use of a quantum controller can aid in expand-
ing the yield bounds. We answered this question by deriving
two main results: the necessary and sufficient condition for
the bound to surpass the CKB, as well as that for the bound to
exactly reach the QKB which constitutes the ultimate physical



limit.

The condition for surpassing the CKB is expressed in terms
of eigenvalues of the system’s and controller’s initial density
matrices and also depends on the degeneracy structure of the
target observable’s spectrum. In order to satisfy this condition,
it is desirable to prepare the controller in a state with a large
spectral bandwidth (which translates into the energy spectral
bandwidth for a thermal state). In comparison, the spectral
bandwidth of a classical control field is a key factor determin-
ing the minimum time necessary to saturate the CKB, but it
cannot affect the value of the bound.

The condition for reaching the QKB does not depend on the
magnitude of eigenvalues of the initial density matrices, but
rather is expressed in terms of their ranks as well as the mul-
tiplicity of the maximum (minimum) eigenvalue of the target
observable. For the system and controller consisting of qubits,
this condition has an information-theoretic interpretation, i.e.,
the number of controller qubits should be not less than the
number of bits of information lost due to the mixedness of the
system’s and controller’s states (quantified by the sum of their
quantum Hartley entropies). If the controller is initially in a
pure state, the QKB is reachable for any initial system state
and any target observable, provided that the dimension of the
controller is not less than that of the system. This condition on
the controller’s dimension is much milder than that for Kraus-
map controllability, i.e., reachability of the ultimate physical
limit for observable control does not require the capability to
generate all Kraus maps of the system.

The general results as well as examples of thermal initial
states indicate that a larger quantum controller is favorable for

expanding the kinematic bounds on the control yield, as it can
more effectively absorb entropy from the system. However,
dynamic reachability of the kinematic bounds is guaranteed
only if the composite system is evolution-operator control-
lable, which may have practical consequences. Despite this
practical limitation, our findings are likely to provide a basis
for a better understanding of control yields observed in exper-
iments as well as help to establish the principles for designing
effective quantum controllers.
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