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We perform an ab initio all-electron study of the subcycle structure, dynamics, and spectra of high
harmonic generation (HHG) processes of Ar atoms in the presence of extreme ultraviolet (XUV)
attosecond pulses and near-infrared (NIR) laser fields by means of the self-interaction-free time-
dependent density functional theory (TDDFT). The TDDFT equations are solved accurately and
efficiently via the time-dependent generalized pseudospectral (TDGPS) method. We focus on the
subcycle (with respect to NIR field) temporal behavior of the level shift of the excited energy levels
and related dynamics of harmonic photon emission. We observe and identify the subcycle shifts in
the harmonic emission spectrum as a function of the time delay between the XUV and NIR pulses.
In the region where the two pulses overlap, the photon emission peaks have an oscillatory structure
with a period of ∼ 1.3 fs, which is half of the NIR laser optical cycle. We present and analyze the
harmonic emission spectra from 3snp0, 3p0ns, 3p1nd1, 3p1np1, 3p0nd0, 3p0np0, and 3p0ns excited
states and the 3p04p

−

0
virtual state as functions of the time delay. In addition, we explore the

subcycle a.c. Stark shift phenomenon in NIR fields and its influence on the harmonic emission
process. Our analysis reveals several novel features of the subcycle HHG dynamics and spectra as
well as temporal energy level shift.

PACS numbers: 32.70.Jz,42.50.Hz,32.80.Qk

I. INTRODUCTION

The study of atomic, molecular, and optical (AMO)
processes in ultrashort attosecond (10−18 second) laser
pulses [1] is one of the most forefront scientific research
fields in ultrafast science and technology in the 21st cen-
tury. In particular, attosecond streaking is among the
most exciting latest advances in ultrafast quantum tech-
nology [2–8]. Recently, there is a considerable interest
in the subcycle a.c. Stark shift and transient absorp-
tion spectra [2, 9–13] both theoretically and experimen-
tally. Most observations so far have been made for the
He atoms [2, 9, 10] but experimental results on the more
complex Ar atoms also now become available [11]. Thus
theoretical exploration of the interaction of the Ar atoms
with laser fields on the attosecond time scale, including
the subcycle photon emission dynamics, is a timely and
important subject to study, providing new advancement
for the transient harmonic generation dynamics and spec-
trum.
Regarding the theory of these ultrafast processes, so

far most approaches have been based on various single-
active-electron (SAE) models [4, 6, 7, 9, 10, 14]. SAE
models require only modest computational resources and
may appear quite accurate in their predictions. How-
ever, they cannot provide a proper treatment of corre-
lated multielectron dynamics which may be crucial for de-
scription of ionization and excitation in multielectron tar-
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gets. Recent experimental studies on attosecond autoion-
ization of argon atoms [11] and attosecond probe spec-
troscopy of krypton ions [15] clearly show a demand for
proper theoretical methods treating ultrafast processes
in multielectron quantum systems. The time-dependent
density functional theory (TDDFT) can be considered as
one of such methods.

Recently, we extended TDDFT for the study of mul-
tiphoton single and double ionization of atoms [16],
using the time-dependent Krieger-Li-Iafrate exchange-
correlation potential with self-interaction correction
(TD-KLI-SIC). With the help of the TD-KLI-SIC
method, we performed ab initio calculations of He, Li and
Be atoms in strong near-infared (NIR) laser fields [16, 17]
and confirmed that integer discontinuity of the exchange-
correlation potential plays an important role in correct
description of the ionization processes [17]. Also, with
use of our extended TD-KLI-SIC method we uncover for
the first time the oscillation structures of the harmonic
emission with respect to the time delay between the sin-
gle attosecond pulse (SAP) and near-infrared (NIR) pulse
for He atoms [3]. Using the same TD-KLI-SIC method
we helped to identify mechanisms and demonstrate a new
regime of phase-matched below-threshold harmonic gen-
eration for Ar atoms, for which the generation and phase
matching is enabled only near resonance structures of the
atomic target [18].

In the present paper, we extend the TD-KLI-SIC
approach to ab initio exploration of the dynamics of
valence-shell electrons in Ar atoms excited by attosec-
ond pulses and driven by near-infrared laser fields. We
investigate subcycle (with respect to the NIR field) struc-
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tures of the photon emission spectra from excited bound
states as well as virtual states induced by the laser field.
Within the framework of our self-consistent all-electron
approach, we study not only the excitations of 3p elec-
trons, but also the excitations of more tightly bound 3s
electrons. We note that unlike the transient absorption,
the accompanying process of photon emission has not at-
tracted much attention so far. Of course, radiation of a
single atom in this process is weak and somewhat difficult
to observe experimentally. However, as in the traditional
high-harmonic generation (HHG) process, a measurable
efficiency can be reached for the macroscopic signal, when
the photon emission from many emitters within an ex-
tended medium is in phase [19]. Some experimental tech-
niques can be applied to enhance the yield of high-order
harmonics [20]. Recently, we achieved below-threshold
phase-matched VUV generation (driven by a linear polar-
ized NIR laser pulse) by field-controlled bound states for
Ar atoms in the macroscopic medium [M. Chini et. al.,
Nat. Photonics 8, 437 (2014)]. In the present study, how-
ever, we focus on the detailed all-electron treatment of a
single Ar atom, which itself presents a major computa-
tional challenge; macroscopic effects related to propaga-
tion of the radiation in the medium are beyond the scope
of the present paper. Using the TD-KLI-SIC method,
we investigate in details the subcycle dynamics of the
photon emission (HHG) as a function of the time delay
between the attosecond pulse and NIR laser field and
provide a benchmark calculation of this process for the
Ar atom. In the region where the two pulses overlap, the
photon emission peaks have an oscillatory dependence on
the time delay with a period of ∼ 1.3 fs, which is half of
the NIR laser optical cycle. This oscillatory structure is
related to the subcycle a.c. Stark shift of the electronic
energy levels in the NIR field. We also observe splitting of
the emission lines caused by near-resonance multiphoton
transition involving NIR and XUV photons, identify its
mechanism and explore the role of field-induced virtual
states.

The paper is organized as follows. In Sec. II, we ex-
tend the TD-KLI-SIC method to study the shifts of the
energy levels in the argon atoms on the sub-femtosecond
time scale in a two-color two-photon (XUV+NIR) ab-
sorption process. To study the sub-laser-cycle dynamics,
we probe the excited states of Ar by a single attosecond
pulse (SAP) in the XUV frequency range, with the pulse
duration near 20 times smaller than the NIR laser period.
Section III presents the photon emission energy spectra
related to various excited states of Ar and study the ef-
fect of the time-delay between the NIR and SAP fields
on these spectra. Conclusions and remarks are presented
in Sec. IV.

II. THEORETICAL METHOD

TD-KLI-SIC procedure for nonperturbative

treatment of atoms in two-color laser fields

The single-particle potential is constructed with the
help of the TD-KLI-SIC procedure. The TD-KLI-SIC
single-particle potential can be expressed as follows:

V s
σ (r, t) =

Nσ
∑

i=1

ρiσ(r, t)

ρσ(r, t)

[

viσ(r, t) + V̄ s
iσ − v̄iσ

]

. (1)

Here indices i and σ enumerate spin-orbitals (σ corre-
sponds to the spin projection, Nσ is the total number of
electrons with the spin σ). The spin-orbital densities ρiσ
and total spin-densities ρσ are given by

ρiσ(r, t) = |ψiσ(r, t)|
2,

ρσ(r, t) =

Nσ
∑

i=1

ρiσ(r, t), (2)

(ψiσ(r, t) is the Kohn-Sham spin-orbital). The orbital-
dependent potential viσ(r, t) includes the Hartree and
exchange-correlation parts as well as self-interaction cor-
rections. The mean values V̄ s

iσ and v̄iσ are calculated
with the spin-densities ρiσ(r, t):

V̄ s
iσ =

∫

d3rρiσ(r, t)V
s
σ (r, t),

v̄iσ =

∫

d3rρiσ(r, t)viσ(r, t). (3)

A more detailed description of our TD-KLI-SIC proce-
dure can be found elsewhere [16, 21, 22].
To obtain the time-dependent electron densities and

calculate the induced dipole moments, one has to solve a
set of the time-dependent Kohn-Sham equations [23] for
the spin-orbitals ψiσ(r, t):

i
∂

∂t
ψiσ(r, t) =

[

−
1

2
∇2 −

Z

r
+ V s

σ (r, t)

+vext(r, t)
]

ψiσ(r, t), i = 1, ..., Nσ.
(4)

Here Z = 18 is the nucleus charge; vext is the interaction
of the electron with the external fields. We assume that
the external fields are polarized along the z direction:

vext(r, t) = −z[EX(t) + EL(t)]. (5)

The SAP field can be expressed as follows:

EX(t) = FX exp

(

−
2 ln 2t2

τ2X

)

cos(ωXt). (6)

Here, FX is the peak field strength of the SAP, τX =
140 as is its full width at half maximum (FWHM), and
ωX = 15 eV is its central frequency. The SAP peak
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intensity is 1× 1010 W/cm2. The NIR laser field has the
form:

EL(t) = FL exp

(

−
2 ln 2(t− td)

2

τ2L

)

cos[ωL(t− td)]. (7)

Here, FL is the peak field strength of the NIR laser pulse,
τL = 6 fs is its FWHM, and ωL is the central frequency
of the NIR field (here we choose the laser wavelength as
750 nm [ωL = 1.65 eV]). The NIR laser peak intensity
is 1 × 1013 W/cm2. The parameter td denotes the time
delay between the NIR pulse and the SAP; the negative
(positive) time delay refers to the NIR pulse (SAP) ar-
riving first.
After the time-dependent spin-orbitals ψiσ are ob-

tained, the induced dipole moment and dipole acceler-
ation can be expressed as follows:

d(t) =
∑

iσ

〈ψiσ(r, t)|r|ψiσ(r, t)〉, (8)

a(t) =
∑

iσ

〈ψiσ(r, t)|∇

[

Z

r
− vext(r, t)

]

|ψiσ(r, t)〉. (9)

The dipole moment and dipole acceleration satisfy the
same relation as the corresponding classical quantities:

d2

dt2
d(t) = a(t). (10)

The expression for a(t) can be derived from that for d(t)
with the help of the Ehrenfest theorem. We note that
only the nuclear and external field potentials are present
in Eq. (9) since the exact exchange-correlation potential
does not contribute to the expectation value of accelera-
tion [24]. The spectral density of the radiation energy is
given by the following expression:

S(ω) =
2

3πc3

∣

∣

∣

∣

∫

∞

−∞

a(t) exp(−iωt)dt

∣

∣

∣

∣

2

. (11)

Here ω is the frequency of radiation, c is the velocity of
light. S(ω) has the meaning of the energy emitted per
unit frequency range at the particular photon frequency
ω.
To solve the set of equations (4), we apply the time-

dependent generalized pseudospectral (TDGPS) method
[25] which proved accurate and efficient treatment in our
previous TDDFT calculations (see, e. g., Refs. [16, 21,
26, 27]). For the TDGPS discretization in the present
calculations, we use 256 radial and 32 angular grid points,
and the time step 0.02 a.u. Eq. (4) is solved in space
within a sphere with the radius 100 a.u.; between 70 a.u.
and 100 a.u. we place an absorber. Absorbed parts of the
wave packet localized beyond 70 a.u. describe unbound
states populated during the ionization process. The time
delay was varied in steps of ∆td = 100 as within the range
of −14 fs ≤ td ≤ 14 fs (280 steps in total), with td =
0 corresponding to both SAP and NIR pulse envelopes
centered at t = 0.

FIG. 1. (Color online) Photon emission energy spectrum of
the 3p04s excited state and the 3p04p

−

0
virtual state as a func-

tion of the time delay between the NIR pulse and SAP. The
yellow color indicates the highest energy emitted. The color
bars are represented by the log

10
S(ω) of the spectral density

in Eq. (11). Negative delays indicate the NIR pulse arrives on
target before the SAP. One-NIR laser optical cycle is equal to
2.5 fs.

III. RESULTS AND DISCUSSIONS

The ground state of argon can be described by the elec-
tron configuration 1s22s22p63s23p6. In the present pa-
per, our main focus is on the response of the individual
valence-shell electrons (3s and 3p) to the NIR and XUV
laser fields. All eighteen electrons are treated explicitly
in the calculation and we found the inner-shell electrons
do not participate appreciably in the multi-photon pro-
cesses. Here, we discuss only the valence-shell electrons.
The TD-KLI-SIC and experimental values for the bind-
ing energy of the 3p electron are, respectively, 0.550 and
0.580 a.u., while the corresponding values for the 3s elec-
tron are 1.050 and 1.077 a.u. When an argon atom ab-
sorbs a photon from the XUV field with the intensity
1 × 1010 W/cm2, it can be excited with a substantial
probability from the ground state to one of many singly
excited states or to the continuum, depending on the
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FIG. 2. (Color online) Photon emission energy spectrum of
the 3p03d0 excited state as a function of the time delay be-
tween the NIR pulse and SAP. The yellow color indicates the
highest energy emitted. The color bars are represented by the
log

10
S(ω) of the spectral density in Eq. (11). Negative delays

indicate the NIR pulse arrives on target before the SAP.

FIG. 3. (Color online) Photon emission energy spectrum of
the 3p13d1 excited state as a function of the time delay be-
tween the NIR pulse and SAP. The yellow color indicates the
highest energy emitted. The color bars are represented by the
log

10
S(ω) of the spectral density in Eq. (11). Negative delays

indicate the NIR pulse arrives on target before the SAP.

energy of the XUV photon absorbed. Possible singly ex-
cited states are 3snp0, 3p1nd1, 3p0ns or 3p0nd0. In this
notation, the first two symbols indicate the initial sub-
shell of the excited electron (3s, 3p0 or 3p1); the last two
symbols show the destination of the electron after tran-
sition (np0, nd0, ns or nd1). The subscript describes the
angular momentum projection onto the field direction,
which is polarized along the z axis. Thus 3p1 denotes
the 3p electron with the angular momentum projection
on the z axis equal to 1. Due to the cylindrical symmetry,
the response of the 3p1 and 3p−1 orbitals to the linear
polarized laser fields is identical. Thus, in the following,

FIG. 4. (Color online) Photon emission energy spectrum of
the 3p05s excited state as a function of the time delay be-
tween the NIR pulse and SAP. The yellow color indicates the
highest energy emitted. The color bars are represented by the
log

10
S(ω) of the spectral density in Eq. (11). Negative delays

indicate the NIR pulse arrives on target before the SAP.

FIG. 5. (Color online) Photon emission energy spectrum of
the 3p06s or 3p04d0 (near resonance) excited states as a func-
tion of the time delay between the NIR pulse and SAP. The
yellow color indicates the highest energy emitted. The color
bars are represented by the log

10
S(ω) of the spectral density

in Eq. (11). Negative delays indicate the NIR pulse arrives
on target before the SAP.

all the 3p1 results refer to the total contributions due to
two electrons in the 3p1 and two electrons in the 3p−1

subshells (total of four electrons).

For the valence-shell electrons, the ionization proba-
bility is mainly affected by the binding energy of the
orbital: the smaller the binding energy, the larger the
ionization probability. For Ar, the binding energy of the
3p orbital is about 0.5 a.u. smaller than that of the 3s or-
bital. Among the 3p electrons, the ionization probability
is further affected by the geometrical factor: for the 3p1
orbital, where the laser field polarization is parallel to the
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FIG. 6. (Color online) Photon emission energy spectrum of
the 3p1nd1 (n =4,5, and 6) excited states as a function of
the time delay between the NIR pulse and SAP. The yellow
color indicates the highest energy emitted. The color bars
are represented by the log

10
S(ω) of the spectral density in

Eq. (11). Negative delays indicate the NIR pulse arrives on
target before the SAP.

FIG. 7. (Color online) Photon emission energy spectrum of
the 3s4p0 excited state as a function of the time delay be-
tween the NIR pulse and SAP. The yellow color indicates the
highest energy emitted. The color bars are represented by the
log

10
S(ω) of the spectral density in Eq. (11). Negative delays

indicate the NIR pulse arrives on target before the SAP.

node line, the ionization probability is generally smaller
than that for the 3p0 orbital, where the field direction
is perpendicular to the nodal plane. Therefore, we can
expect that the 3p0 electrons will be most easily ionized,
followed by the 3p1 electrons and then the 3s electrons.
This general order can be changed by the multiphoton
resonance effect that can lead to the enhancement of the
ionization of the particular orbital.

In contrast with the XUV field, the NIR laser intensity
(1 × 1013 W/cm2) used is weak for the excitation of the
ground state, that is why we do not see any effects in the

photon emission spectrum (Figs. 1-7) when the NIR pulse
comes first (−14 fs ≤ td ≤ −5 fs). However, the NIR field
is strong for the excited states, so when the NIR pulse
comes after the SAP (positive td), further one-photon
transitions 3snp0 → 3sn′d0, 3snp0 → 3sn′s, 3p0nd0 →
3p0n

′p0, 3p0nd0 → 3p0n
′f0, 3p0ns→ 3p0n

′p0, 3p1nd1 →
3p1n

′p1, and 3p1nd1 → 3p1n
′f1 can occur, or the atom

can be ionized. Here, we deal with a broad, continuous
spectrum of the SAP (∼ 15 eV to the first ionization
potential of Ar) which allows us to observe subsequent
photon emission from each populated individual excited
state simultaneously.

Some of the higher excited states are shifted by the
ponderomotive potential Up of the NIR field, where
Up = F 2

L/(2ωL)
2; for the field strength and frequency

used, Up = 0.53 eV. Here, the time delay is in the range
−14 fs ≤ td ≤ 14 fs. Next, we will discuss the photon
emission from each of the excited states individually as
a function of the time delay td.

The density plots of the photon emission spectra in
Figs. (1-7) depict the transitions from 3p04s (∼ 10.85
eV), 3p04p

−

0 (∼ 11 eV) [3p04p
−

0 is a laser-induced virtual
state; the symbols 3p04p0 refer to the real excited state,
and the superscript minus indicates that one NIR photon
is emitted, so the energy of 3p04p

−

0 is less by ωL than the
energy of 3p04p0], 3pm3dm (m = 0 or 1; ∼ 13.32 eV),
3p05s (∼ 13.55 eV), 3p06s or 3pm4dm (near resonance;
∼ 14.15 eV), 3p15d1 (∼ 14.45 eV), 3p16d1 (∼ 14.65 eV),
and 3s4p0 (∼ 25.85 eV) as functions of td. For the NIR
and XUV pulses polarized along the z direction, the pro-
jection of the electron angular momentum on the z axis
is conserved. Hence, nlm states can have transitions to
other n′l′m′ excited states, only when the magnetic quan-
tum numbers are equal (m = m′). Plotting the photon
emission spectra as functions of the time delay results
in a broadened and shifted (streaked) spectra (Figs. 1-
7). Also, in the region where the NIR pulse and SAP
overlap (−4 fs ≤ td ≤ 4 fs), the photon emission lines
have oscillations with a period of ∼ 1.3 fs, which is half
of the NIR laser optical cycle, and this is a manifesta-
tion of the instantaneous shift of the electronic energy
levels in the NIR laser field (more precisely, one should
talk about the laser-induced phase related to the instan-
taneous Stark shift [12, 13, 29]). This phenomenon was
also observed in recent experimental works [2, 9] where
the transient absorption technique was used.

In Fig. 1 we observe splitting of the lines in the pho-
ton emission spectrum into sub-lines near td ∼5 fs. The
additional (virtual state) line has been identified as con-
tribution from the excitation of the dressed 3p04p0 state,
after emitting one NIR photon (3p04p

−

0 ). The line split-
ting here has the same nature as in the He atom [2, 3]
and can be explained by emission from the virtual states
which emerge when the atomic levels are dressed by the
NIR field. It can be also described in terms of two-photon
absorption and emission processes. First, absorption of
one XUV photon excites the ground state to the 3p04s
state. The latter is strongly coupled to the 3p04p0 state
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by the NIR field because these two states are in the vicin-
ity of a one-photon resonance. Thus absorption of one
XUV photon and one NIR photon populates the 3p04p0
state. Then a reverse process of photon emission takes
place. Emission of a single NIR photon leads to the tran-
sition to the virtual 3p04p

−

0 state. Since the resonance
conditions are not exactly satisfied, the energies of the
3p04s and 3p04p

−

0 states are slightly different, subsequent
transition to the ground state results in emission of the
XUV photons with slightly different frequencies, that is
line splitting.
Since in our TD-KLI-SIC approach all electrons are

treated on the same footing, the photon emission spectra
contain not only the lines caused by excitations of the 3p
electrons but also the lines resulting from excitations of
the 3s subshell, which has a larger ionization potential.
In Fig. 7, we show the photon emission spectrum from
the 3s4p0 excited state, where the photon energies are
above the first ionization threshold of Ar. As one can
see, in the region where the NIR field and SAP overlap,
the photon emission line exhibits similar oscillations with
the period equal to one half of the NIR optical cycle.

IV. CONCLUSION

In summary, we have performed a ab initio and com-
prehensive investigation of the subcycle dynamical be-
havior of HHG (photon emission) by Ar atoms at differ-
ent time delays between the SAP and NIR pulses, using
the self-interaction-free TDDFT approach and the accu-
rate TDGPS time propagation method. We employ the
TD-KLI-SIC method for construction of the exchange-
correlation potential with the proper long-range depen-
dence on the coordinate, which allows accurate descrip-
tion of the ground and singly excited states in Ar. We

have explored the subcycle dynamical behavior of the
emission lines corresponding to the transitions from the
3p04s, 3pm3dm (m = 0 or 1), 3p05s, 3p06s, 3pm4dm,
3p15d1, 3p16d1, and 3snp0 excited states and the 3p04p

−

0

virtual state on a sub-femtosecond time scale as a func-
tion of the time delay between the SAP and NIR fields.
We observe that the photon emission spectra oscillate
as a function of the time delay with a period equal to
one half of the NIR laser optical cycle. In addition, we
find the near-resonance multiphoton transition from the
ground state involving NIR and XUV photons causes
splitting in the emission lines of the 3p04s and 3p06s ex-
cited states. We have identified the mechanisms responsi-
ble for the observed subcycle HHG line splitting and dy-
namical Stark shift. Also, when the NIR and SAP laser
fields are overlapped in time, new features in the photon
emission spectra appear, corresponding to the virtual in-
termediate states in the two-photon excitation to bound
states which cannot be populated by a single pulse alone.
To our knowledge, no other theoretical work on oscilla-
tion structures of the harmonic emission with respect to
the time delay between the SAP and NIR pulse for Ar
atoms exist at this moment in time.
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