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Generating and characterising randomness is fundamentally important in both classical and quantum information science. Here we report the experimental demonstration of ensembles of pseudorandom optical processes comprising what are known as \( t \)-designs. We show that in practical scenarios, certain finite ensembles of two-mode transformations – 1- and 2-designs – are indistinguishable from truly random operations for 1- and 2-photon quantum interference, but they fail to mimic randomness for 2- and 3-photon cases, respectively. We make use of the fact that \( t \)-photon behaviour is governed by degree-\( 2t \) polynomials, (in the parameters of the optical process), to experimentally verify the ensembles’ behaviour for complete bases of polynomials, ensuring that average outputs will be uniform for arbitrary configurations. It is in this sense that a \( t \)-design is deemed to be a potentially useful pseudorandom resource.

Introduction – Randomness is a workhorse in science and technology, from simulating complex systems and modelling error to probabilistic computation and information security. In quantum mechanics, randomness is a fundamental feature, but additional (classical) randomness can be a powerful resource when purposely introduced into quantum protocols; examples include quantum communication [1], quantum algorithms [2], quantum data hiding [3], benchmarking unknown quantum processes [4–8], and verifying the boson sampling conjecture [9]. However, truly random quantum operations are inefficiently realisable both in principle and in practice. Here we report the realisation and complete characterisation of pseudorandom photonic quantum operator ensembles: so-called \( t \)-designs that simulate statistical properties of truly random operators using fewer resources [10, 11]. We make use of the fact that \( t \)-photon behaviour is governed by degree-\( 2t \) polynomials, (in the optical process parameters), to perform complete experimental verification of the ensembles’ behaviour. We realise a 1-design and a 2-design, and show that 1- and 2-photon quantum interference [12, 13] is sufficient for their complete verification. Furthermore, we show that 2- and 3-photon interference, respectively, can be used to test the limits of their pseudorandom properties. We apply these ideas to distinguish, with a fixed measurement setting, pseudorandom 1-design polarisation rotations from Haar random unitaries in a situation where process tomography using single photon states would fail.

Unitary processes transform one pure quantum state to another. Realising fair and unbiased random unitary operations requires sampling uniformly from a continuously infinite group. This group is equipped with a unique invariant (Haar) measure, which defines how one samples uniformly, without bias, over the whole set. However, “true” randomness is inefficiently realisable in practice, due to poor scaling of the number of random parameters with the size of the system. Fortunately, sampling uniformly from a restricted subensemble of unitary operators can be done efficiently and still exhibits some of the desired statistical properties of truly random processes. Such pseudorandom operations are therefore sought after for applications in quantum protocols. Randomly sampled unitaries have been implemented experimentally, for example in NMR [4, 5], trapped ion [7], solid state [8] and photonic [14] qubits.

This notion of pseudorandomness is captured well by unitary \( t \)-designs. These are subensembles of quantum operations that, given \( t \) copies of a system, are statistically indistinguishable from a uniformly distributed superensemble. Equivalently, they are subensembles that have the same \( t \)-th order moments as the uniform Haar ensemble, and thus they can be used to simulate statistical properties of truly random quantum operations with fewer resources. These statistical moments are given by polynomials in the parameters of the quantum operators in question, (see below). The work presented here is the first to directly characterise such pseudorandom operators experimentally.

Optical \( t \)-designs – Here we are concerned with the superensemble of all unitary polarisation rotations of an optical channel. Ignoring global phase, these are parameterised by real variables \( \{x_1, y_1, x_2, y_2\} \) with the constraint \( x_1^2 + y_1^2 + x_2^2 + y_2^2 = 1 \), and expressed as

\[
U = \begin{pmatrix}
x_1 + iy_1 & x_2 + iy_2 \\
-x_2 + iy_2 & x_1 - iy_1
\end{pmatrix}.
\]

(1)

Probability distributions that govern the outcomes of any multiphoton interference experiment are polynomials in these variables, whose degree is dictated by the number of photons. In general, \( t \)-photon interference is modelled by a degree-\( 2t \) polynomial in the matrix elements of the
The unitary operators we use to realise a 1-design are drawn from the uniformly distributed Pauli ensemble [26]
\[
\mathcal{D}_1 = \{ I, iX, -iY, iZ \}.
\]  

Evidence that \(\mathcal{D}_1\) is a 1-design follows from the fact that single photons sequentially input into mode 1 will be distributed equally between output 1 (due to \(I\) and \(Z\)) and output 2 (due to \(X\) and \(Y\)), which agrees with the full Haar distributed random ensemble of SU(2) rotations: \(E_{\text{Haar}}[\ket{U_1,1}^2] = E_{\text{Haar}}[\ket{U_2,2}^2] = 1/2\). A proof that \(\mathcal{D}_1\) is a 1-design can be obtained by showing the equality in Eq. (2) holds for each element of a complete basis of independent, degree-2 monomials in the real variables \(x_1, y_1, x_2, y_2\); assuming unitarity there are nine, we choose:
\[
f_2 \in \{ x_1^2, x_1x_2, x_2^2, x_1y_1, x_1y_2, x_2y_1, x_2y_2, y_1^2, y_2^2 \}.
\]

It is intuitive from a quantum optics perspective to see that \(\mathcal{D}_1\) is not a 2-design. Consider a Hong-Ou-Mandel experiment where we estimate the probability for two indistinguishable photons input into ports 1 and 2 to anti-bunch at the two outputs [12]. When \(U\) corresponds to a 50:50 beamsplitter then there is ideally zero probability to detect one photon at each output. Therefore, when sampling over the entire Haar ensemble, the average probability for the photons to anti-bunch must be strictly less than 1. Averaging over \(\mathcal{D}_1\), however, will always yield an anti-bunching probability of exactly 1, hence Eq. (2) will not hold for all degree-4 polynomials.

The uniform ensemble of twelve operators listed in Table I is a 2-design, \(\mathcal{D}_2\). This is confirmed by showing Eq. (2) is satisfied with respect to the complete basis of (again, assuming unitarity) 25 degree-4 monomials:
\[
f_4 \in \{ x_1^3, x_1^2x_2, x_1^2x_2^2, x_1x_2x_3, x_1^3x_1y_1, x_1x_2y_1, x_1x_2y_2, x_1^2y_1^2, x_1y_1y_2, x_1y_1y_2^2, x_1y_2y_3, x_1y_2^2y_4, x_1y_2y_3y_4 \}.
\]

**Experiment** — We implement each element of \(\mathcal{D}_2\) (and \(\mathcal{D}_1\)) using a combination of two quarter-wave plates and one half-wave plate, as shown in the box labeled \(U\) in Fig. 1 (b), with the settings \(\theta_i\) given in Table I.

To verify experimentally that an ensemble \(\mathcal{D}_t\) of unitaries is a \(t\)-design, we must have access to a complete basis of polynomials; this requires some added control over the optical transformation. We achieve this by adding the reconfigurable polarisation transformations \((Q_{\text{in}}, Q_{\text{out}})\), yielding the total unitary \(U := Q_{\text{out}}UQ_{\text{in}}\), shown in Fig. 1. For each choice of configuration, the transition probability from a fixed input to a fixed output is a polynomial in the elements of \(U\); thus we can now choose polynomials. The wave plate settings for \((Q_{\text{in}}, Q_{\text{out}})\) corresponding to our choice are given in Table II, labelled according to Fig. 1 (b). We find these settings give complete bases of linearly independent [27] degree-2 and degree-4 polynomials as follows: nine 1-photon output probabilities corresponding to \(|T_{1,1}|^2\), which we label \(p_1, \ldots, p_9\).
TABLE I: The wave plate settings for \( \theta_i \) in degrees, as labeled in Fig. 1 (b), to realise the elements of \( D_2 \supset D_1 \). We adopt the convention that rotation angles are from the vertical.

\[
\begin{array}{c|c|c|c|c}
\theta_1 & \theta_2 & \theta_3 & \theta_4 \\
\hline
I & 0 & 90 & 0 \\
ix & 0 & -45 & 0 \\
iy & 45 & 90 & -45 \\
iZ & -45 & 90 & -45 \\
(I + ix - iy + iz)/2 & 0 & 90 & 0 \\
(I + ix + iy + iz)/2 & -45 & 90 & 0 \\
(I - ix - iy - iz)/2 & 45 & 90 & 0 \\
(I - ix + iy - iz)/2 & 0 & 90 & -45 \\
(i + iy - iy - iz)/2 & 0 & -45 & 45 \\
(i + iy + iy - iz)/2 & 45 & -45 & 0 \\
\end{array}
\]

<table>
<thead>
<tr>
<th>( p_i )</th>
<th>( \omega_1 )</th>
<th>( \omega_2 )</th>
<th>( \omega_3 )</th>
<th>( \omega_4 )</th>
<th>( q_i )</th>
<th>( \omega_1 )</th>
<th>( \omega_2 )</th>
<th>( \omega_3 )</th>
<th>( \omega_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_1 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( q_{14} )</td>
<td>0</td>
<td>45</td>
<td>0</td>
<td>60</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>( q_{15} )</td>
<td>0</td>
<td>45</td>
<td>22.5</td>
<td>0</td>
</tr>
<tr>
<td>( p_3 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>45</td>
<td>( q_{16} )</td>
<td>0</td>
<td>45</td>
<td>22.5</td>
<td>22.5</td>
</tr>
<tr>
<td>( p_4 )</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>0</td>
<td>( q_{17} )</td>
<td>0</td>
<td>60</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( p_5 )</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>22.5</td>
<td>( q_{18} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>0</td>
</tr>
<tr>
<td>( p_6 )</td>
<td>0</td>
<td>0</td>
<td>45</td>
<td>22.5</td>
<td>( q_{19} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>0</td>
</tr>
<tr>
<td>( p_7 )</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>0</td>
<td>( q_{20} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>0</td>
</tr>
<tr>
<td>( p_8 )</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>22.5</td>
<td>( q_{21} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>2.5</td>
</tr>
<tr>
<td>( p_9 )</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>22.5</td>
<td>( q_{22} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>0</td>
</tr>
<tr>
<td>( p_{10} )</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>0</td>
<td>( q_{23} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>0</td>
</tr>
<tr>
<td>( p_{11} )</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>22.5</td>
<td>( q_{24} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>0</td>
</tr>
<tr>
<td>( p_{12} )</td>
<td>0</td>
<td>0</td>
<td>22.5</td>
<td>22.5</td>
<td>( q_{25} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>0</td>
</tr>
<tr>
<td>( p_{13} )</td>
<td>0</td>
<td>0</td>
<td>45</td>
<td>0</td>
<td>( q_{26} )</td>
<td>0</td>
<td>60</td>
<td>22.5</td>
<td>0</td>
</tr>
</tbody>
</table>

(\( e.g. \ p_1 = x_1^2 + y_1^2 \)), and a set of 25 2-photon probabilities \( \{T_{1,1}T_{2,2} + T_{1,2}T_{2,1}\}^2 \), which label \( q_1, ..., q_{25} \) \( e.g. \ q_1 = x_1^4 - 2x_1^2x_2^2 + 2x_1^2y_1^2 + x_2^4 - 2x_2^2y_2^2 + y_2^4 \). We then average each probability over \( U \in D_1 \), as implemented as given in Table I, and thus arrive at an estimate for the LHS of Eq. (2) that we can use to verify uniformity.

Results — Figure 2 shows normalised 1-photon intensities \( \{T_{1,1}\}^2 \) extracted from the experiment, taken for \( p_1, ..., p_9 \) and averaged uniformly over the ensembles \( D_1 \) (Fig. 2 (a)) and \( D_2 \) (Fig. 2 (b)). Both agree with the uniform Haar average over all unitaries. Since \( p_1, ..., p_9 \) are a complete basis, this agreement directly verifies the two ensembles \( D_1 \) and \( D_2 \) are both at least unitary 1-designs.

The difference in the behaviour of \( D_1 \) and \( D_2 \) is clear when observing 2-photon interference. Fig. 3 shows expected and measured 2-photon correlations \( \{T_{1,1}T_{2,2} + T_{1,2}T_{2,1}\}^2 \) taken for \( q_1, ..., q_{25} \) and averaged uniformly over the ensembles \( D_1 \) (Fig. 3 (a)) and \( D_2 \) (Fig. 3 (b)). The average of degree-4 polynomials over \( D_1 \) shows behaviour clearly distinct from the uniform behaviour that would be observed from averaging over the Haar measure (black dashed lines). Together with the results of Fig. 2 (a), this agreement directly verifies the ensemble \( D_1 \) is a 1-design only. In contrast, the uniformity of the degree-4 polynomials averaged over \( D_2 \) (Fig. 2 (b)) agrees closely with the average over the Haar measure. Since \( q_1, ..., q_{25} \) is a complete set of degree-4 polynomials, this verifies the ensemble \( D_2 \) is at least a 2-design. For completeness, Fig. 3 (c) shows 2-photon interference statistics averaged over a set of 12 matrices chosen from the Haar distribution [20]. The data illustrate that in general an ensemble of twelve operations—the size of \( D_2 \)—is not sufficient to simulate the Haar average, though of course a larger en-
ensemble eventually will (see Refs 21, 22 for convergence results). As $t$ increases, it will be harder to distinguish between $t$- and $(t+1)$-designs due to experimental noise.

To complete the characterisation of $D_2$, we use 3-photon interference for a set of five arbitrarily chosen degree-6 polynomial settings (labeled $r_1, ..., r_5$, with wave plate settings given in Table III). The data are shown in Fig. 4, verifying that $D_2$ is not a 3-design due to the existence of polynomials whose average over $D_2$ differs from the Haar value. Note that a single degree-6 polynomial that deviates from the Haar average is sufficient to demonstrate failure to simulate the Haar distribution.

![Fig. 4: Detection outcomes for 3-photon polynomials $r_i$, averaged over $D_2$. Solid color represents measured data, empty boxes represent theory and error bars are computed from assuming Poisson-distributed detection noise. Haar averages for perfect interference and characterised photon-distinguishability are marked by the black dashed and green lines respectively. The average statistical fidelity between measured probability distributions and theory is $97.55 \pm 0.03\%$ for the 72 3-photon experiments.](image)

![Fig. 5: Uniformity of each data set, plotted in terms of (a) the variance over the set of polynomials measured and (b) the maximum deviation of the average probability, as a percentage, from the expected Haar average (black dashed line in Fig. 2 and green solid lines in Figs. 3 and 4).](image)

**Analysis of uniformity** — How accurately the finite ensembles we realise mimic Haar distributed unitary matrices can be quantified by the uniformity of the average probabilities over the different polynomial settings, and how much they deviate from the expected Haar average in each case. We quantify the uniformity of the ensemble behaviour in Fig. 5: note that while theory predicts that $t$-photon interference over a $t$-design should yield perfectly uniform results, experimental imperfections in realising design elements can give rise to non-uniformity. Figure 5 indicates that variance in particular is an excellent discriminator for $t$-designs.

**Example application** — If a random optical channel is fluctuating slowly, then the ensemble could be broken down into its constituent elements and each interrogated by full process tomography [23], enabling $x_1, y_1, x_2, y_2$ to be reliably estimated and condition Eq. 2 tested mathematically. When probing individual elements of an ensemble is limited, it may be convenient to use multi-photon states with a fixed measurement to directly distinguish an ensemble from the Haar ensemble. Fig. 6 shows the real-time failure of a photonic 1-design to behave Haar-randomly in the low photon rate regime. The wave plate configurations $U$ were set to realise uniformly at random one of the four $D_1$ operations, and $Q_{\text{in}}$ and $Q_{\text{out}}$ were fixed to realise the polynomial $q_{19}$. For each implementation of $U$, we estimate the probability distribution of each 2-photon detection outcome using $O(10)$ correlated detection events, which yields a noisy estimate of the distribution that is insufficient to perform reliable process tomography; this could be performed with on average a single photon-pair for each $U$ by further attenuation. As we increase the number of samples of $D_1$ from 1 to 500, we compute a running average for the estimate of $P_{\text{est}} = |T_1, T_2, 2 + T_1, T_2, 1|^2$ which converges to a value of $0.603 \pm 0.001$. For characterised photon indistinguishability, $P_{\text{est}}$ should converge to 0.594 (blue line). Confidence that we are not sampling $U$ according to the Haar measure is quantified by the number of standard deviations $P_{\text{est}}$ is from $P_H = 1/3$ — for example, for 11 trials ($\sim 220$.}

![Fig. 6: Left-hand axis: Running average of $P_{\text{est}} = |T_1, T_2, 2 + T_1, T_2, 1|^2$ estimated from each of sixty-four independent 2-photon experiments (overlaid orange points) as $U$ implements uniformly at random elements of $D_1$ for polynomial $q_{19}$. The blue line marks the value that $P_{\text{est}}$ should ideally converge to, taking into account characterised indistinguishability of photon pairs (see Supplemental Material). Green and black dashed lines mark the values that $P_{\text{est}}$ would converge to when sampling uniformly from the Haar measure, for perfect and characterised indistinguishability respectively. Right-hand axis, purple line: The number of standard deviations that $P_{\text{est}}$ differs from the Haar average $P_H = 1/3$, quantifying confidence of directly discriminating a non-Haar ensemble.](image)
photon pairs) is more than 6 standard deviations.

**Conclusion** – We have realised unitary 1- and 2-designs in two dimensions, using multiphoton interference for a complete verification of their pseudorandom properties. To do so, we have made use of the fact that multiphoton transition probabilities are polynomials in the matrix elements of optical unitaries. In general, \((t + 1)\)-photon interference can be used to distinguish a \(t\)-design from a truly random ensemble of unitary operations. Although this can be mimicked with a reduced visibility of interference features using intensity correlation measurements of several input light fields [17], reaching the same visibility requires an overhead in measurement and data analysis [18]–[28]. Furthermore, we have demonstrated a scenario where standard process tomography would be incapable of inferring the ‘degree’ of randomness (as given by a value of \(t\)). Interestingly, it has been suggested that such ensembles will likely be required to demonstrate conjectured extra-classical capabilities of linear quantum optics [24].
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