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The ionization of a highly excited Rydberg atom subjected to a periodic sequence of electric field
impulses, or “kicks”, is chaotic. We focus on the dynamics of a single kicking period in order to isolate
the ionization mechanism. Potassium Rydberg atoms, prepared in a quasi-one-dimensional state, are
exposed to a sequence of ionization kicks, and the total fraction of ionized atoms is then measured.
These experimental data are compared to a one-dimensional classical model. The classical analysis
reveals that the ionization process is governed by a phase space turnstile—a geometric structure
associated with chaotic transport in diverse systems. The turnstile geometry is reflected in the
experimental data. Previous work explored the dependence of the turnstile geometry on the kicking
period. The present work explores the dependence on the kicking strength. In particular, increasing
the kicking strength allows us to observe the stretching of the turnstile lobe as it penetrates the
region of phase space occupied by the electronic state, leading to a sharp rise in the total ionization
fraction. This work thus highlights the importance of phase space geometry in organizing chaotic
transport in atomic systems.

PACS numbers: 32.80.Ee, 34.80.Dp, 05.45.Ac, 05.45.Pq

I. INTRODUCTION

Many physical systems display complex chaotic behav-
ior [1, 2]. Such systems span a broad range of length
scales and include global weather patterns [3], mixing of
fluids [4–6], and firing of neurons [7]. One mesoscale sys-
tem that has been used recently to study non-linear dy-
namics and chaos is the kicked Rydberg atom[8–11], i.e.,
a high-n atomic state that is subject to a series of electric
field pulses (termed half-cycle pulses, HCPs) with dura-
tions τk ≪ Tn, where Tn is the electron Kepler period. In
this regime each HCP simply delivers an impulsive mo-
mentum transfer, or “kick”, to the excited electron given
by ∆p =

∫

F (t)dt, where F (t) is the force exerted on the
electron as a result of the applied HCP. (Atomic units are
used throughout unless otherwise noted.) Atoms subject
to a series of such kicks exhibit a plethora of rich dynam-
ics. For example, application of a periodic series of unidi-
rectional kicks to a quasi-one-dimensional (quasi-1D) Ry-
dberg atom that are directed towards the nucleus along
the atomic axis leads to a mixed phase space containing
a series of stable islands that are embedded in a chaotic
sea. Such islands have been used to trap electronic wave
packets and transport them to different regions of phase
space [8, 11]. In contrast, application of a periodic se-
ries of unidirectional kicks away from the nucleus leads
to fully chaotic behavior, with no islands.

This paper focuses on the geometric structures present
in the phase space of a Rydberg atom subject to exter-
nal electric field pulses of alternating sign, i.e. alternating
between kicks toward and away from the nucleus. Earlier
work indicated that ionization in this system is controlled

by a geometric structure of phase space called a turn-
stile, which promotes electrons from bound to ionized
states during one kicking cycle [10, 12]. (For another ex-
ample of turnstile-mediated ionization see Refs. [13–15].)
Those electrons whose initial phase points reside within
the turnstile ionize after one kicking cycle, whereas those
with phase points lying outside the turnstile may ionize
only after application of additional kicking cycles.

The important role played by the turnstile in chaotic
ionization was highlighted in a recent series of experi-
ments using quasi-1D, n ∼ 306 and n ∼ 350, Rydberg
atoms in which an HCP was used to create an electronic
wave packet that exhibited transient localization in phase
space [10]. By controlling the overlap between the wave
packet and the turnstile, it was shown that when the
overlap was large, a sizable fraction of the Rydberg atoms
was ionized, whereas when the overlap was small, the ma-
jority of atoms survived. In the present work we demon-
strate a more direct test of the turnstile’s role; an initial
quasi-1D stationary Rydberg state is employed. Further-
more unlike [10] in which only the duration of the kick-
ing cycle was varied, here we vary both the duration and
the kick strength. Varying the kick strength allows us
to probe the transition from no ionization to more than
50% ionization. The experimental results are analyzed
with the aid of a one-dimensional classical theory that
predicts characteristic features seen in the data. These
features are explained in terms of the geometry of the
turnstile, further emphasizing the importance of phase
space geometry in determining the behavior of chaotic
atomic systems.

This paper is organized as follows: Section II describes
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FIG. 1: Experimentally measured ionization fractions for
quasi-1D n ∼ 306 Rydberg atoms subject to the sequence
of kicks shown in figure (a) as a function of kick strength ∆p̃
for the values of the periodic time T indicated.

the trends observed in experimental results; Section III
details the results observed in the one-dimensional nu-
merical simulations of the experiment; Section IV intro-
duces the phase space geometry that governs the dynam-
ics of this system; Section V details how the geometric
structure of phase space explains the signatures observed
in both experimental and numerical results.

II. EXPERIMENTAL RESULTS

The quasi-1D atoms studied here were prepared by
photoexciting ground state potassium atoms to selected
n ∼ 306 red-shifted Stark states in the presence of a weak
(∼ 400 µV cm−1) dc field. See Ref. [11] for details. The
atoms were then subject to the three alternating positive
and negative kicks in Fig. 1a; a positive kick is directed
away from the nucleus, and a negative kick is directed
toward the nucleus. The number of atoms that survive
the three kicks was measured by selective field ionization.
Measurements in which no kicks were applied were taken
at routine intervals during data acquisition to monitor
the number of Rydberg atoms initially created. This al-
lowed the fraction f of atoms ionized by the kick sequence
to be determined.
Figures 1b and 1c record the measured ionization frac-

tion f as a function of kick strength ∆p̃ for values of the
kicking period T ranging from 5 ns (the smallest that
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FIG. 2: Classical 1D simulations of ionization fractions for
quasi-1D n ∼ 306 Rydberg atoms subject to the sequence of
kicks shown in figure (a) as a function of kick strength ∆p̃ for
the values of the periodic time T indicated.

could be achieved experimentally) to 13 ns. (Tildes are
used to denote scaled atomic units r̃ = r/n2, t̃ = t/n3,

Ẽ = n2E, ∆p̃ = n∆p.) Focusing on the 5ns data in
Fig. 1b, the ionization fraction remains close to zero for
weak kicks up to ∆p̃0 <

∼ 0.2. At ∆p̃0 ≈ 0.2 the ioniza-
tion fraction begins to increase rapidly until it reaches a
“shoulder” at ∆p̃shoulder ≈ 0.6 after which it grows more
slowly. All three data series (T = 5, 7, 9 ns) in Fig. 1b are
nearly identical up to this shoulder after which they sep-
arate and distinguish themselves: the larger the T value,
the larger the ionization fraction f . Figure 1c repeats
the T = 5ns data, for reference, and compares it to the
T = 11ns and 13ns data. The initial rise of the 11ns and
13ns data can now be distinguished from the 5ns data.
These two curves are initially below the 5ns data but
then cross over it at about ∆p̃ ≈ 0.8, remaining above it
thereafter.
As will next be discussed, these experimental observa-

tions are in good agreement with one-dimensional theory,
and the experimental features can be naturally explained
within the context of the phase-space turnstile geometry.

III. NUMERICAL RESULTS

We adopt a classical one-dimensional hydrogenic
model in which the electron is confined to move along
a half line whose origin is at the nucleus. Time evolution
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of this system is governed by the Hamiltonian

H̃(r̃, p̃r) =
p̃2r
2

−
1

r̃
+ r̃F̃ (t̃), (1)

where r̃ and p̃r are electron position and momentum,
respectively, and F̃ (t̃) represents the electric field forc-
ing. Recall that tilde denotes scaled atomic units. In
these units the initial Rydberg state of the electron is
represented by the stationary classical distribution along
the energy shell Ẽ = −1/2. We model the experimental
pulses with square wave pulses shown in Fig. 2a. Af-
ter the application of these pulses to the initial Rydberg
state we calculate the final electron energy distribution.
The ionization fraction is determined as the fraction of
electrons that acquire a positive energy.
Ionization fractions obtained in this manner are shown

in Fig. 2b and Fig. 2c as a function of kick strength ∆p̃
for the same values of the kicking period T as in Fig. 1.
Despite the relatively simple model employed here, the
behavior of the ionization fraction is in good agreement
with the experimental data, and it displays many of the
same features. For small values of ∆p̃ <

∼ 0.3 the ion-
ization fraction is almost zero and only rises slowly with
increasing ∆p̃. At ∆p̃0 ≈ 0.25, however, the ionization
fraction begins to rise rapidly. For small values of T this
rapid rise quickly terminates and transitions to a near
“plateau” region where the ionization fraction increases
much more slowly, this transition introducing a “shoul-
der” in the ionization curve at ∆p̃shoulder ≈ 0.5. As T
increases this shoulder disappears ( Fig. 2c) and the ion-
ization fraction increases much more uniformly with in-
creasing kick strength. Nonetheless, for kick strengths
∆p̃shoulder <∼ 0.5, the initial rise in the ionization fraction
is largely independent of kicking period.

IV. PHASE SPACE GEOMETRY

The behavior of the ionization fraction f as a function
of ∆p̃ and T as discussed in Sections II and III can be
readily explained by appealing to the geometry of the
phase space turnstile, which is responsible for promoting
the electron from a bound to an ionized state. Our main
motivation for this paper is to understand the mecha-
nism of chaotic ionization under a periodic driving force.
The experimental pulse sequence in Fig. 1a was chosen
to isolate one period of this driving. Therefore, here
we consider the pulse sequence in Fig. 2a to be a part
of an infinite pulse train in Fig. 3a. Instead of record-
ing full electron orbits, we use the Poincaré return map
(r̃, p̃r) 7→ (r̃′, p̃′r) that takes the electron’s initial posi-
tion and momentum and returns their values one kicking
period T later. One period is marked by the thick red
line in Fig. 3a. We define the time origin of the map as
half way through the positive kick because this makes the
map symmetric under time reversal.
The point (r̃, p̃r) = (∞, 0) is an unstable fixed point

of the electron dynamics. The stable and unstable man-
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FIG. 3: (a) Periodic kicking used to compute the homoclinic
tangle shown in the main figure (b). The thick red (thin
blue) lines denote the stable (unstable) manifolds W s(W u).
The axes are labeled in scaled units.

ifolds attached to this unstable fixed point are shown in
Fig. 3b. The stable manifold W s (the thick red line) is
a curve that contains those points that asymptotically
converge onto the fixed point at infinity in the forward
time direction [1]. Similarly, the unstable manifold Wu

(the thin blue line) is a curve that contains those points
that asymptotically converge onto the fixed point in the
negative time direction. The stable and unstable man-
ifolds together form an intricate pattern in phase space
called a homoclinic tangle. The homoclinic tangle divides
the phase space into an inner resonance zone (which we
call the bound region) and an outer ionized zone. (The
system parameters used in creating the homoclinic tan-
gle shown in Fig. 3b are chosen for pedagogical reasons
and do not correspond to parameters used to generate
experimental or numerical results.)

The stable and unstable manifolds together define re-
gions of phase space called lobes whose dynamics govern
the time evolution in this system. Lobes fall into two
categories: escape lobes, En, and capture lobes, Cn. See
Fig. 3b. Under the Poincaré map the escape and capture
lobes map accordingly: En 7→ En+1 and Cn 7→ Cn+1.
The critical step in the ionization process is the mapping
of the E−1 lobe to the E0 lobe because the E−1 lobe is
fully contained within the resonance zone while the E0

lobe lies outside it. This portion of the homoclinic tan-
gle is called a turnstile because it acts as a vehicle to
transport electrons from bound to ionized states.

One can gain physical understanding for the turnstile
mechanism by following the electron dynamics under
application of small delta function (i.e., instantaneous)
kicks to an electron. In the absence of kicks, electron
trajectories are characterized by the sign of their energy.
Electrons with negative energy are bound while electrons
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with positive energy are free. The zero energy orbit forms
a separatrix, which separates these bound and free re-
gions of phase space. This simple unkicked system can be
studied using the Poincaré return map introduced above,
with the understanding that the Poincaré map is now
equivalent to strobing the system at regular intervals of
period T . As long as the ratio of the electron’s classi-
cal Kepler period to the strobing period is not a rational
number, iterates of the Poincaré map generate a sequence
of points in phase space that, after many iterations, fills
in the trajectory curve from the continuous phase space
evolution. Applying the alternating delta function kicks
to this system causes the separatrix to split into stable
and unstable manifolds. The initial portion of the unsta-
ble manifold, with negative momentum, closely follows
the lower branch of the separatrix in the unkicked sys-
tem (Fig. 3b). (Similarly the initial portion of the stable
manifold, with positive momentum, closely follows the
upper branch of the unkicked separatrix.) Intersections
between the stable and unstable manifolds occur every
integer multiple of half the kicking period. For example,
taking the first intersection to be at the nucleus (with
infinite momentum, see Fig. 3b), the second intersection
closest to the nucleus, with negative momentum, is T/2
away from the nucleus. The third intersection is T away
from the nucleus, the fourth 3T/2, and so on.

We now focus on the electron trajectory whose (ini-
tially bound) phase space position before the applied ion-
ization kicks is near the unkicked separatrix, just above
the unstable manifold and inside the E−1 lobe. The first
step in the map is to apply half of the positive kick to
the electron. This step makes the electron momentum
less negative and hence the electron orbit becomes more
bound. The next step in the map is to let the electron
evolve freely for T/2. Since the orbit has negative mo-
mentum, the electron is moving towards the nucleus, and
since we are assuming small deviations from the separa-
trix, this orbit closely follows the separatrix. After T/2
it is still moving towards the nucleus and is positioned
somewhere above the C0 lobe. The third step in the
map is to apply the full negative kick. This step ion-
izes the orbit since the electron is “pushed” to just below
the separatrix. The fourth step in the map is to again
let the electron evolve freely for T/2. The electron con-
tinues moving towards the nucleus, but after T/2 it has
bounced off the nucleus and emerged with positive mo-
mentum. However, since its orbit is now unbound, after
T/2 the electron is above the separatrix in phase space.
Hence the application of the final half of the positive kick
only increases the electron momentum and the orbit re-
mains unbound. Hence the bound orbit from inside the
E−1 lobe maps to an unbound orbit inside the E0 lobe.
One can apply the same reasoning to understand how the
rest of the lobes map into each other.

All electron trajectories that are inside the E−1 lobe
ionize after a single application of the map, whereas tra-
jectories just outside the E−1 lobe require further appli-
cations of the map before ionization occurs. [16] Hence
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FIG. 4: The turnstile in physical and energy-time coordinates.
The starting energy shell is represented by the red line. The
energy axis is labeled in scaled units and t̃ = 2π corresponds
to the Kepler period. The system parameters used in creating
these figures are chosen for pedagogical reasons and do not
correspond to parameters used to generate experimental or
numerical results.

only that portion of an energy shell that overlaps the
E−1 lobe is ionized after application of the pulse sequence
shown in Fig. 2a. Figure 4a shows the E−1 lobe together
with a line representing the initial energy shell, i.e., the
locus of points in phase space that correspond to the en-
ergy Ẽ = −1/2.

To better understand how the overlap between the en-
ergy shell and the E−1 lobe, and hence the ionization
fraction, changes as the kick strength ∆p̃ and the kicking
period T are varied, a canonical set of energy-time co-
ordinates is introduced. The energy coordinate Ẽ is the
electron energy, and the time coordinate t̃ is the nega-
tive time it takes the electron to reach the nucleus. The
turnstile lobe in these coordinates is shown in Fig. 4b.
The light gray curve is the phase-space boundary de-
fined by the negative Kepler period −T̃k of each energy
Ẽ. This curve is physically identified with the right ver-
tical boundary at t̃ = 0, i.e., both the gray curve and
the vertical line at t̃ = 0 represent an electron striking
the nucleus. Time evolution in these coordinates con-
sists of uniform motion from left to right along horizontal
lines. When a trajectory reaches t̃ = 0, it jumps back to
t̃ = −T̃k.
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FIG. 5: E
−1 lobe characteristics in energy-time coordinates for T = 3ns and the kick strengths ∆p̃ indicated.

The E−1 lobe has two long “horns”. In energy-time co-
ordinates these horns stretch downward until they reach
the left phase space boundary and then re-emerge on
the right boundary, only this time stretching upwards.
Hence, in the example chosen (Fig. 4b), the E−1 lobe
overlaps the energy shell (the thick black line) in one
broad interval together with two narrow intervals associ-
ated with the horns that wrap around the nucleus. The
fraction of the energy shell that overlaps the E−1 lobe,
and hence the ionization fraction, thus corresponds to the
fraction of time a trajectory of energy Ẽ = −1/2 spends
inside the E−1 lobe. This can be calculated by divid-
ing the total length of the line of constant energy lying
within the E−1 lobe by the scaled Kepler period 2π.

V. ROLE OF THE TURNSTILE GEOMETRY

A. Small T

We first consider the turnstile geometry for values
of T roughly equal to or less than the Kepler period
Tk = 4.35ns. We pay particular attention to how the
geometry changes as a function of the kick strength ∆p̃.
Figure 5 shows the E−1 lobe in energy-time coordinates
for increasing values of ∆p̃ and a fixed value of T = 3ns.
For small values of ∆p̃ there is no overlap between the
E−1 lobe and the energy shell (Fig. 5a), whereupon the
ionization fraction is zero. As ∆p̃ increases the splitting
between the stable (red) and the unstable (blue) mani-
folds increases and elongates the E−1 lobe while keeping
the positions of the intersections between the stable and
unstable manifolds unchanged. The horns cross the en-

ergy shell at some critical value ∆p̃i (Fig. 5b), whereup
the ionization fraction becomes nonzero. Since the horn
tips are very narrow, the ionization fraction initially re-
mains close to zero. As ∆p̃ increases the horns elongate
further and the overlap with the energy shell broadens
leading to a rapid increase in the ionization fraction. At
a critical value of ∆p̃s the main body of the E−1 lobe be-
gins to overlap the energy shell; the two “horn” intervals
merge into a single interval (Fig. 5c). Further increases in
∆p̃ increase the length of the E−1 lobe but do not signifi-
cantly increase the overlap between the E−1 lobe and the
energy shell (Fig. 5d). As a result, further increase in the
ionization fraction is slow, leading to the shoulder seen
in Fig. 6. This progression was explained in Ref. [12],
Sec. 4B, and leads to the steep increase followed by a
plateau in the ionization fraction.

Appendix A derives two approximations to f for small
values of ∆p̃. See Fig. 6. The first approximation is for
delta-function kicking

f =
32

3π
∆p̃3. (2)

Though this is an overestimate, it nevertheless follows the
initial rise. It is also independent of the kicking period T .
However, it displays a gradual growth from zero, without
the critical kick strength ∆p̃0 ≈ 0.25.

The second approximation is more accurate and allows
for the small nonzero width of the kicking pulses. [See
Eqs. (A12) and (A13).] Figure 6 shows that this approxi-
mation more accurately matches the initial rise of f than
the first approximation. It yields an initial critical value
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of the kick strength

∆p̃0 =

(

τ̃k
36

)1/3

≈ 0.27. (3)

The last step follows from the fact that the kick dura-
tion τk = 500ps is equal to τ̃k = 0.72 in scaled atomic
units (for n = 306). This closely matches the initial on-
set seen in Fig. 6. Finally, the second approximation is
also independent of T , thus providing an explanation for
the universal form in the rise of f as a function of ∆p̃.
We have therefore theoretically explained why the initial
rise is independent of T and have provided an accurate
theoretical value for the critical kicking strength.
Using a Melnikov analysis (similar to that in Ap-

pendix A), Ref. [12] showed that the shoulder occurs

at ∆p̃shoulder = 0.285T̃ 1/3. The quantity ∆p̃shoulder is
shown for different values of T by the vertical lines in
Fig. 6. For T = 5ns it yields the value ∆p̃shoulder = 0.55
which is half way between the experimental value (0.6)
and the numerical value (0.5) .
The separation and ordering of the T = 5, 7, 9ns data

(Fig. 1b) after the shoulder can be understood in terms of
the overall widths of the turnstile lobes in Fig. 5. It was
demonstrated in Ref. [12] that the widths of the lobes
scale linearly in T . Thus, we should expect the larger T
values to have larger ionization fractions, after the shoul-
der, as in Figures 1b and 1c.

B. Large T

The same analysis can be repeated for larger values of
T . Figure 7 shows the behavior of the E−1 lobe for the
same values of ∆p̃ as used in Fig. 5 but for T = 11ns. The
intersections between the E−1 lobe and the energy shell

now occur farther to the left and the width of the E−1

lobe is substantially increased [12]. As in Fig. 5, for small
values of ∆p̃ there is no overlap between the E−1 lobe
and the energy shell, and the ionization fraction is zero.
However, as ∆p̃ increases and the E−1 lobe elongates
the left and right horns behave differently. The left horn
is being “squeezed” against the phase space boundary
and becomes narrower than the right one. The result
of this squeezing is a change in the “angle” between the
boundary of the E−1 lobe and the energy shell which
becomes more obtuse as T increases. Hence the overlap
between the turnstile and the energy shell continues to
increase even after the energy shell overlaps the main
portion of the lobe.
As T becomes much larger than the Kepler period,

the ionization fraction as a function of ∆p̃ comes to be
independent of T as illustrated in Fig. 8. This could
be understood as follows. The first positive kick in the
ionization sequence transforms the ensemble from a sin-
gle energy shell to a distribution of energy shells. (In
the limit of delta function kicks, the energy follows a
square Lorentzian distribution.) Note that the ensem-
ble of electron trajectories is not uniformly distributed
in time along the Kepler orbits. However, as time af-
ter the kick increases, the ensemble redistributes itself
along the Kepler orbits, eventually leading to a distribu-
tion that is approximately stationary. Once T/2 is large
enough to reach this steady state (i.e. T/2 much greater
than the Kepler period 4.35 ns), any further increase in
T has no effect on the electron distribution when the sec-
ond pulse arrives. A similar steady state is obtained in
the interval between the second and third pulses. Thus
the ionization fraction itself becomes independent of T .
Appendix B derives an approximation for the ionization
fraction f based on this approach. (See Fig. (9).) Note
that there is no shoulder in this approximation, consis-
tent with the experimental and computational data in
Figs. 1 and 2.
We now consider what happens to the turnstile lobe ge-

ometry at large T . The lobes are further sheered in the
energy-time phase space and are forced to “wrap around”
the nucleus. The lobe will have numerous small intersec-
tions with the energy shell, creating an approximately
uniform distribution. At this point, this distribution be-
comes more important than the overall geometry of the
turnstile.

VI. CONCLUSIONS

We have demonstrated the important role played by a
phase-space turnstile in governing the chaotic ionization
of quasi-1D Rydberg atoms, driven by a train of alter-
nating kicks. Only the portion of the energy shell over-
lapping the turnstile ionizes during a single kicking cycle.
In particular, we investigated the dependence of the ion-
ization fraction on the kick strength and the duration of
the kicking cycle.
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FIG. 8: Ionization fraction as a function of kick strength ∆p̃
for the values of T indicated.

More broadly, the data demonstrate that alternating
pulse sequences can generate turnstiles that transport
electrons from one localized region of phase space to a
new localized region of phase space. With appropriately
designed pulse amplitudes and timing this might be ex-
ploited to capture free electrons into bound states, to
rapidly transport localized wave packets between differ-
ent regions of phase space, i.e., to induce “hopping” to
a narrow distribution of final energy states, and (by sys-
tematically varying the position of the turnstile lobe) to
map the phase space distribution associated with a dif-
fuse initial wave packet.

f

kick strength ∆ p̃
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10000ns

Eq. (B7)

FIG. 9: Ionization fraction as a function of kick strength ∆p̃.
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Appendix A: Ionization fraction f for small ∆p̃

We derive the dependence of the ionization fraction
f on the scaled kicking strength ∆p̃, when ∆p̃ is small.
This dependence is shown to be independent of the scaled
kicking period T̃ .
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1. Delta-function kicking
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FIG. 10: (a) The approximation M1(a) to the Melnikov
function M(a) appropriate for delta-function kicking. (b)
The Melnikov function M(a) for square wave kicking with
nonzero width. Parameters used in both figures are T = 5ns,
∆p̃ = 0.35, and τk = 500ps.

We use the Melnikov function M [2, 17], computed in
Ref. [12], which measures the splitting between the stable
and unstable manifolds. More precisely, in the limit of
small kick strength ∆p̃, the stable and unstable manifolds
may be viewed as perturbations to the unkicked separa-
trix at Ẽ = 0. Denoting the time along the separatrix
by t̃ (with t̃ = 0 at the nucleus), M(t̃) is the difference

in energy Ẽ between the unstable and stable manifolds,
perturbed away from point t̃ along the separatrix.

In Ref. [12], Eq. (B10), the Melnikov function is com-

puted as a function of a = t̃/T̃ to be

M(a) =
∆p̃

2κT̃ 1/3

(

9

2

)1/3

× (A1)

∑

n∈Z

[

|a+ n+ κ|2/3 − |a+ n− κ|2/3

−|a+ n+ 1/2 + κ|2/3 + |a+ n+ 1/2− κ|2/3
]

,

where κ = τ̃k/(2T̃ ) [18]. For small values of κ, i.e. for
short kicking pulses, Eqs. (B14) and (B15) in Ref. [12]
demonstrate that

M(a) = M1(a) +O

(

κ2

δa4/3

)

, (A2)

M1(a) =
∆p̃

T̃ 1/3

(

4

3

)1/3

×

∑

n∈Z

[

|a+ n|2/3

a+ n
−

|a+ n+ 1/2|2/3

a+ n+ 1/2

]

, (A3)

where δa (−1/4 ≤ δa ≤ 1/4) is the distance of a to the
nearest integer or half-integer.
For delta-function kicks, κ goes to 0 so that the er-

ror term in Eq. (A2) vanishes and the Melnikov function
is simply M1(a). Fig. 10a shows M1(a). The regions
between the graph of M1(a) and the horizontal axis rep-
resent the capture and escape lobes. The escaping flux
f after one iterate is then proportional to the intersec-
tion length between E−1 and the line δẼ = 0.5, which
represents the initial electron state. As evident from the
translational and reflection symmetry of M1(a) shown in
Fig. 10a, the intersection between E−1 and the line

δẼ = 0.5 equals twice the length of the shifted interval
I in Fig. 10a. Since the length ℓI of I is small (justified
below), it may be computed by assuming 0 < a ≪ 1 in
Eq. (A3), yielding

M1(a) =
∆p̃

T̃ 1/3

(

4

3

)1/3
1

a1/3
. (A4)

Setting M1(a) = 1/2 yields

ℓI =
32∆p̃3

3T̃
. (A5)

Since ℓI is proportional to ∆p̃3, we have justified our
above assertion that ℓI is small. Multiplying ℓI by 2T̃
and dividing by the scaled period 2π yields the ionization
fraction

f =
2T̃ ℓI
2π

=
32

3π
∆p̃3. (A6)

This approximation is shown as the open circles in Fig. 6.
It is an overestimate of the ionization fraction computed
by classical trajectory Monte Carlo (CTMC) simulations,

which are shown in Fig. 6 for different values of T̃ . Nev-
ertheless, this approximation does reflect the fact that at
small values of ∆p̃, the ionization fraction f is indepen-
dent of T̃ .
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2. Square-wave kicking

A more accurate approximation to the initial rise of
the ionization fraction as a function of ∆p̃ is computed
by acounting for the width τ̃k of the kicking pulses. Most
importantly, when κ = τ̃k/(2T̃ ) is nonzero, we must prop-
erly model the horn of M(a) in Fig. 10b. Equation (A1)
shows that the horn (i.e., the discontinuity in dM/da)
occurs at a = κ. The height of the horn is then M(κ).
To lowest order in κ, Eq. (A1) yields

M(κ) = ∆p̃

(

9

4κT̃

)1/3

+O(κ0). (A7)

If the height of the horn is less than the scaled energy
1/2, then there is no ionization. The critical momentum
∆p̃0 at which ionization first occurs is thus approximated
by setting M(κ) = 1/2 in Eq. (A7) and solving for ∆p̃ to
lowest order in κ, yielding

∆p̃0 =

(

κT̃

18

)1/3

=

(

τ̃k
36

)1/3

. (A8)

Thus, ∆p̃0 is independent of the kicking period T̃ . This
explains why the initial onset of f observed in Fig. 2b is
independent of T̃ .
To compute the initial rise of f , we set ǫ = a − κ in

Eq. (A1)

M(a) =
∆p̃

2κT̃ 1/3

(

9

2

)1/3

× (A9)

∑

n∈Z

[

|ǫ+ n+ 2κ|2/3 − |ǫ + n|2/3

−|ǫ+ n+ 1/2 + 2κ|2/3 + |ǫ + n+ 1/2|2/3
]

.

Taking ǫ and κ to be the same order, i.e. O(ǫ) = O(κ),
the terms |ǫ + 2κ|2/3 − |ǫ|2/3 in the sum are order ǫ2/3.
All other terms in the sum are order ǫ or higher. So, to
lowest order in ǫ,

M(a) = Mǫ(a) +O(ǫ), (A10)

where the approximation Mǫ is

Mǫ(a) =
∆p̃

2κT̃ 1/3

(

9

2

)1/3
(

|ǫ+ 2κ|2/3 − |ǫ|2/3
)

=
∆p̃

2κT̃ 1/3

(

9

2

)1/3
(

|a+ κ|2/3 − |a− κ|2/3
)

.

(A11)

Re-expressing the argument of Mǫ(a) in terms of t̃ = aT̃ ,

Mǫ(t̃) =
∆p̃

τ̃k

(

9

2

)1/3
(

|t̃+ τ̃k/2|
2/3 − |t̃− τ̃k/2|

2/3
)

.

(A12)

The interval I in Fig. 10c is thus bounded by t̃L and t̃R
obtained by solving M(t̃) = 1/2, which is done numeri-
cally. The ionization fraction is then

f =
2(t̃R − t̃L)

2π
. (A13)

Note that since M(t̃) does not depend on T̃ , for a fixed

value of τ̃k, the roots t̃L and t̃R also do not depend on T̃ .
Hence the initial rise of f does not depend on T̃ , as seen in
the CTMC simulations in Fig. 6. Approximation (A13)
is shown as the solid dots in Fig. 6. Note the excellent
agreement with the initial rise of f , regardless of T̃ . For
each value of T̃ , f eventually deviates from Eq. (A13)
and forms the shoulder. In Ref. [12], Eq. (B20), it was

shown that this shoulder occurs at ∆p̃ = 0.285T̃ 1/3. In
Fig. 6, these shoulder values are denoted by the vertical
lines, nicely matching the CTMC data.

Appendix B: Ionization fraction f for large T̃

We now present a method to approximate the ioniza-
tion fraction for large T̃ that does not explicitly depend
on the turnstile structure. The initial electron state is
described by an invariant classical distribution restricted
to the energy shell Ẽ = −1/2.

Ẽ0 =
p̃2

2
−

1

r̃
= −

1

2
. (B1)

In momentum space the distribution ρ(p̃) is symmetric
about and peaked at p̃ = 0. The flux Φ(p̃) = ρ(p̃)dp̃/dt̃
through p̃ is constant for all values of p̃. Hence,

Φ(p̃) = ρ(p̃)
dp̃

dt̃
= −ρ(p̃)

(

p̃2

2
− Ẽ0

)2

= −A0, (B2)

where A0 is a normalization constant.
Imparting a kick changes the shape of this distribution.

Here we assume delta-function kicks which impart the
same total impulse ∆p̃ as the kicks shown in Fig. 2a. A
delta-function kick changes the energy of the electron by

∆Ẽ =
2p̃∆p̃+∆p̃2

2
. (B3)

Since the change in energy depends on the electron’s ini-
tial momentum, we are now able to write down the dis-
tribution of energy change for the electron ensemble as a
result of a single kick.

ρ(∆Ẽ) =
4A0|∆p̃|3

[

(

∆Ẽ − ∆p̃2

2

)2

− 2∆p̃2Ẽ0

]2
. (B4)

The energy distribution is then given by

ρf (Ẽf ) =
4A0|∆p̃|3

[

(

Ẽf − Ẽ0 −
∆p̃2

2

)2

− 2∆p̃2Ẽ0

]2

≡ G(Ẽf ; Ẽ0,∆p̃). (B5)
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This is the final energy distribution resulting from a sin-
gle kick imparted to an initial stationary ensemble with
energy Ẽ0. In the general case of an arbitrary initial sta-
tionary ensemble, with energy distribution ρi(Ẽi), the
final energy distribution is

ρf (Ẽf ) =

∫

dẼi ρi(Ẽi)G(Ẽf ; Ẽi,∆p̃). (B6)

After the initial kick, the electron ensemble has the
energy distribution Eq.(B5), with Ẽ0 = −1/2. This en-

semble is not stationary. However, as time evolves af-
ter the initial kick, the electron trajectories increasingly
“randomize” their positions along the time-axis, due to
the variation in Kepler periods. At sufficiently long times
(relative to the Kepler periods), the ensemble will thereby
reach an approximate steady state. Thus, for large values
of T̃ , the energy distribution resulting from the second
(and third) kick is obtained by Eq.(B6). Putting all three
kicks together, we obtain

ρ(Ẽf3) =

∫

dẼf2G

(

Ẽf3 ; Ẽf2 ,
∆p̃

2

)
∫

dẼf1G
(

Ẽf2 ; Ẽf1 ,−∆p̃
)

G

(

Ẽf1 ;−
1

2
,
∆p̃

2

)

, (B7)

where n in Ẽfn denotes the energy distribution after the
n-th kick. (Note that the kick imparted during the first
and last kick is half the size and in a different direction
than the second kick.)
The ionization occurs when the final electron energy is

positive. This yields the approximation shown in Fig. 9.
Even though this approach overestimates the ionization

fraction, it does capture the essential features for large
T . (Note that the excess ionization fraction is a conse-
quence of the delta-function approximation to the kicks.)
In particular, this approximation does not depend on T
and thus we have shown that for large T the overall shape
of the ionization fraction is independent of T .
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