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The dynamics of atom-molecule conversion system subject to dephasing noises is studied in this
paper. With the dephasing master equation and the mean-field theory, we drive a Bloch equation
for the system, this equation is compared with the Bloch equation derived by the Bogoliubov-Born-
Green-Kirkwood-Yvon (BBGKY) hierarchy truncation approach. Fixed points of the system are
calculated by solving both the Bloch equations and the master equation, comparison between these
two calculations suggests that while in a short time the mean-field theory is a good approximation
for the atom-molecule conversion system, a high order hierarchy truncation approach is necessary
for the system in a long time scale. Although the MFT can not predict correctly the fixed points,
its prediction on the stability of the fixed points are consistent with the BBGKY theory for a wide

range of parameters.

PACS numbers: 03.75.-b, 03.75.Hh, 03.75.Gg

I. INTRODUCTION

In the realm of ultracold atom-molecule physics, as-
sociation of ultracold atoms into diatomic molecules is
an attractive subject. It inspires many interests due to
its applications ranging from the production of molecule
Bose-Einstein condensates (BECs) to the study of chem-
ical reaction and permanent electric dipole moments [1-
8]. Coherent oscillations between an atomic BEC and a
molecular BEC have been theoretically predicted[9, 10]
by the use of Gross-Pitaevskii (GP) equations [11-
16], the results suggest that the mean-field theory is a
good formalism to describe the conversion of atoms to
molecules in the absence of noise [17, 18].

The noise may come from the inelastic collisions be-
tween the atoms in the condensates and that in the non-
condensate atoms, local fluctuations and non-local fluc-
tuations. The noise may also come from the random
variation of the atom-molecule detuning or magnetic field
fluctuations in the Feshbach-resonance setup[17, 19-21].
The presence of noise can dephase the Bose-Einstein con-
densates and strongly limit the validity of the Gross-
Pitaevskii(GP) equations. There have been several theo-
retical studied going beyond the GP equations, for exam-
ple, based on the time-dependent field theory, the dynam-
ics of the atom-molecule conversion system was studied
in [22, 23], where the noise comes from nonlocal fluctu-
ations due to the time-dependent pair correlations, and
within the two-model approximation, the authors in Ref.
[19, 24] explored the master equation to investigate the
atom-molecule conversion system.

Earlier studies on a bimodal decoherence-free conden-
sate have shown that the mean-field theory(MFT) may
fail near the dynamical instability[25, 26], this inspires
us to explore whether the MFT is valid for the atom-
molecule conversion system with noise (dissipation and
dephasing). The effect of dissipation on the dynamics
of the atom-molecule conversion system was studied in

[24]. In this paper we will focus on the effect of dephas-
ing within the two-mode approximation. We show that
the dynamics of the dephasing atom-molecule conversion
system is well treated by the MFT in a short time scale,
but it fails to give a correct prediction about the system
at a long time scale. This suggests us to use the high
order of BBGKY hierarchy truncation[25, 26] to explore
the atom-molecule conversion system subject to dephas-
ing noises.

The remainder of the paper is organized as follows. In
Sec. II, we introduce the dephasing master equation and
derive a Bloch equation for the system, the solution of
the Bloch equation without dephasing is presented and
discussed. In Sec. III, we calculate the fixed points of the
system with the MFT and compare these fixed points
with that by analytically solving the master equation.
The Bloch equation derived from the BBGKY hierarchy
equation is presented in Sec. IV. In Sec. V, we discuss the
stability and the feature of the fixed points from both the
MFT and the BBGKY hierarchy truncation. Discussion
and conclusions are given in Sec. VI.

II. MODEL

We consider the simplest model for the atom-molecule
conversion system. By the two-mode approximation, the
model Hamiltonian can be written as[11, 19, 27

f= %a*a + (@atath + btaa), (1)

[\

where @ and b represent annihilation operators for atom
and molecule, respectively, g denotes the strength of the
atom-molecule conversion, and € is the atomic binding
energy.

The master equation taking only the dephasing noise
into account may be written into the following form[19,



28]

p= —i[ﬁ,p] - F[Ev [Ea p]]a (2)

where p is the density matrix of system, I' is the de-
phasing rate, the Lindblad operator ¢ is the population
difference,

¢ =2b%b — afa. (3)
The total atom number operator N = 2b'h + a'a is con-
served since 6%}:) = 0, so the total atom number N is a

constant that does not change with time in the dynamics.
Define,

i faTaTlSJr blaa

xr N3/2 I

. atath —btaa

Ly = ﬂlw,

A 20t — ata

[, = 2229 4
- (4)

where ﬁz denotes the number differencg between the
atoms and the molecules in the system, L, and L, can
be used to characterize the coherence of atom-molecule
conversion. It is easy to prove that,

. 4i
|:LZ7L;Ej| = NLua
. 4i
L.,L,| = -FLa,
k) = -5

[LenLy] = %(1_iz)(1+3iz)+%. (5)

Notice that ﬁx,f,y,iz are not the SU(2) generators,
because their commutation relations contain quadratic
terms of L.. Nevertheless, in the small atom-molecule
number difference and large N limit (N — o0), Ly, L,

and L. really form a sphere since they satisty,
1

(flz)z + (f’y)2 = 5(1 + jiZ)(l - i Z)2
+ %(1_Jiz)+%fiz. (6)

We will call this sphere the generalized Bloch sphere
even when the system is far from the limits. With these
definitions, the Hamiltonian becomes H = —$NL, +
%N 3/2],.. and the master equation can be rewritten
as

p:—i[ﬁ,p]—FNz[iz,[fJZ,pH. (7)

From this master equation, the expectation values de-
fined by F; = (L;) = Tr(pL;),i = x,y, z follow,

OF,
5 = eFy — 16TF,
OF, 3 .
a—;’ = —¢F, — AF, + 5A<L§> —~16T'F, — R,
OF,

= = 2AF, (8)

where A = g4/%, and R = 1A + %. The lowest-order

2
truncation of Eq. (8) is acquired by approximating the
second-order expectation values (L; L;) as products of the
(i

J
first-order expectations (L;) and (L;) [25], namely,
(LiLy) ~ (Li)(Ly), 9)

with this approximation, Eq. (8) reduces to,

OF,

5 = Fy — 16TF.,

or, 3,

OF

—~= = 2AF,. 10

Next we discuss the situation with zero dephasing rate,
' =0, Eq. (10) follows,

oF,
ot = ek,
OF, 3
—Y — _¢F,—AF, 4+ =AF? -
5 € + 5 AL R,
OF,
= 2AF,. 11

Define a = €2 + ¢2N, b = —%g2N7 and ¢ = gQTN +2¢% —
e?F, with F,o the initial value of F,, the solution of
Eq. (11) can be obtained by solving,
O0*F, 9
W-FGFZ—FI)FZ-’-C:O. (12)
We notice that b must not be zero here, otherwise g = 0,
which would result in A = 0 leading to F3(¢) = 0, then

F(t), = Fo, i.e., the state of system remains unchanged.
The solution of Eq. (12) is,

a—A

F, = uy — (uz — uz)en?(k(t — to),m) — 55

(13)

where cn(k(t — to), m) is the Jacobi elliptic cosine func-
tion. w; > us > wug and u; = ncosf — 5
us A A

ncos(f + %) — 55, uz = ncos(f + %”) — k.= %7
b

2
cos(30) = —% (d(%)3+2), A = Va? —4bc, B = b,

_ 3 3A .2 _ a—A
d = —ug — 55ug, and ug = Fo + 5.

U

F,(t) is a periodic function of time with period
T — _2K]gm) and K(m) =
fO% dep being the first kind Legendre’s com-
plete elliptic integral. ¢y denotes the time when F), takes
F,o that can be determined by solving Eq. (13). Eq. (11)
describes a rotation of the Bloch vector F, obviously the
norm |F| is conserved in the MFT when the dephasing
rate is zero.

In Fig. 1, we plot the ratio of N, to N as a function
of time. Two results are presented, one comes from Eq.

_ —B(u1—us)
Bo= /Bl

)



(13), and another is obtained by solving the master equa-
tion with I' = 0 numerically. We find that at a short time
scale, the two results are in good agreement, however, at
a long time scale, the two results are evidently different.
This suggests that the MFT is a good approximation to
describe the dynamics of the atom-molecule conversion
system at a short time scale. Besides, the binding en-
ergy of the atom can turn the system from self-trapping
regime (Fig 1 (a)) to tunneling regime (Fig 1 (b)). This
can be understood as a conversion blockage due to the
energy difference between the atoms and molecules. Note
that the binding energy of the molecules is zero.
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FIG. 1: (Color online) The number of atoms in the atomic
mode as a function of time. The red-dashed line represents
Eq. (13), which is an analytical solution of the Bloch equation
with I' = 0 based on the mean-field theory. In contrast, the
numerical simulation of the Liouville equation (2) with I = 0
is shown by the blue-solid line with F.o = 1, Fpo = Fyo =0
at time ¢t = 0. Here and hereafter, ¢ and I' are rescaled
in units of g, and ¢ is then in units of 1/g. Hence all

IIT. STEADY STATE AND FIXED POINTS

The fixed point of the system is defined by
E,=F,=F,=0. (14)

By this definition, we can obtain the fixed points in the
MFT,

Fyp=Fyp=0,F.p = % (1 — \/m) . (15)

On the other hand, we can obtain the steady state by
analytically solving the master equation Eq. (2). Once
we have the steady state of the system, the fixed points
can be calculated by the definition of F;. The steady state
ps satisfies the following equation,

ps = —ilH, ps]+T (2£psz? ~lip, — pszfé) —0. (16)
It is easy to prove that the off-diagonal elements of den-
sity matrix vanish in the steady state due to the dephas-
ing. The proof is as follows. Define Fock states |n) =
[N —2n,n) denoting (N — 2n) atoms and n molecules
(n=0,1,2,--- N/2), we have the following equation for
the off-diagonal elements of the density matrix,

Opmn .
l(;t +Z(am _an) Pmn
+16L(m — 1) pyn + £ (£) = 0, (17)
where g(t) = Z(b7np7n—1n + CmPm+1n  —
bnpmn—l Cnpmn+1)7 anp = %(N — 21],),
b, = 2(v/(N=2n+1)(N -2n+2)(n)), and

parameters are of dimensionless. N = 100,g = 1. (a) Cn = %(\/(N —2n)(N—-2n—-1)(n+1)). The for-
and (b) are for different . (a) e = 25, and (b) £ = 19. mal solution of Eq. (17) is

Prmn = ef(i(amfan)JrlGF(mfn)z)t[E _ /g(t)e(i(amfan)JrlGF(mfn)z)tdt], (18)

[
where = is a constant determined by the initial condition Collecting all together, we have,
of pmn. We find that when t — 00, pmn — 0(m # n).
This gives the steady state, NJ2
1
pe=3 (57as7) o, (20)
N/2 ; N/2+1

pe =3 puln) (nl. (19)

For the steady state, it is required that [ﬁ, ps] = 0, from
which we obtain p; = p;_1. This together with Trps =

1, we obtain pg = p1 = p2 = -+ = pnj2 = N/§+1'

The fixed points Fi, (i = z,y,2) of the sys-
tem can be given by the steady state Eq. (20)

N/2
as F.s =Tr(psL.) = Y, LZ(W) [n) (n] =0. In the
n=0

same way, Fys = Fy, =0. Namely, the fixed point given



by solving the master equation is,

Foo=Fys=F,; =0. (21)

It is easy to find that the fixed points given by the MF'T
and the master equation are different. This indicates that
the MFT is not a good approach to describe the atom-
molecule conversion system at a long time scale. This
stimulates us to use the BBGKY hierarchy truncation[25,

26] to study the system.

IV. THE BBGKY HIERARCHY OF
EQUATIONS OF MOTION

As aforementioned, the differential equation for the
Bloch vector up to the first order is not a good treat-
ment at a long time scale. Thus high order expectation
values is required. In this section, we will obtain an im-
proved theory to the MFT using the next order of the
Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hier-
archy of equation of motion.

Writing (L2) in Eq. (8) in terms of the following ex-
pectation value,

Kij = (LiLj + LjLi) = 2(Li){L;),i,j = z,y, 2
and truncating the BBGKY hierarchy of equations of mo-

tion for the first- and second-order operators L, L; L
[25, 26],

(22)

bo

(LiLiLy) ~ (LiLj){(Li) + j
+ (LiLi)(Lj) — 2Li)(L;)(Le), (23)

we get the following set of equations for the first- and
second-order moments,

OF,
5 = €Fy — 16TF,,
F,
% = —eF, — AF, + A< KZZ+F2) —16I'F, — R
OF,
—= = 2AF,
ot v
KII
0 or = 26Ky = 320Ky, + 320Ky, + 64CF,
K
% = —2eK,, — 2AK,, + 6AF.K,, — 32TK,,
+ 32T'K,, + 64T F2,
8Kzz
—Z = 4AK,.,
ot Y
0K,
o Y = &Ky — AK,, + 3AF K, +eKy, — 64T K,,
— 64T'F,F,,
0K,.
a—: = 2AK,, —eK,, — AK,, +3AF,K,, — 16TK,,
6K;Ez
= 2AK,, +eK,, — 16T'K,.. (24)

ot

Eq. (24) was called Bogoliubov backreaction
equations[25, 26] (BBR), because the fluctuations
K;; are driven by the mean-field Bloch vector F, which
is physically described by the Bogoliubov theory. In
turn, the Bloch vector is affected by the fluctuations
Kij.  This backreaction makes the trajectory of the
system not confined to the surface of the generalized
Bloch sphere, which is a reminiscence of the effect of
dephasing.

We plot the time evolution of the atom number N, and
the fluctuation K,, given by BBR and MFT in Fig. 2.
The results from numerically solving the master equation
Eq. (2) is also presented. To plot the figure, the following
initial condition

F, =1,
Kyw = yy:4(N—1)/N2a (25)
Fm:Fy:Kzz:K;Ey:KLEZ:KyZ:O

is taken, the corresponding quantum state is the molec-
ular vacuum state |N,0). We find that the results given

2
Time t

FIG. 2: (Color online) N,/N and K., versus time. The
results are obtained by the mean-field theory (black-dash-
dotted line), Bogoliubov backreaction equations (red-solid
line), and the numerical solution of the master equation (blue-
dashed line). The initial condition of the system are the same
as in Eq. (25). Parameters chosen are ¢ = 1, N = 100,e =
30,I' =1 for (a) and (b), e = 40,I" = 1.8 for (c) and (d), and
e =10,T" = 0.2 for (e) and (f).

by the BBR equations are in good agreement with that
by numerically solving the master equation. The results
by the MF'T are different from those at a long time scale.
This difference comes from the fluctuations Kj;, which
are ignored in the MFT. Noticing the fixed points given
by the BBR equations are the same as that by the nu-
merical method but different from those by MFT, we em-
phasize that the stability of the fixed points by MFT and
BBR equations are the same for a wide range of param-
eters in the space spanned by F;, F, and F}, this is due
to the linear coupling between the Bloch vector F and
the fluctuations K;; in F, see the first three equations in
Eq.(24).
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FIG. 3: (Color online) F. as a function of time by the mean-
field theory (red-dotted line) and Bogoliubov backreaction
equation (blue-solid line). The black-star denotes the fixed
point by the MFT in Eq. (10) and the green-star denotes
the fixed point by BBR in Eq. (24). The parameters of
(a), (b) and (c) are the same as in Fig. 2. In figure (d),
g=1,6=15T = 0.8, N = 100.

V. STABILITY OF THE FIXED POINTS WITH
e=0
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FIG. 4: (Color online) This plot shows the fixed points and
how the system approaches the fixed points. The black and
green stars denote the location of the stable junction fixed
point by the MFT and by the BBR (see, Eq. (30)), re-
spectively. The red-dashed line (MFT) and the blue-solid
line(BBR) show how the system approaches the fixed points.
The initial state of the system is |¢g) = |n). Parameters cho-
sen are g = 1,I" = 10, N = 300, |¢o) = [10) for (a), I' = 12,
[o) = 190) for (b), I' = 4, |¢o) = |30) for (c) and I' = 24,
i) = [80) for ().

In this section, we will discuss stability of the fixed
points from both the MFT and the BBGKY hierarchy.
For the reason of simplicity, let us consider the situa-
tion of zero atomic binding energy, ¢ = 0. In this case,

FIG. 5: (Color online) Black star and green star denote the
location of the stable focus fixed points predicted by MFT and
BBR, respectively. The red-dashed (MFT) and the blue-solid
(BBR) show the trajectories for the system from initial state
to fixed points. Parameters chosen are g = 1,I' = 0.12, N =
300, |10) = |40) for (a), I' = 0.2, |¢bo) = |82) for (b), I' = 0.16,
[1o) = |45) for (c), and I" = 0.1, |¢bo) = |100) for (d).

Eq. (10) reduces to,

oF, __ 3 2
aa_ﬁ{ =—-AF, + 3AF; —16I'F, — R, (26)
o = 2AF,.
By the Jacobian matrix defined by
oP 9P
- (%) S
OFy  OF: /) (Fyy,Fys,Fep)

we can study the stability of the fixed points in
the MFT. Here P = —AF, + 3AF? — 16I'F, — R,
Q = 2AF,. The eigenvalues of the Jacobi matrix
J would determine the stability of the fixed points,
which can be given by simple calculations, Ay =
2(—16I' + /25612 —4Ng?(1 —3F.5)) = 2(—16T +

/2562 — AN g2\ /TT3(1+4/N)). I it is satisfied that
641% > Ng*\/1+3 (1+4/N), (28)

Jacobi matrix J has two negative roots, the fixed point
(15) is a stable junction fixed point. When

641% < Ng*\/1+3 (1+4/N), (29)

Jacobi matrix J has two conjugate complex roots, in this
case the fixed point (15) is a stable focus fixed point.
Now we turn our discussion to the fixed points given
by the BBGKY hierarchy of equation of motion. To com-
pare the stability of fixed points by the BBGKY with the
prediction by the MFT, we restrict the discussion in the
space spanned by F, F,, and F,. This means that the
fluctuations which drive the system away from the fixed
points (steady state) occur only in Fy, F, and F,. We




start with the fixed points in the 9-dimensional space. By
the same definition as in the MFT, we obtain the fixed
point in the BBGKY Eq. (24) (¢ = 0)

B :FyB =F.p=K;.p :szB :KyzB :O;
KzzB = % + %7 (30)
waB = KyyB = %KZZB'

As mentioned, we discuss the case where fluctuations are
only in Fy, F, and F},. For ¢ = 0, F,; decouples with F},
and F, then the discussion reduce to discuss fluctuations
only in Fy and F},

Fy — FyB + 6fy,

Fz_>FzB+6fzu (31)

Substituting Eq. (31) into Eq. (24), we have,

asf, 3 1
ot = _Eéfm_A5f2+§A (§KZZB+2FZBéfZ>
— 16T6f, - R,
o6f.
5 = 200f, (32)

By the same discussion as in Eq. (27), the Jacobian ma-
trix in this case is,

P’ 9P’
J = 65]‘}, 9é f-

Q" Q' 5 (33)

9dfy  9of: ) (FzB,FyB,F2B)

where

P = —e8f, — A6 fo+ gA (%KB 42 Fzgafz)

—16I6f, — R,

and Q' = 2Adf,, the eigenvalues of the Jacobi matrix
J'are Ny = 3(—16T" £ /256> —4Ng>(1 — 3F.p) =

(=161 £ 1/256I'2 — 4N g2). If

6412 > Ng?, (34)

all X, are negative, the fixed point (30) is a stable junc-
tion fixed point. Otherwise if

641% < Ng?, (35)

A, are complex and their real parts are negative, the
fixed point (30) is then a stable focus fixed point.

When the parameters satisfy simultaneously Eq. (28)
and Eq. (34), the stability of the fixed points are the
same in the MFT and the BBGKY, i.e., the fixed points
are stable junction point, see Fig. 4. In this situation,
the system approaches the fixed points straightforwardly.
When the parameters satisty both Eq. (29) and Eq. (35),
the stability of the fixed points in the MFT and the
BBGKY are also the same. The fixed points in this case
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FIG. 6: (Color online) Red-thick line shows how the system
goes to the stable focus fixed points by MFT, while blue-
dashed line shows how the system goes to the stable junction
fixed point by the BBGKY in Eq. (24). Parameters chosen
satisfying the Eq. (36) are g = 1, N =80, I’ = 1.1192, |1)0) =
|0y for (a), and I' = 3.9568, N = 1000, |10) = |0) for (b).

are stable focus fixed point. The system go to the fixed
points wavily.
When the parameters fall in the range of

Ng? < 6412 < Ng?\/143 (1+4/N), (36)

the system in the BBGKY theory Eq. (24) would go to
a stable junction fixed point , but by the MFT, the sys-
tem would approach to a stable focus fixed point. We
plot the time evolution of F, in Fig. 6. From the figure,
we can see that the population difference F, in BBGKY
theory increases monotonously as ¢ increases (the blue-
dashed line), but it increases first then decreases and fi-
nally reaches the stable state in the MFT. In addition,
comparing Fig. (6) (a) and (b), we can learn that in (a)
F, changes slowly, while in (b) it is faster, this is due to
the difference of the dephasing rate I'.

Before concluding the paper, we present a discussion
on the time-dependent many-body theory [22, 23] and
the master equation approach in the two-mode approxi-
mation. We start with the many-body description for the
photoassociation in a uniform Bose-Einstein condensate
[23]. In the two-body case, the system model reduces to
a set of coupled modes, two of them are atoms in con-
densate and molecules. The other modes represent the
noncondensate atom pairs. This treatment is very similar
to the master equation description, when the nonconden-
sate atom pairs are treated as an environment. Then the
elimination of the modes of noncondensate atom pairs
in the two-body theory would lead to equations of mo-
tion (almost) equivalent to that in the master equation
description.

To be specific, we take the photoassociation of a Bose-
Einstein condensate [22] as an example. The equation of



motion of the system reads,

éé == 7;%0‘*67
B = i66+i$;a2+z’/de€(6)cea
o = —iece+ it (e)8 (37)

where a = a/\/N, B = \/2/Nb, and ¢, represent the
c-number atomic, molecular and non-condensate atom
pair amplitudes, respectively. Formally integrating
the third equation of Eq. (37) and substituting it
into the second, we have

*

B_i5ﬂ+i$§

~ / delé(e)? /t e ar. (38)

o? —|—i/de{(e)eiié(ht“)cé(io)

In the Weisskopf-Wigner approximation [29],
£(e)|? is set to be a constant around ¢ = 0, so

we can replace ¢ by 0 in |¢(¢)|?, this together with
the initial condition c.(ty) = 0 gives,

B = i5ﬁ+i%a2
t . ’
— e [ arse) / dee= 01D (30)
to

finally, we arrive at

a = i%a*ﬁ,
B = iéﬁ—i-iﬂ* o —TB, (40)

V2

where I' = 7|£(0)]2. On the other hand, under the mean-
field approximation, the coupled equations of o and

can be derived from a master equation with a dissipation
part,

r
5(2bpr — pb'b — bTbp).

Although the descriptions based on the master equation
and the many-body theory yield a very similar equation
of motion for the condensed atoms and molecules in the
photoassociation, the master equation loses (almost all)
information of the non-condensate atoms, as it is traced
out as an environment. The benefit we gain from the
master equation description is that it reduces the calcu-
lation complexity. Nevertheless, eliminating the environ-
mental degree of freedoms in the many-body theory in
the mean-field approximation can not give a mixed state
for the reduced system.
VI. CONCLUSION

In this paper, the dynamics of the atom-molecule con-
version system subject to dephasing noises has been ex-
plored. We find that the fixed points given by the mean-
field theory (MFT) and by numerically solving the master
equation are different, this indicates that the mean-field
theory is not a good treatment at a long time scale for the
atom-molecule conversion system. We further develop
the BBGKY hierarchy truncation approach to study the
atom-molecule conversion system, fixed points are calcu-
lated and the stability around the fixed points are dis-
cussed. We observe that for a wide range of parameters
the stability around the fixed points are the same in the
MFT and the BBGKY hierarchy truncation approach.
The dynamics of the atom-molecule conversion system is
also explored, the results suggest that the second-order
of BBGKY hierarchy is a good approach for the atom-
molecule conversion system.
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