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Charge production, charge redistribution and ion fragmentation are explored in the decay of a Xe
K-shell vacancy in XeF2. Coincidence measurements of all ionic fragments in XeF2 provide evidence
that an interatomic-Coulombic-decay-like (ICD-like) process plays a role in the cascade decay. The
signature of the ICD-like process is an enhancement of the total number of electrons ejected as
compared to the case of atomic Xe. The results indicate that the F atoms participate in the decay
cascade within the first few femtoseconds after core-hole formation and that fragmentation begins
during the decay process.

I. I. INTRODUCTION

The photoionization of a deep inner-shell electron in a heavy atom sets off a cascade of radiative and non-radiative
transitions as the atom relaxes and leads to a range of final charge states. If the cascade occurs in an atom that is
part of a molecule or cluster, it can also lead to the removal of valence electrons on more than one atomic site and
produce two or more charge centers, which is followed by a Coulomb explosion of the system [1, 2]. The molecular
damage triggered by such events can potentially be used in new radiotherapy techniques based on the insertion of
iodinated compounds into tumorous regions, which are then exposed to synchrotron radiation above the K-edge of the
heavy atom [3]. An understanding of decay processes in electronically excited molecules is also particularly important
in plasma physics and astrophysics and can be an important source of low energy electrons and energetic reactive
ions [4, 5] that produce radiation damage in biological systems [6–8].
The common hypothesis for deep inner-shell decay in a molecular environment is that of a localized cascade decay

on the heavy atom accompanied by charge redistribution and Coulomb explosion [1, 2, 9, 10]. Within this scenario,
the same total final charge is produced in the cascade decay of an isolated heavy atom and in the decay of the same
atom embedded in an environment. Here we explore the total charge production after deep inner-shell ionization
of a heavy atomic species and find an enhanced total charge production if the heavy atom is bound in a molecule.
Specifically, we have carried out both experimental and theoretical investigations of the relaxation mechanisms of
atomic Xe and of molecular XeF2 following Xe K-shell photoionization. XeF2 constitutes a model system for the
ionization and fragmentation of iodinated compounds. Our results indicate that the F atoms participate in the decay
cascade and enhance the total charge production, and that fragmentation of the molecule begins already during the
decay process. We attribute the observed enhancement in total charge production to interatomic Coulombic decay-
like (ICD-like) processes during the cascade decay. Such processes involve decay channels exclusively open due to the
presence of neighboring atoms [11–19]. Therefore, this mechanism results in the production of higher charge states in
a molecular environment than would be expected from an isolated atom. We note that other molecular effects such
as charge migration or enhanced Auger rates due to an environment could also contribute to these effects, but they
are not able to explain the observed enhanced charge production. In classical ICD examples, a single inner valence
shell vacancy in an atom or molecule decays only in the presence of a neighbor into two outer valence vacancies, one
in each subsystem, thus enhancing the total final charge.

II. II. EXPERIMENTAL

Our choice of Xe and XeF2 was motivated by the fact that both systems may be studied in the gas phase, thus
making it possible to resolve the fragmentation channels and energies of the fragments in a way that would not be
possible in a condensed phase experiment. The instruments were similar to those used in Ref. [20] and consisted of
an energy-dispersive high-purity-Ge x-ray fluorescence spectrometer and an ion time-of-flight (iTOF) spectrometer.
Measurements were made at beamline 7ID at Argonne’s Advanced Photon Source (APS) with an undulator and
double-crystal monochromator [21]. To produce an intense, narrow-band x-ray beam that could be tuned across the
Xe K edge at 34.5 keV [22] the 5th harmonic of the undulator radiation was used, and the monochromator was
operated with diamond (333) reflections. This produced a narrow energy spread estimated to be <1 eV, which is
much less than the K-hole lifetime width Γ(K) = 11.49 eV [23]. The x-ray beam was crossed with effusive beams
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of Xe or XeF2. The samples flowed into the interaction region through a stainless steel capillary tube. The XeF2

vapor originated from a solid sample at room temperature, and the flow was controlled with a needle valve. The x-ray
fluorescence and iTOF spectra were recorded in coincidence with an event mode (list mode) data acquisition system.
In order to start with a well-defined initial state, we selected only those events in which the first step in the decay

of the Xe K-shell vacancies was via x-ray fluorescence, the strongest decay mode. This was done by detecting the Xe
K x-rays using a Low Energy Photon Spectrometer (LEPS) located on one side of the interaction region. (See 8. 1.)
This spectrometer was able to resolve the Kα and Kβ fluorescence lines, so it also provided a tag for the first step in
the cascade. Note that a 2p (4893 eV) or 3p (961 eV) hole remains highly localized on the Xe atom of XeF2.
The detected photons provide the start signal for the iTOF spectrometer. Following formation, the ions were

accelerated and detected using a Z-stack micro channel plate detector (MCP). The MCP was connected to a multi-hit
time-to-digital converter (TDC). One difficulty with this scheme is that the slow rise time of the LEPS signals leads
to an unacceptable spread in start times. We circumvented this problem by using the excellent timing available from
the synchrotron bunch structure. The bunches are separated by 153 ns and the Ge timing resolution (about 50 ns)
is good enough to identify the particular bunch associated with the event, so we were able to correct the fluorescence
start times using the synchrotron timing signals. In this way, we obtained sharp TOF peaks. More details on this
procedure are given in Ref. [20]. The ion acceleration was accomplished using an extraction field of 1575 V/cm
towards the MCP, which was biased at -4 kV.

FIG. 1: (Color online) Schematic of the apparatus in the target area. A Ge x-ray fluorescence spectrometer (LEPS) on one
side of the interaction region measures x-rays from the target. An ion time-of-flight (iTOF) spectrometer on the opposite side
is used to measure the charge to mass ratios of the ion fragments produced. The x-ray beam from the Advanced Photon Source
was crossed with effusive beams of Xe or XeF2. The x-ray beam is linearly polarized along the spectrometer axis.

Ion TOF spectra were taken alternately for targets of Xe and XeF2. For each event of the XeF2 data, the multi-hit
ion detector recorded one, two, or three atomic ions but no molecular ions. Typical spectra for all ions detected in
coincidence with detection of a Kα photon, are presented in Fig. 2. The ion spectra show immediately that charge
on the Xe atom (Fig. 2(a)) is redistributed to the F ligands (Fig. 2(b)). Typical rates for XeF2 data were 60 Hz for
the x-ray spectrometer and 2 kHz for the ion detector. The APS storage ring generated x-ray pulses at a frequency
of 6.5 MHz, so the probability for two photoionization events occurring in the same beam pulse was negligible.
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FIG. 2: Ion time of flight spectra for all ions recorded in coincidence with a Kα photon. (a) K-shell ionized Xe. Peaks due to
Xeq+ are labeled by the charge state q. (1 hr accumulation.) (b) XeF2 excited at the 1s−17σu molecular resonance. Ions of
charge q are labeled Fq+ and Xeq+. (6 hr accumulation). The asymmetric splitting of the Fq+ peaks is explained in the text.
The XeF2 data show Fq+ charge states from +1 to +4 and Xeq+ ions from +3 to +5. Less obvious are contributions from
Xe6+ and Xe7+ which overlap the F1+ peak.
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For the XeF2 data in Fig. 2(b), the beamline monochromator was set near a pre-edge resonance attributed to
excitation of a Xe 1s electron to the lowest unoccupied molecular orbital, i.e., the anti-bonding 7σu virtual or-
bital identified in Hartree–Fock self-consistent-field calculations [24]. Resonant photoabsorption preferentially excited
molecules whose internuclear axes were aligned with the x-ray polarization direction, and the axis of the iTOF spec-
trometer was also positioned along this direction. The (on-resonance) fluorine ion peaks show distinct splittings into
faster and slower components corresponding to ions ejected toward and away from the detector in the fragmentation
process. This separation between the backwards and forward going ions provided a means to extract information on
the breakup modes and for this reason, the experiment is based on the data obtained using resonance excitation The
asymmetries in the intensities of the faster and slower F ion components in Fig. 2(b) are due to instrumental effects
such as dead-time, as explained in Appendix D.
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FIG. 3: Scatter plot of hit-1 vs hit-2 for XeF2 fragmentation events in coincidence with a Kα photon. The incident x-ray
energy was set to the 1s−17σu resonance.

The multiple hit TOF spectrometer allows us to look at second and third hits and so we can potentially record all
three ion fragments of XeF2. In particular, it is interesting to look at a scatter plot of the correlation between the first
and second hits. This is shown in Fig. 3, which is data taken with the monochromator set to the 1s−17σu resonance.
The first-hit iTOF is plotted along the vertical axis and the second-hit iTOF is plotted along the horizontal axis.
The four horizontal stripes correspond to fluorine ions with charge states (from top to bottom) 1+ to 4+. The less
prominent vertical stripes are due to fluorine and Xe ions which are detected in the 2nd hit. Most of the intensity in
the plot is concentrated at the intersections of these stripes. Both the first and second hits show the lobe structure
for each F charge state. Note the coincidences between F2+ ions detected in the first hit and F1+ ions detected in
the second hit. We see that the “fast” lobe of the F1+ peak correlates with the “slow” lobe of the F2+ peak, and
vice-versa. The dominance of these events gives confidence that there is only one molecular ionization per event, since
otherwise the correlation would be washed out. These correlations are also consistent with the picture that, in the
molecular break-up, one of the fluorine ions has initial momentum towards the MCP detector and the other has initial
momentum away from it.
To analyze the second hit ion data correlated with the first hit ion data, it is useful to project each lobe of the

first hit F ion charge states onto the hit-2 axis. This gives a hit-2 spectrum for each of the lobes. At the same time,



5

TABLE I: Experimentally deduced charge distributions for Xe K-shell vacancy decay of XeF2 in coincidence with Kα fluores-
cence. The probabilities are given for (Fq2+, Fq3+) breakup modes summed over all Xeq1+ partners.

Breakup Mode Probability(error)

(F1+, F1+) 0.231(20)

(F2+, F1+) 0.129(31)

(F2+, F2+) 0.385(44)

(F3+, F1+) 0.061(14)

(F3+, F2+) 0.098(6)

(F3+, F3+) 0.075(16)

(F4+, F1+) 0.004(3)

(F4+, F2+) 0.011(5)

(F4+, F3+) 0.002(1)

(F4+, F4+) 0.005(2)

we extract more information from some of the blended lines. To see the idea, consider Fig. 4, which shows the two
spectra obtained by projection of the two lobes of the hit-1 F2+ charge state onto the hit-2 axis. It is difficult to
obtain any information about the Xe7+ charge state from the upper spectrum Fig. 4(a), since the more intense F1+

peak lies on top of it, but the situation in Fig. 4(b) is better. There is a significant bulge on the left side of the F1+

line and this is readily fit to two peaks (F1+ and Xe7+), revealing the Xe7+ count. By examining the ratios between
the clearly resolved Xe5+ and Xe4+ peaks in the upper and lower spectra we can make a reasonable estimate about
the expected strength of the Xe7+ peak in the upper spectrum (Fig. 4(a) ) based on the fit to Fig. 4(b). Similar
considerations can be used to get better information for the ( F2+, Xe6+) combination.
The aim of the analysis of the XeF2 data was to determine the probabilities for each of the possible charge

distribution channels (Xeq1+, Fq2+, Fq3+) in coincidence with detection of a Xe Kα x-ray. We developed a model of
the experiment with parameters determined by best fitting to the data. The details are presented in Appendix B.
The analysis provided probabilities of all of the possible breakup modes. The results for the various fluorine breakup
patterns (Fq2+, Fq3+) summed over all Xeq1+ partners are given in Table I. This shows that ∼70% of the molecular
ions break up with equally charged F ions. The complete table of charge distribution probabilities is provided in
Table IV.
Some results from the XeF2 breakup probabilities in coincidence with a Kα photon are compared with the atomic

Xe charge distributions in Fig. 5. In Fig. 5(a) we show the breakup pattern for the subset of events involving (F3+,
F2+) coincidences, showing the fraction of events in this subset with a given total charge and compare it to the charge
state distribution for the atomic Xe target under similar conditions. These data are based on observation of triple ion
coincidences (actually four-fold coincidences including the Kα photon) and are not dependent on our fit to a model of
the experiment. This figure shows a significant shift in the total charge produced following photoionization of XeF2

compared to the atomic Xe case, indicating that some breakup modes produce more charge than the atomic Xe case.
In Fig. 5(b), the distribution of the total charge of all three ions, summed over all XeF2 breakup modes, is compared
with the charge state distribution for atomic Xe. The mean value of the charge state distribution increases from +8.1
in atomic Xe to +8.6 in molecular XeF2; the total charges of +11 and +12 have significantly higher probabilities
in comparison to the atomic case. Non-resonant photoionization, in contrast to excitation of a K-shell electron into
the lowest unoccupied molecular orbital, would lead to an even larger charge enhancement. Note that an increment
or decrement of decay rates will by itself not change the final charge production. Also charge migration within the
molecule does not affect the total charge state. Therefore, the fact that XeF2 reaches higher charge states than
Xe does is evidence that ICD-type channels exist in a deep inner-shell decay cascade. Besides ICD, direct impact
ionization from Auger electrons from Xe can lead to a charge enhancement by knock-out of another electron from the
two F atoms. We estimate, based on electron impact ionization cross-sections, that the charge enhancement due to
direct impact ionization is at most +0.1 and therefore cannot account for our experimental observation.
The Fq+ breakup kinetic energies can be determined from the time-of-flight splittings between the faster and slower

components in Fig. 2(b) under the assumption of symmetric Fq+ partner ions. These energies are compared in Table II
with the Coulomb repulsion energies the ions would have if they were formed instantaneously at the ground-state
Xe–F internuclear separation of 1.97 Å. The Coulomb energies were calculated by averaging over all possible Xe and
F partner ions weighted by charge distribution probabilities and detection efficiencies. Results are also given for
averaging over only the symmetric breakup modes. In either case, the measured energies are lower than the Coulomb
energies, which suggests that the ions begin moving away from their ground-state positions before their charges are
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FIG. 4: Projections from the hit-1 vs hit-2 scatter plot. (a) Projection of the slow component of the F2+ peak onto the hit-2
axis. (b) Projection of the fast component of the F2+ peak onto the hit-2 axis.
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FIG. 5: Charge state distributions for XeF2 (squares with solid curve) compared with Xe (circles with dashed curve) in
coincidence with Kα photons. (a) XeF2 breakup pattern for the subset of events involving two fluorine ions in the final state
with charge states F3+ and F2+. We plot the fraction of events (in %) vs the total charge (i.e. the Xe charge state plus 5). (b)
The distribution of total charge averaged over all XeF2 breakup modes.
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TABLE II: Kinetic energies (eV) of Fq+ ions from fragmentation of XeF2 compared with Coulomb energies calculated at the
ground-state Xe–F internuclear distance 1.97 Å. Coulomb energies are averaged over F and Xe partner ions weighted by charge
distribution probabilities and ion detection efficiencies. Results for symmetric breakup modes are listed in column 3 and for all
breakup modes in column 4.

Fq+ Experiment Symmetric modes All modes

F1+ 27± 1 36 43

F2+ 58± 1 78 77

F3+ 93± 2 137 116

F4+ 126± 7 218 157

fully developed.

III. III. THEORETICAL

The decay cascade for atomic Xe after K-shell ionization was simulated with the xatom code [25]. The calculation
involves Auger and Coster-Kronig rates, fluorescence rates, and shake-off branching ratios after K-shell ionization,
based on the Hartree–Fock–Slater (HFS) method. We analyzed the appearance of vacancies in the 5p shell as a
function of time, and the results are presented in Fig. 6. The Xe 5p shell will be mostly involved in forming molecular
orbitals in combination with the outer valence orbitals of F in XeF2 [24]. Therefore, the dynamics of the 5p electrons
in Xe is used as a model to estimate the timescale for which the cascade in XeF2 would start to involve molecular
orbitals and for which ionization in the F atoms should be expected. Although the atomic model is not capable
of directly reproducing the total charge enhancement seen in the experiment, it provides nonetheless a valid means
of estimating time-scales for the hole dynamics in the molecule. The number of inner valence and core holes in Xe
reaches its final value after about 2 fs. Subsequently, holes are produced in the outer valence shell, and therefore are
assumed to correspond to F holes in XeF2. Following this argument, the Xe atom becomes charged by an average of
+4 to +5 during the first 2 fs. The valence holes appear later, and in the first 10 fs two such holes are produced on
average.
The time-scale of the decay cascade discussed above explains the difference between the experimentally measured

kinetic energies of the F fragments in Table II and the values estimated for a Coulomb explosion from the equilibrium
geometry. Taking as an example the F2+ case, the (4,2,2) channel would yield F ions with a kinetic energy of 64 eV
for a Coulomb explosion from the ground state equilibrium geometry. By considering that the explosion takes place
in a (4,1,1) charge distribution during the first 10 fs, and after that the final (4,2,2) distribution is reached, the final
kinetic energy lowers to about 58 eV, already in the range of the experimentally observed values.
Within a given total charge mode, certain fragmentation channels are more preferred than others. To investigate

this, potential energy surfaces (PES) for each fragmentation channel were calculated based on an independent ion
model. For a system of N ions, the energy is given by

EC
q1,...,qN

(~R1, . . . , ~RN ) =

N∑

i=1

I(i)qi
+

N∑

i>j

qi qj

|~Ri − ~Rj |
, (1)

where ~Ri and qi are the position and charge of the i-th ion respectively, and C is the total charge. I
(i)
qi refers to the

qi-th ionization potential of the i-th atom in its ground electronic state. The ionization potentials I
(i)
qi used here were

computed at the HFS level for each ion using xatom. The last term corresponds to the Coulomb repulsion between
the ions.
As previously indicated, about 70% of the fragmentation occurs through symmetric charge distributions of the F

atoms, mostly involving the (F1+, F1+) and (F2+, F2+) channels. Moreover, the breakup probabilities show that, for
every total final charge, only a reduced subset of the possible fragmentation channels becomes appreciably populated.
The subset of populated fragmentation channels within a particular total charge belongs in all cases to the group of
channels with the lowest PES as computed with the independent ion model. These channels minimize the sum of
ionization potentials and Coulomb repulsion for distances of the ions within about 1 Å of the ground state equilibrium
distance. For example, the (6,1,1) channel shown in Fig. 7 is about 7 times more populated than (3,2,3). (Table IV).
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FIG. 6: (Color online) Time evolution of the total number of holes and the population of 5p holes in the decay of a Xe K-shell
vacancy.

IV. IV. SUMMARY

Summarizing, the molecular environment leads to an enhanced total charge production in XeF2 after K-shell
ionization of Xe. Using an atomic model, we calculate time-scales for various stages of the cascade and find that
nuclear dynamics must start to play a role before the cascade is over. This is consistent with measured kinetic
energies of the ions. We provide evidence of ICD in this regime by comparing the atomic charge distribution with
the molecular total charge distribution obtained by coincidence measurement of all ions originating from the parent
molecule. XeF2 can be regarded as a model for iodinated compounds. In those, a larger number of neighboring atoms
in more extended environments could lead to even more pronounced effects than reported here.
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VI. APPENDIX A: DETECTION EFFICIENCY AND SYSTEMATIC EFFECTS

In order to determine the charge state distributions arising from photoionization of Xe and XeF2, we need the
detection efficiencies for the various Xe and F ions in our iTOF apparatus. For the F ions we could not make an
independent determination of the detection efficiencies, so these were treated as unknowns in the analysis of the
XeF2 data, as discussed in the next section. For the case of Xe ions, however, we were able to make an independent
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determination. The method for doing this is based on coincidences between Kα x-rays and iTOF signals. For our
experimental conditions, to good approximation, only one Xe ion at a time is present in the iTOF spectrometer.
Assuming this, we define the following quantities for the case of the atomic Xe target:

NKα: number of Kα photons detected in a

counting period

nd
Kα(i): number of Xe ions of charge state i detected

in coincidence with a Kα photon during a

counting period

fKα(i): fraction of ions in an event that result in a

final charge state i following emission of a

Kα x-ray

ǫ(i): total probability of detecting a Xe ion of

charge state i formed in the interaction

region

cKa(i): probability that a coincidence is recorded

assuming a Kα x-ray and a Xe+i ion

are both detected in an event

Using this notation the following relation holds for nd
Kα(i):
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nd
Kα(i) = NKαfKα(i)ǫ(i)cKa(i) (2)

Of most interest is the total efficiency for detecting a Xe ion of charge state i for an event in which a Kα x-ray has
been detected. We define this to be

ǫKα(i) ≡ ǫ(i)cKa(i) (3)

Solving for the total coincidence efficiency we have:

ǫKα(i) = nd
Kα(i)/NKαfKα(i) (4)

The parameter nd
Kα(i) is determined by fitting the Xe charge state distribution for events in coincidence with a Kα

x-ray for a particular counting period. For fKα(i) we used the theoretical Xe charge state distribution for a weighted
average of initial L2 and L3 holes calculated by Kochur et al. [26]. The calculations agree well with the measured
distributions from Ref. [27]. As an aid in determining the optimum experimental parameters, we studied the Xe ion
efficiency as a function of the settings on the iTOF spectrometer and explored various nozzle backing pressures.
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FIG. 8: Detection efficiency vs the bias on the MCP for selected charge states.

To study the dependence of the efficiency on the iTOF voltages, we took a series of spectra for different sets of
voltages on the spectrometer plates and grids. Each spectrum was fit to a series of Gaussian peak profiles and the area
under each peak gives the count nd

Kα(i). We also determined the the parameter NKα for each spectrum. Then, using
Eq. (3), the Xe detection efficiencies were determined for each set of voltages. In Fig. 8 we show the dependence of
the detection efficiency on MCP bias for several Xe charge states. There is a general rise in detection efficiency with
bias voltages with a plateau beginning about 3000 V. Based on these preliminary studies, we chose the final voltages
for the TOF spectrometer. We also studied the effect of background pressure on the iTOF spectra. The efficiencies for
detecting Xe ions were determined at low enough background pressure that the pressure related errors were relatively
small compared to the overall errors in determining the detection efficiencies. For the XeF2 data, higher pressures
had to be used. We studied the effect of these higher pressures using the atomic Xe target since we had better control
with that target. The results could not be directly applied to correct the XeF2 data. Instead, based on this study,
we increased the uncertainties in the measured XeF2 charge state distributions by 5%.

VII. APPENDIX B: DATA ANALYSIS TO DETERMINE THE XeF2 BREAKUP MODES

Here we describe our method to determine the charge distribution channels (CDC) for the XeF2 data in coincidence
with detection of a Xe Kα x-ray and with the monochromator set to the 1s−17σu resonance. In an ideal experiment,
one would have independent determinations of the detection efficiencies of all of the Xe and F ion charge states
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and triple coincidence data for each CDC. It would then be a straightforward matter to obtain the experimentally
observed probability for each CDC. As discussed above, although we have an independent measurement of the detection
efficiency for the Xe ions, this is not the case for the F ions. Also, since we were not able to record separate hits for
ions arriving at the MCP at nearly the same time (∆T < 50ns ) , triple ion coincidence data are missing for many
CDC. Nevertheless, we were able to obtain information on all CDC by combining results from the different data types:
single ion hits, binary ion coincidences, and triple ion coincidences. We developed a model of the experiment with
parameters determined by best fitting the three different types of data. The analysis provided probabilities of all of
the possible breakup modes and also determined the detection efficiencies for the F ions. The analysis depended on
the use of resonance excitation which provided a clear separation between forward and backward ions. The additional
relations provided by these two classes of F ions were required to solve for the unknowns in the problem.
The three classes of spectra used to determine the XeF2 CDC are: 1. First Hit spectrum. 2. Second hit data with

a condition that the first hit was from a specific Fq+ peak, with separate projections for the “fast” and “slow” lobes.
3. Hit-3 spectra (Xe) for each combination of hit-1 and hit-2 fluorine ion charge states (Fq+, Fq′+) for which data
exist. (In this case the “fast” and “slow” modes are combined.)
The first hit spectrum was fit to 8 fluorine peaks (two per charge state) and the Xeq+ peaks appearing in this

spectrum. There are eight members of the second class of spectra, one from each of the 8 fluorine hit-1 lobes. Fits
are done to each of these spectra to determine all the fluorine and xenon ion peaks. Five combinations of fluorine
charge states from (hit-1, hit-2) provided spectra of the third class. These are: [ (F3+,F2+), (F4+, F2+), (F2+, F1+),
(F3+, F1+) and (F4+, F1+)]. These spectra were each fit to determine the Xe ion distributions in each case. Taking
the three classes of spectra together gives a total of 14 spectra to analyze for this run.
The first step is to determine the probabilities for the charge state breakup patterns of the two fluorine ions, and

to this end we define the following parameters.
ra′ [i] : Count in each of the 8 fluorine peaks (two for each charge state) in the first hit spectrum, divided by the

total number of Kα photons detected. These data are obtained by fitting the XeF2 first hit spectrum for 8 Fluorine
peaks.
ra′ [0] : The number of Kα photons less the number of F atoms detected in the first hit.
r2a′ [i, j] : The number of coincidences between fluorine ions in which the faster ion (hit-1) has index i and the

slower ion (hit-2) has index j. Each index runs through the 8 Fluorine peaks.
fa′ [i, j] : The fraction of XeF2 molecules for which there are two fluorine ions in the breakup pattern with the faster

fluorine ion having label i, and the slower fluorine ion having label j.
fa′ [i, 0] : The fraction of XeF2 molecules that breakup with only one charged fluorine ion with index i.
fa′ [0, 0] : The fraction of XeF2 molecules that breakup with two neutral fluorine atoms.
ǫ′F [i] : The total detection efficiency for the fluorine ion with index i. Initially we assume a different detection

efficiency for ions going towards or away from the detector, so the index runs through the 8 fluorine peaks.
Then we write down 8 relations for the measured quantities ra′ [k] giving the number of events per detected Kα

photon in which a fluorine ion labeled with index k was detected:

ra′ [k] = ǫ′F [k](fa′ [k, 0] +
∑

l

fa′ [k, l] +
∑

l

[1− ǫ′F [l]]fa′ [l, k]) (5)

The sums over l include all physically realizable combinations. In particular, according to the above definitions,
the first index in fa′ [i, j] labels the ion with the shorter time-of-flight, which eliminates many possible terms from the
sums. The first term inside the parentheses gives the fraction of events in which only one charged fluorine ion was
produced and this was of the species labelled k. The second term gives the fraction of events in which two charged
fluorine ions were produced and the ion of index k is the faster (has a shorter iTOF) of the two fluorine ions, while
the last term gives the fraction of events in which the ion with index k was the slower of the two, but it was possible
that it could have been detected in the first hit, because the faster fluorine ion (labeled l) was not detected. All
three of the terms in the parentheses are multiplied by ǫ′F [k], the probability of detecting an ion labeled with index
k. In writing Eq. 5, we make the simplification of neglecting a small number of cases in which a Xe ion with charge
greater than 5+ is detected in the first hit thus “blocking” detection of a F1+. We increase the error in the detection
efficiency to account for this.
We also get a relation for ra′ [0], the fraction of events in which a Kα photon was detected but no fluorine ion was

detected.
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ra′ [0] = fa′ [0, 0] +
∑

l

(1− ǫ′F [l])fa′ [l, 0]

+
∑

l,k

(1− ǫ′F [l])(1− ǫ′F [k])fa′ [l, k] (6)

The first term is the fraction of events for which no charged fluorine ions are produced. The second term is the
fraction of events where one fluorine ion l was formed but was not detected. The third term is the fraction of events
where 2 fluorine ions were produced but neither were detected.
For the 2nd hit, coincidences between F ions were determined from the count in each two-dimensional peak. Again

neglecting “blocking” from faster Xe ions, we can write the following expression:

r2a′ [i, j] = ǫ′F [i]ǫ
′

F [j]fa′ [i, j] (7)

We only have data for 10 of the r2a′ [i, j]. Although there are eight values for each index, many possible combinations
(i, j) of indices are non-physical or correspond to cases in which we have no data. For example, if both F ions have the
same charge, their times-of-flight cannot be separately resolved, also, since we are working at the 1s−17σu molecular
resonance, one of the indices labels a fluorine ion moving towards the MCP so the other index is restricted to values
corresponding to an ion which initially moves away from the MCP.
Finally, we have the relation that the sum over all of the fa′ [i, j] is equal to one (generalizing the sum to include

cases involving neutrals, i.e. fa′ [i, 0], and fa′ [0, 0]). Counting this relation, together with Eqs. 5-7, we have 20
equations relating the measured quantities to the 8 fluorine detection efficiencies ǫ′F [i] and 25 physically realizable
fluorine breakup modes fa′ [i, j], i.e. 33 unknowns.
Although there are too many unknowns to allow a solution to these equations, we can gain some insight by solving

the system after modifying the equations based on various assumptions for the parameters, such as setting some of
the obviously small parameters equal to zero, or assuming that the detection efficiency is independent of whether the
fluorine starts out going toward or away from the detector, or assuming a functional form for the fluorine detection
efficiency. Based on a study of these trial solutions, we chose a set of assumptions that allows us to propose a plausible
scenario for the probabilities of the various XeF2 CDC following photoionization at the 1s−17σu resonance in XeF2.
Therefore, to proceed, we make three assumptions:
1) For each ionic breakup mode, (Fi+, Fj+) , the number of ions produced with momentum initially towards the

MPC is equal to the number of ions with momentum initially away from the MPC.
2) The detection efficiency does not depend on whether the initial velocity is towards or away from the MCP.
3) Three charged ions are produced in each event.
The first assumption seems reasonable from symmetry arguments. The second assumption is consistent with the

results of some ion trajectory calculations used to model our iTOF spectrometer. (See section F below.) The third
assumption is justified by the fact that we do not see any binary XeFq+ molecules in our data. Also, with an average
Xeq+ charge state of Xe8+ it is reasonable to assume that valence electrons are pulled from both F atoms.
Taken together the three assumptions allow the reduction to a new set of equations where the breakup patterns

contain four values for each index, instead of eight. When this is done, we obtain 15 independent equations in 14
unknowns, which give an overconstrained system. The solution to the reduced equation set gives 10 F ion breakup
modes fa[i, j] (See Table I of the paper), and four fluorine ion detection efficiencies ǫF [i] (Table III). Here the primes
are removed to indicate that there are only four values for each index for these parameters. Note that the new
equations still involve all 20 input data parameters ra′ [i], ra′ [0], and r2a′ [i, j] which use the original 8 indices as
indicated by the primes. The point is that no data were thrown away in reducing the equations. In particular, the
asymmetry in the two lobes for each charge state is an important feature of the data which must be “explained” by
the solution to the new set of equations.
The results indicate that modes with high total fluorine charge are unfavorable. The errors are propagated from the

errors assigned to the input parameters ra′ [i], ra′ [0], and r2a′ [i, j] obtained from the data, i.e., they are a combination
of statistical and systematic errors.
Hit-3 spectra for events in which we detected fluorine ions in both the first and second hits give Xe charge state

distributions for particular combinations of fluorine ions (after correction for Xe ion detection efficiency). Events in
which we have such hit-3 data provide the best information on the XeF2 distributions for various fluorine breakup
modes since the fluorine charge states have been identified for each Xe ion. However, in some cases, the two fluorine
ions arrive too close together in time to be separately resolved. In the end, we get six xenon ion TOF spectra by
cutting on different combinations of fluorine peaks in the first two hits (this time summing the two lobes of each
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TABLE III: Detection efficiencies ǫF [i] for fluorine ions Fi+.

Fluorine Ion Detection Efficiency(error)

F1+ 0.15(1)

F2+ 0.31(1)

F3+ 0.46(2)

F4+ 0.58(12)

fluorine peak). The spectra correspond to the fluorine combinations (F3+, F2+), (F4+, F2+), (F4+, F3+), (F2+, F1+),
(F3+, F1+), and (F4+, F1+). Fitting each of these spectra, we obtain the count in each Xe ion charge state. These
data form a three dimensional array in which the first two indices refer to the fluorine charge states for the first and
second hits and run from 1-4. The third index refers to the Xe charge state. At this point we have four unknown Xe
distributions, associated with the fluorine combinations (F1+, F1+), (F2+, F2+), (F3+, F3+), (F4+, F4+).
We now ask whether we can get some information on these 4 unknown Xe ion distributions by studying the Xe ions

in the hit-1 and hit-2 spectra. At first glance, it appears that if a Fq1 ion is detected in hit 1, and a Xe ion is detected
in hit 2, we generally can’t get any information on the other Fq2 ion from that event. If a Xe ion is detected in hit 1,
then the situation is even worse, since we generally cannot get any information on either fluorine ion in that event.
However, if we try to reconstruct the hit-2 spectra using the 6 known (Fq1 , Fq1 , Xeq+) distributions, and the fluorine

breakup probabilities f[i,j] from the model, there is only one unknown Xe distribution for each hit-2 Xeq+ spectrum.
For example, to model the hit-2 spectrum obtained by projecting F2+ from hit-1, the only unknown is the Xeq+

spectrum associated with the fluorine combination (F2+, F2+). So by subtracting everything else from the spectrum,
we obtain the unknown Xe distribution. Similarly we can obtain the Xe distributions associated with (F3+, F3+) and
(F4+, F4+) from the projections of F3+ and F4+ onto hit-2. After those three distributions are known, we are down
to one unknown Xe distribution, that associated with (F1+, F1+). But, if we subtract all the known components from
the hit-1 spectrum using our model, we are left with just that unknown Xe distribution. So this provided a way to
proceed, and estimate all the breakup modes for XeF2.
With our estimates of the Xe charge state distributions for the various fluorine ion breakup modes, we have all the

information needed to write down the final estimates for the XeF2 breakup modes in coincidence with a Kα photon,
for photoionization of XeF2 at the 1s−17σu resonance. The final results for the probabilities (in %) are given in
Table IV along with the errors in the probabilities. The errors take into account statistical and systematic errors.
The columns labeled F1 and F2 refer to the fluorine ion charge states, and column labelled Xe gives the xenon charge
state for the particular mode. The sum over all the probabilities is 100%.

VIII. APPENDIX C: FLUORINE IONS ENERGY CALCULATION FROM THE COULOMB MODEL

The experimental results for Fq+ ion kinetic energies in Table II of the paper were determined from the splitting
in the peak positions of the faster and slower components of each charge state (Fig. 2). This spectrum is averaged
over all partner ions but modified by the detection efficiencies. The fluorine ion kinetic energies were related to the
time required for a backward directed ion to turn around and return to its starting position, assuming the symmetric
mode in which the two fluorine ions had the same charge. A correction factor to account for the angular distribution
of molecular axes selected by resonant excitation was also applied. Experimental uncertainties do not allow reliable
kinetic energy estimates to be determined as a function of Xe charge state, so the results are an average over all Xe
charge states. For each possible charge distribution channel (Fq1+, Fq2+, Xeq3+), the total potential energy (PE) of
the molecular system was calculated using the equation:

PE =
1

4πǫ
[
q1q2
r12

+
q1q3
r13

+
q2q3
r23

] (8)

where r13 = r23 = 1
2r12 = 1.97 Angstrom, the ground state Xe-F internuclear distance. In the limit that the Xe

ion carries off no breakup kinetic energy, the two F ions break up with equal and opposite momentum and therefore
equal energies, independent of their charge. The calculated energy per F ion is therefore one half the total PE. The
calculated energies per F ion averaged over breakup modes were obtained using the deduced probabilities for each
break up channel from Table IV, taking the detection efficiencies into account. Results for the symmetric breakup
modes are given in the third column of Table II. Column 4 presents the results averaged over all modes, in order to
give an indication of the reliability of the symmetric mode assumption.
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IX. APPENDIX D: SIMULATIONS OF THE ITOF SPECTROMETER; DISCUSSION OF THE F PEAK
ASYMMETRIES IN FIG. 2(b)

Independent of the data analysis, simulations of the iTOF spectrometer used in the experiment (See Fig. 1) were
carried out in an attempt to achieve a better understanding of our experimental conditions and observations. These
involved ion trajectory simulations using the software package ”SIMION” (http://simion.com/). The SIMION soft-
ware allows the simulation of particle trajectories for given spectrometer geometry, electrode voltages, mass, charge,
and initial conditions of the ions. After fine tuning such parameters as jet position, good agreement was found between
the simulated and experimental iTOF data for Xe, and this geometry was used for subsequent simulations.
SIMION was used to help understand the asymmetries in the intensities of the faster and slower F ion components

in Fig. 2(b). Our fits show that the backward peaks are wider, thus the forward/backward asymmetries are less than
the peak heights would imply. For Example, for F2+, the asymmetry in peak areas is ∼10% whereas the peak heights
differ by ∼35%. One possibility was that the asymmetry was due to a difference in detection efficiency between the
forward and backward ions. To explore this, SIMION calculations were carried out for F ions ejected with kinetic
energies determined from the data. It was confirmed that ions ejected both in the forward and the backward directions
subtend fairly small solid angles and reach the detector unobstructed by walls or apertures. These studies showed
that it was unlikely that the asymmetry in F peaks was due to a difference in detection efficiency between fluorine ions
with initial velocities towards the detector compared with fluorine ions with initial velocities away from the detector.
Having eliminated this as a possibility, we were able to confirm that the residual asymmetry is due to a rather large

electronic dead time of ∼50 ns between successive hits in our experiment. In particular, for events in which the two
F ions have the same charge, if the faster ion is detected, the dead-time prevents detection of the slower ion.

TABLE IV: The probability and errors (in %) for XeF2 to break up
into specific components ( Fq2, Fq3 and Xeq1 ). Based on data from
photoionization of XeF2 with x-rays tuned to the 1s−17σu molecular
resonance.

Fq2 Fq3 Xeq1 Prob (%) Error

0 0 1 0.00 0.00

0 0 2 0.00 0.00

0 0 3 0.00 0.00

0 0 4 0.00 0.00

0 0 5 0.00 0.00

0 0 6 0.00 0.00

0 0 7 0.00 0.00

0 0 8 0.00 0.00

0 0 9 0.00 0.00

1 0 1 0.00 0.00

1 0 2 0.00 0.00

1 0 3 0.00 0.00

1 0 4 0.00 0.00

1 0 5 0.00 0.00

1 0 6 0.00 0.00

1 0 7 0.00 0.00

1 0 8 0.00 0.00

1 0 9 0.00 0.00

1 1 1 0.29 0.15

1 1 2 1.21 0.40

1 1 3 3.23 0.66

1 1 4 5.50 0.85

1 1 5 6.01 0.93

1 1 6 4.21 0.75

1 1 7 1.89 0.48

1 1 8 0.55 0.21

1 1 9 0.10 0.05

2 0 1 0.00 0.00
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TABLE IV: (continued)

Fq2 Fq3 Xeq1 Prob(%) Error

2 0 2 0.00 0.00

2 0 3 0.00 0.00

2 0 4 0.00 0.00

2 0 5 0.00 0.00

2 0 6 0.00 0.00

2 0 7 0.00 0.00

2 0 8 0.00 0.00

2 0 9 0.00 0.00

2 1 1 0.09 0.06

2 1 2 0.50 0.23

2 1 3 1.61 0.53

2 1 4 3.12 0.86

2 1 5 3.64 0.99

2 1 6 2.55 0.73

2 1 7 1.07 0.38

2 1 8 0.27 0.13

2 1 9 0.04 0.03

2 2 1 0.28 0.17

2 2 2 1.48 0.61

2 2 3 4.80 1.19

2 2 4 9.32 1.61

2 2 5 10.86 1.84

2 2 6 7.60 1.48

2 2 7 3.19 0.90

2 2 8 0.80 0.35

2 2 9 0.12 0.07

3 0 1 0.00 0.00

3 0 2 0.00 0.00

3 0 3 0.00 0.00

3 0 4 0.00 0.00

3 0 5 0.00 0.00

3 0 6 0.00 0.00

3 0 7 0.00 0.00

3 0 8 0.00 0.00

3 0 9 0.00 0.00

3 1 1 0.01 0.01

3 1 2 0.06 0.04

3 1 3 0.34 0.15

3 1 4 1.05 0.32

3 1 5 1.79 0.47

3 1 6 1.68 0.46

3 1 7 0.88 0.28

3 1 8 0.25 0.11

3 1 9 0.04 0.03

3 2 1 0.01 0.01

3 2 2 0.10 0.06

3 2 3 0.55 0.21

3 2 4 1.68 0.34

3 2 5 2.87 0.41

3 2 6 2.70 0.42

3 2 7 1.41 0.31
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TABLE IV: (continued)

Fq2 Fq3 Xeq1 Prob(%) Error

3 2 8 0.41 0.15

3 2 9 0.07 0.04

3 3 1 0.00 0.00

3 3 2 0.02 0.02

3 3 3 0.21 0.13

3 3 4 1.07 0.39

3 3 5 2.45 0.62

3 3 6 2.45 0.64

3 3 7 1.07 0.37

3 3 8 0.21 0.11

3 3 9 0.02 0.01

4 0 1 0.00 0.00

4 0 2 0.00 0.00

4 0 3 0.00 0.00

4 0 4 0.00 0.00

4 0 5 0.00 0.00

4 0 6 0.00 0.00

4 0 7 0.00 0.00

4 0 8 0.00 0.00

4 0 9 0.00 0.00

4 1 1 0.00 0.00

4 1 2 0.00 0.00

4 1 3 0.03 0.02

4 1 4 0.07 0.06

4 1 5 0.12 0.09

4 1 6 0.11 0.08

4 1 7 0.05 0.04

4 1 8 0.01 0.01

4 1 9 0.00 0.00

4 2 1 0.00 0.00

4 2 2 0.01 0.01

4 2 3 0.06 0.03

4 2 4 0.18 0.09

4 2 5 0.32 0.15

4 2 6 0.31 0.15

4 2 7 0.16 0.08

4 2 8 0.05 0.03

4 2 9 0.01 0.01

4 3 1 0.00 0.00

4 3 2 0.00 0.00

4 3 3 0.01 0.01

4 3 4 0.03 0.02

4 3 5 0.06 0.03

4 3 6 0.06 0.03

4 3 7 0.03 0.02

4 3 8 0.01 0.01

4 3 9 0.00 0.00

4 4 1 0.00 0.00

4 4 2 0.00 0.00

4 4 3 0.00 0.00

4 4 4 0.01 0.01
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TABLE IV: (continued)

Fq2 Fq3 Xeq1 Prob(%) Error

4 4 5 0.08 0.04

4 4 6 0.17 0.07

4 4 7 0.17 0.07

4 4 8 0.08 0.04

4 4 9 0.01 0.01
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