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Higher-order sidebands in optomechanically induced prarency is discussed in a generic optomechanical
system. We take account nonlinear terms and giveflatt/e method to deal with such problem. It is shown
that if a strong control field with frequeney,; and a weak probe field with frequenay, are incident upon the
optomechanical system, then there are output fields wituéecieso, + 2Q generation, wher@ = wp — w;.

We analyze the amplitude of the output field + 2Q varies with the control field, and show that the amplitude
of the second-order sideband can be controlled by the stronol field.

PACS numbers: 03.65.Ta, 42.50.Wk

control field
I. INTRODUCTION (@) - ~ (b) o
Optomechanical system is a rapidly growing field, and 2"
many theoretical [1-29] and experimental [30-41] analysispzbo\ Stokes field K
have been done. Figure 1(a) shows a schematic diagram ofa & T secondeorder
generic optomechanical system. The optomechanical system P Wi - L
consists of an optical cavity, in which one mirror of the cav-

fixed movable

ity is movable with the angular frequen€y, and the masm.

Thls optomechanical system is dr|ver_1 bya _strong contral fiel FIG. 1: (Color online) (a) Schematic diagram of a generiooys-
W't,h frequencyul and a weak probe field with freque.n&‘.y. . chanical system. The optomechanical system is driven byoagst
This emerging subject leads some remarkable and integestingniro| field with frequencyw:. If the weak probe field with fre-
topics, such as cooling of micromechanical cantileveri€o t quencyw, are incident upon the optomechanical system, then there
ground state of motion [1-4], gravitational-wave deteg{6t,  are some interesting phenomena occur, such as optomealhaitie
and optomechanically induced transparency [10, 11, 30, 31duced transparency. (b) Frequency spectrogram of a gesstme-
which is an analogue of electromagnetically induced transehanical system. The frequency of the control field, as shoyie
parency. Electromagnetically induced transparency (EIT)yellow line, is detuned byA from the cavity resonance frequency
which is original discovered in atomic vapors, leads to many~hich has a linewidth ot. We choose thas approximately equals
important developments in optical physics [42—-46], and ha&® ~$m andw, — ws, which recorded a8, is over the optical res-
been reported in many fiiérent systems [47, 48]. It has been Onance of the cavity. There are higher-order sidebands dh au
demonstrated recently that a form of induced transparemcy e gﬁgi_{;‘g a?g);omechamcal system due to the nonlinear tei@sxsa
abled by the radiation-pressure coupling of an optomeehani ~ ™ '
cal system, and suclffect is called optomechanically induced
transparency (OMIT). ,
OMIT is a very interesting phenomenon, and can be ex-be described. In the present work, we take account the non-

; ; G s ; ;
plained by the Heisenberg-Langevin equations. According glinear terms_—lGo‘xo‘a and m0a'oa, whereG is the coupling '
this topic, many fundamental works have been done [6_9]constantwh|ch describes the coupling between the cavity fie

The Heisenberg-Langevin equations are nonlinear, and it iénd the movable mirror, and give affextive method to deal
very difficult to get an analytic solution of these equations. IfWlth the pFOb'em O.f hlgher—ord_er sidebands n OMIT. These
the probe field is far weaker than the control field, one can usfrmS are |gnored in most studies [1_3(.)]’ Wh'le. we show that
the perturbation method to deal with such problem. Consid!nese “0”"”eaf terms can lead some interesting phenomena
ering that the control field provides a steady-state satutio O.f optomechanical system, such as second and higher-order
the system, and we write the intracavity field and the mechans'd€bands [49, 50]. _
ical displacement at the steady-stateazand X. The probe Figure 1(b) shows the frequency spectrogram of a generic
field can be simply considered as a perturbation of the cbntr@®Ptomechanical system. The frequency of the control field,
field. The total solution of the intracavity field and the me- @S shown by the yellow line, is detuned hyfrom the cavity
chanical displacement under both the control and probe fielfeSonance frequency which has a linewidth.oThe first up-
can be written ag = a+ daandx = X + 6x. Using the lin-  Per sideband with respect to the pump, viz. control field, is

band as the Stokes field. We choose thatpproximately

equals to-Qn, andwy is offset by the tunable frequen€y

from w;. There are higher-order sidebands in such a generic
*Electronic addressaoxiong1217@gmail . com optomechanical system due to the nonlinear teriGixsa
TElectronic addresssiliugang@gmail.com and %6a*6a. The higher-order sideband processes is that if
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the strong control field with frequenay; and the weak probe terms becaus&i,(t)) = 0 and(F(t)) = 0. The Heisenberg-
field with frequencyw, are incident upon the optomechanical Langevin equations then become:
system, then there are output fields with frequeneigg nQ

generation, where is a integer. The output fields with fre- a=(iA - iGx - k/2)a+ fckey + \ekepe ™, (5)
guenciesy; + 2Q simply as the second upper and lower side- X = p/m, (6)

bands. In the present work, we only focus on the second-order
upper sideband. We show that higher-order sidebands aan als
be tuned by the strong control field.

p=-mQ2x—nhGa'a—Inp, (7)

For the case that the control field is much stronger than the
probe field, we can use the perturbation method to deal with
Egs. (5) - (7). The control field provides a steady-state-solu
Il. DERIVATION OF HIGHER-ORDER SIDEBANDSIN tion (&, x) of the system, while the probe field is treated as the
OPTOMECHANICALLY INDUCED TRANSPARENCY noise, or perturbation of the steady-state. The total solf
the intracavity field and the mechanical displacement under
In this section, we will give a full description of the deriva both the control and probe field can be writteraas a + sa
tion of higher-order sidebands in optomechanically induce andx = X+ §x. The steady-state solution of Egs. (5) - (7) can
transparency. We begin our discussion by introducing thée obtained as:
Hamiltonian formulation of a generic optomechanical syste

\Tcke1 ~ KG|a?

[10, 30]: a=— . X= iy 8)
—IA+k/2 mQz,
PP MR At it _ Aot — _
H= omT T2  F i iekey(8'e™r — &er) whereA = A — GX. Equations (8) give functions mapping

the intracavity photon numbéal? to the displacement This
system has bistability if the control field is strong enoulgig-
ure 2 shows the displacemenvaries with the power of the
control field by solving Egs. (8) numerically. We use-20
ng, G/2n=-12 GHZnm, I'y,/27=41.0 kHz,x/27r=15.0 MHz,

+ili Vok(B £pe P — BE,@PY) + Tiwcd'a + HGXA'a, (1)

wherep and X are the momentum and position operators of
the movable mirror with #ective massn and angular fre-

uencyQn,. The termhw:Aa is the free Hamiltonian of the
g yoom e Qm/27=51.8MHz, andA=—Q,. All of these parameters are

cavity field and the termiGxa’a denotes the interaction be- .
tween the cavity field and the movable mirror. The termsC0Sen from the recent experiment [30]. The wavelengh of

i7 cke1(8'e 1! —8gs) +ifi ek (8 epe™r' — 8z7,€7") de- the control field is chosen to be 532 nm. It can know that for

scribes the driving field, and in the present work it containsthe caseP, < 18 mW, only one solution exists and the sys-

a strong control field and a weak probe field. The ampli-tem has no bistability. For the cag is larger than 18 mW

tudes of the pump field and the probe field are normalizecYVh”e less than 150 mW, there are three solutions exist aad th
to a photon flux at the input of the cavity [30], and defined aggerriegis:sst:iig Itlgeblig?a{;ﬁ;[glsirt'lhtel‘liusnsffgzle'?(())lgltjlfari]r?aingl\/ﬁ'?

&1 = VPi/hwi andey = /Pp/hwp, whereP; is the pump ; . X '
power, andP, is the power of the probe fielck is the total the one solution region should be chosen, and we Rolet

loss rate which contains an intrinsic loss rejend an exter- 18 MW throughout the work. _
nal loss ratée,. The coupling paramete = kex/(xo + Kex), _ Now we t_urn to (E)n5|derthe p_erturbatlon made by the prgbe
which can be continuously adjusted, is chosen to be criticzafl'eld‘ By usinga = a+éaandx = x+éx, Egs. (5) - (7) become:
coupling ¥2 here, with the best contrast achieved [30]. d o o

In a frame rotating atv;, the Heisenberg-Langevin equa- a5a = @da— IG(adX + 0xda) + ijckepe ",
tions read [30]:

- G _
. _ Y6x = ——(asa” + a"da— sa’da), 9)
a=(iA—iGX—k/2)a+ ioker + Viickep€ ™ + &,  (2) m
%= p/m, (3)  where® =iA-iGx-«/2and¥ = & + T d + Q2. Inwhat
l5 _ _mQrzn)A(_ HGATA — Tmp + = (4) follows, we will show that the nonlinear termsGéxéa and

%6a*6a can lead some interestingfects of optomechanical

whereA = w; — we andQ = wp, — ws, and the decay rates of SyStem. _ _ o
the cavity field ) and mechanical oscillator§{) are intro- We solve the problem of inputting a probe figlge™ by
duced classically. The quantum noise of the mirror and gavit USing the ansatz:

are described by and Fyn with @n(t)&’ (1)) = 6t - t),
@in(t) = 0, (Fin(F (1)) = T [ & “0[coth(iew/ 2ksT) +
1ldw/27Qn and(lfth(t» = 0. In this work, we are inter-
ested in the mean response of the system to the probe field, so ox =XV +6x@ 4. (10)
the operators can be reduced to their expectation values, vi _ _ _ _
a(t) = (&(D), a'(t) = @'()), X(t) = (X(V), andp(t) = (p(r)). ~ Wheresa® = Aje '™ + Aje, 5a® = Aper™ + AL,
In this case we reduce the operator equations to the mea@® = (A)e™ + (A€, sa® = (A)) e +
value equations, and drop the quantum and thermal noisg;) €, 6x = X e + X:&™, andox® = Xe 2 +

sa=cab +5a? + ...,
sa’ =sa®+sa @+ ...



one group describes the part of linear case

oo

(0 +IQ)A] = iGaXy — ckep,
(6 -iQ)A] =iGaX],

~
T

[=2)
T

7 (Q2 - Q2 — ITmQ)Xs = —%(5@1’)* + EAI), (13)
/ | and the another describes the part of second-order sideband

R | (© + 2IQ)A; = IG(@X, + X1A]),
t.a#...... (@ - 2|Q)A+ = |G(§>(; + X;AI),

[$))
T
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7 (Q2 — 4027 — 2T Q)Xo = —%(5@;)* +TA; - (A;)*A;).
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Optical Power (mW) The equations (13) have been obtained in some previous

works [30], and are used to study thifeet of optomechan-
FIG. 2: (Color online) Calculation results of the solutiasfSEQs. ically induced transparency. It can easily solve the equati

(8). Here we plotx under diferentP;. The green dashed line indi- and obtainA; andX; as follows:
cates the unstable solutions. We use20 ng,G/2r=-12 GHzZnm,

-

T'n/27=41.0 kKHz x/27=15.0 MHz,Qm/27=51.8MHz, andA=—Q, A- = 1+if(Q) N
L7 k/2-0(A + Q) + 2A1(Q) P
_hGay(Q
X1 () Vickep, (15)

X;emt. The physical picture of such ansatz is that there are T Kk/2- i(A+ Q)+ 2AF(Q)
output fields with frequencias; + nQ generation, due to the
nonlinear terms-iGoxsa and %S¢a*sa, wheren is a integer. ~ where x(Q) = 1/m(Qj - Q* - iITyQ) and f(Q) =
If one ignores such nonlinear terms, then the terms of higheG?al?y(Q)/[«/2 + i(A — Q)].
order sidebands in the ansatz can not be self-consistent. In The equations (14) describe the second-order sideband of
the present work, we only consider the second-order sidkbansuch optomechanical system. We also can solve the equations
and higher-order sidebands (for exampl@) are ignored. So  and obtainA;. It reads
we can simplify the ansatz as follows:
, , , , G2atd(Q)x2 + GAI)(l(f(Z)(Q)(iK +30-2A) - 1)
da= A + AT + AjerdN 4 TP, A = — _ : _ : (16)
sa = (AI)*e—iQt + (AI)*eIQt + (Az)*e—ZiQt + (AE)*eZiQt, 2Af (Q)( A+Q+ IK/2) (A +2Q+ IK/2)

X = Xa€ N 4 X €N 4+ Xoe 2N 4 32, (11)  With

. _ 1oy nG2a?x (2Q)
In what follows, we will solve Egs. (9) by using the ansatz Fo(Q) = A+ Q+ix/2) A+ 20 +ix/2) (17)
(11) and give the amplitude of the second-order sideband.
Substituting Egs. (11) into Egs. (9) leads six equations: Equation (16) is made up of two terms: the first term is a
direct second-order sideband, and the other term is an upcon
(© +iIQ)A] = iIG(aXy + X; A, + XoAT) — iickep, verted first-order sideband. The direct second-order sitgb
(© - IQ)AT = IG@EX] + X1AL + XAD), whose amplitude is proportional @ax?, arise from the two-
] L _ phonon upconverted process of the control field.
(0 +21Q)A; =iG(aXz + X1Ay), By using the input-output notation, we can obtain the output

(0 - 2IQ)A; =iG(aX; + X;A7), fields as follows:
. nG . . :
(Qﬁ1 -0?% - iTmQ)X; = T Sout = Cr€7'tt + (;pe—'wpt - WAEe_I(pr_wl)t

— A /Uc_KAIe_i(z“’l_“’p)t _ WAze—i(Ciwl—pr)t, (18)

m— 407 -2 = wherecy = e1— \/77cka, Cp = ep= iIokA] . The term ofye !
(0 = 407 - 2Am )Xz = andcpe™'¢t describe the output fields with the frequencies of
—E(ﬁ(A;)* +a’A; - (AD*AI)- (12) @1 anda)p respectively. The transmission of the probe field is
m defined adp = cp/ep. Some previous works [30] have used

Cp to study OMIT. It can be obtain that

We consider that such second-order sideband is a second orde
processes and whose amplitude is much smaller than the probe 1+if(Q) (19)

field, so we can simplify these six equations into two groups: p=1- k/2—i(A+ Q)+ zgf(g)’k"'

x(aA) + @A - () A, - (A)AT)




The term of - yijckAfe7(21-@n)t describes the Stokes pro-
cess, and has been studied in Ref. [6]. The term o
— VKA, e er=wlt describes the second-order upper side-
band process, in which the output field with the frequangy

2Q can be produced, while the term efy/ijcrAj; e/ (Gw1-2wp)t
describes the second-order lower sideband process, ihwhic
the output field with the frequeney, — 2Q can be produced.
In what follows, we will give a discussion on the amplitude
of the second-order upper sideband. One also can discuss t
amplitude of the second-order lower sideband by using the
same method.

1. DISCUSSION

Now we turn to discuss the amplitude of the second-orde
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upper sideband varies with, or equivalentP;. After such
discussion we can find that the second-order sideband aan als
be tuned by the strong control field. FIG. 4: (Color online) Calculation results {if|*> andn vary with Q
under diferente;. In Fig. (a) and (b), we use;=933.0uW, while in
Fig. (c) and (d), we us,=3.7 mW. Other parameters are the same
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1 as Fig. 2.
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FIG. 3: (Color online) Calculation results i[> andn vary with Q

under diferents;. In Fig. (a) and (b), we usB;=9.33uW, while in 1.02 0.8 1 1.2

Fig. (c) and (d), we usB;=149.3uW.

The amplitude of the input probe light is,, while the  FIG.5: (Color online) Calculation results of the real ancage part
amplitude of the output field with second-order sideband i®f # under diferent control fields;. We useP, = (a) 37.3uW, (b)
| — ViickA;]. We definey = | - VKA €, which is di- 149._3;1W, (c) 335.9uW, (d) 3.7 mW. Other parameters are the same
mensionless, as thefeiency of the second-order sideband @S F8- 2-
process. It should be noted thatwhich we choose 20% here
for example, is just means that the amplitude of the output
second-order sideband is 20% of the amplitude of the inputhum atQ = Qp,, however, if one zooms in fiiciently, there
probe light, while not the case of that 20% of the probe lightis a local maximum af2 = Q. From Fig. 3(b), it can be
being shifted into the second-order sideband. known that generation ab; + 2Q is obvious only when the
Figure 3 showst,|?> andn vary with Q by using Eq. (16). resonance conditiof = Qn, is reached. Figure 3 (c) and (d)
We useep/e1=0.05, and all of the other parameters are ex-shows|ty|? andn vary with Q under a stronger control field
actly the same as Fig. 2. Figure 3 (a) and (b) shitysand ~ P;=149.3uW. Figure 3 (c) shows that there is a transparent
n vary with Q under the same control field;=9.33uW. In  window near the resonance condition= Q,, which, how-
Fig. 3(a)itpl? is very low neaQ/Qn=1, which means thatthe ever, is not very deep. Figure 3 (d) showsinder the same
probe field is almost completely absorbed near the resonan@®ntrol field. It can be found thatalso become obvious near
conditionQ = —A = Q. It seems tha]ltp|2 reaches its mini- Q = Q. However, on an enlarged scale, a local minimum is



shown.

Now we consider a stronger control field, for example,
P1=933.0uW. Figure 4 (a) show#|? in such a control field.
There is a transparent window near the resonance conditic
Q = Q. The transparent window is obvious and much deepe
than the case of Fig. 3 (c). Figure 4(b) shaywgaries with
Q under the sam@;. Unlike the case shown in Fig. 3(b), in 5
Fig. 4(b)n reaches its local minimum within a frequency win- . |i %
dow corresponding to about the cavity linewidthytQ,=1. =5 0'5}5 1
There is a narrow dip near the resonance condfloa Q,,
in which y become very small. It means that when the OMIT .
occur, the second-order sideband process is subdued. &uch
sult can also be obtained in Fig. 4(c) and (d). In Fig. 4(c), a
control field of P;=3.7 mW is used. Compared to the case in
Fig. 4(a), it can find that the transparent window is wided an
the dfect of OMIT is more obvious. Meanwhile, Figure 4(d) o 05 1 15 2 25 3 38
shows that the dip is become wider. The valug at the dip Optical Power (mW)
is not exactly zero sincEy, is nonzero. Taken together Figure
3 and 4 shows that PP, is small, and theféect of OMIT does  FIG. 6: (Color online) Calculation results [pf|> andx vary with the
not take place, then the probe field is almost completely abeptical power of the control field at the resonance condifioa Q.
sorbed near the resonance conditida Qn,, and meanwhile We uses,/s;=0.05, and all of the other parameters are exact the
the second-order sideband field achieves the maximum ampl#ame as Fig. 2. The blue solid curve represents the caloulasults
tude atQ = Q.. For the case thefiect of OMIT take place, of |tp|2 while the green dashed curve represents the calculatiohges
there is a transparent window for the probe field near the reff 7.
onance conditiof2 = Qp,, while the second-order sideband
field reaches its local minimum within a frequency window

corresponding to about the cavity linewidth wheyQ,=1. It nd the results are the same as Fig. 4 (c) and (d). In this
is a suppressive window for the second-order sideband fiel ase, the fiiciency of the second-order sideband process is
As the power of the control field becomes larger, both theonly ’about 29%. When we changg the trough ofity|? also
transparent window for the probe field and the SUppreSSiVEhanges. In Fig. 7(c) we find that the troughltafg is lo-
window for the second-order sideband field are wider. The ;a4 a/Qm ~1.4. There is a dip @/Qm =1, and it means
real and image part ok = /7ckA; /ep under diferent con- 54 the probe field is absorbed greatly in this case. Figure
trol f!elds are shown in F'g' 5. It can f'n(_j that both the r_eal7(d) shows that there is an obvious second-order sideband at
and image part OWAZ /£p have esgent|al _changes during Q/Qn =1, the dficiency of the second-order sideband process
the process of turning up the control field. Figure 6 shows theg 51,6t 1506, Similar results also can be obtained in Fig. 7(e
calculation results otyl® andy vary with the optical power 5 (1) It should be noted that Fig. 7 (c) to (f) is not the sit-
.Of the contr(_)l field at the resonance conditian= _Qm' Itol . uation of OMIT. Obviously, there are two absorption peaks in
increases with the optical power of the control field, while ig. 7(c) and (e). The first absorption peak is near the reso-
is not. For the case that the optical power of the control fiel ance condition of the moving mirréX = Q. while the sec-

is weaker than about 0.12 m\,increases sharply with the ond one is near the resonance condition of’the ceﬂiﬂy—A_.

optical power of the control fieldy reaches its maximum at ¢y resonance condition of the moving mirror is the same as
aboutPy - 0.12 mW. For the case of a Iarglé{_, 7 decreases the resonance condition of the cavity, the destructiveriete
slowly with the optical power of the control field. All of the  g00 henween the probe field photons and the sideband exci-
results, obtame_d from Fig. 3-6, show that the amphtuddneft_ tations of the control field, which are induced by the mechan-
second-order sideband can be controlled by the strong fle@a' oscillation, causes a tunable transparency windowe Th
&1 detailed process is as follows: The control and probe fields
Up to now, we have shown that taking account of the noninduce a radiation-pressure force oscillating at the fesqy
linear terms will lead higher-order sidebands in a genepic 0 ¢, which is the beat frequency between the control and probe
tomechanical system, and the amplitude of the second-ord@e|ds. If Q2 is close to the resonance frequency of the moving
sideband can also be tuned by the strong control field. Howmirror Q,, the mirror starts to oscillate coherently. As a result,
ever, the amplitude of the second-order sideband is vert. smastokes and anti-Stokes fields will emerge. If the resonance
Figure 4 shows that theffeciency of the second-order side- condition of the moving mirror is the same as the resonance
band process is only about 2%. It means that the field at theondition of the cavity, the anti-Stokes field is resonaetly
frequency ofw; + 2Q is significantly weaker than the probe hanced. So that the probe laser interfere with the antie3tok
field. In what follows, we will show that the amplitude of the sideband leads a tunable transparency Window[SO, 33, ﬂ_j_] |
second-order sideband can be obvious by tuaing we choose\ is off-resonance with the anti-Stokes field, here
Figure 7 shows the numerical resultstgP andn vary with  we takeA=—1.4Qn, as an example, then the anti-Stokes field is
Q by using diferentA. In Fig. 7(a) and (b), we usé=-Q,,  subdued, and thefect of OMIT is disappeared. However, the

n (%)




It can be obtained that ih=—Q,, and when the OMIT oc-

(a) (b) cur, then|AS| will reaches the local minimum within a fre-
! 3 guency window corresponding to about the cavity linewidth
=2 when Q/Qrn=1 because both th@\]| and X; reach the lo-
=05 S cal minimum in this case. A possible interpretation of the
=1 obvious second-order sideband for the cAse -1.5Qq, is
0 0 ‘ that the density of states of the cavity field at the first- and
0 Yo 2 0 Yo 2 second-order sidebands is equal wher -1.5 Q. There-
(C)m ( d)“‘ fore two-step scattering intq the second—order sidebal_uhis
1 20 dered more probable than it would otherwise be. This result
also can be obtained by using the simplified expression of Eq.
o5 S 10 (16). When we tuning\, the dfect of OMIT will disappear,
= = and bothA7| andX; become larger. More importantly+2Q
in the denominator of Eq. (20) is smaller, so it leads an obvi-
% y P % y > ous second-order sideband.
QQ_ QQ_
(e) ®
1 20
IV. CONCLUSION
"= 05 <10 ; icfi i i
= = The propagation of electromagnetic fields in various system
is a wide range of issues [41-57]. Optomechanical system is
% 1 2 % 1 2 a promising approach to manipulate the propagation of light
QR QQ [41, 49, 50]. In this work, we show that an generic optome-

chanical system driven by a pump field with frequeagyand
a weak probe field with frequeney, can lead to generation
FIG. 7: (Color online) Calculation results {#f|> andn vary with Q of Sgcond-order Sldebfrmd &gna}@ + 2Q by taking account
undere;=100.0MHz. We usé=—Qy, in Fig. (a) and (b)A=—1.40;, nonll_near terms. We give arffective method to calculate th_e
in Fig. (c) and (d), whileA=—1.8Q,, in Fig. (e) and (f). Other amplitude of such fields. We find that the second—order side-
parameters are the same as Fig. 2. bands can also be tuned by the strong control field. There are
some connections between OMIT and the second-order side-
band process. When the OMIT occur, the second-order side-
density of states of the cavity field at the second-order-sideband process is subdued. We also show that the amplitude of
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