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Abstract

The long-range interaction between {1,3}S He∗(3s) and 1S He(1s) was studied in bulk liquid

helium by fluorescence measurements and by combined theoretical electronic structure and bosonic

density functional theory calculations. The excited He∗ atoms were produced in the liquid by

corona discharge with subsequent impact excitation instigated by hot electrons from the discharge.

The long-range contribution to the repulsive “hump” near 5 Å in the {1,3}S He - 1S He potentials

was interrogated by monitoring He∗ {1,3}S(3s) → {1,3}P(2p) fluorescence profile characteristics as

a function of external pressure between 0.1 - 3.5 MPa. Fluorescence line shifts and widths as a

function of pressure were extracted from the experimental data and compared to the theoretical

predictions, establishing that the nascent He∗ atoms reside in a bubble state within the liquid. It

was observed that the experimental data could only be consistently reproduced if the excited He∗

atoms emit in a less dense environment as compared to the rest of the bulk liquid.

PACS numbers: 34.20.-b,78.60.Fi,79.20.Kz,79.70.+q
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I. INTRODUCTION

Long-range forces, such as van der Waals attraction and Pauli exclusion repulsion, play

an important role in both static and dynamic properties of non-chemically bound systems.

Typically, such interactions lead to a pair interaction potential between two atoms that

can be described by an exponential-like repulsive wall followed by an attractive interac-

tion dictated by the dispersion coefficients. For chemically bound systems, the repulsive

interaction is partially compensated by chemical bonding, which results in a much deeper

minimum in the pair potential at short range. In both cases, the pair potentials have only

one minimum energy distance, which determines the chemical structures of the molecules

and physical characteristics of liquids and solids. Exceptions to this behavior include some

molecular Rydberg systems1–3 and molecules that possess long-range repulsive electrostatic

interactions.4,5 Such pair potentials exhibit two distinct minima, one in the molecular regime

and the other near the separated atomic limit. For example, it has been suggested that it is

possible to prepare a lattice of isolated atoms outside the chemically bound regime at low

temperatures.6 The interaction between excited He∗ and ground state helium atoms provides

another example of this type of behavior where chemical bonding occurs at short-range (the

bond order for Rydberg state He∗2 is one in the ground state), but the transition between the

atomic and molecular Rydberg states may produce a repulsive barrier in the intermediate

distance regime.

Spectroscopic studies of intrinsic excitations (e.g., He∗ and He∗2) in bulk liquid helium have

a long history.7–12 Experimental techniques, such as high energy electron bombardment,7–9 α-

particle bombardment,13,14 corona discharge,10,11,15–17 strong field ionization by femtosecond

laser pulses,18,19 vacuum ultraviolet excitation (VUV)12 and synchrotron radiation,20–22 have

been employed. The latter technique has also been applied to study intrinsic excitations

and their relaxation dynamics in liquid helium droplets.23,24 All these methods, with the

exception of VUV excitation, involve the direct ionization of helium atoms as the first step,

generating the corresponding positive ions and electrons in the liquid. This can directly lead

to the formation of positive He+2 and subsequently He∗2 through electron-ion recombination,

or electronically excited helium atoms, He∗, through electron impact ionization/excitation in

the liquid. These species are formed both in their singlet and triplet electronic manifolds and

they relax toward lower energy states by emitting photons in the visible and infrared regions
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as well as in the VUV when the system returns back to its electronic singlet ground state. The

ground triplet states of He∗ and He∗2 are metastable as their electric dipole transitions to the

ground singlet state are forbidden. In liquid helium, both the He∗ and He∗2 species have been

established to reside inside voids with radii ranging from 7 - 15 Å (“bubble states”), which

are slightly smaller than that of a solvated electron (18.5 Å radius).25–30 Such structures are

the result of a repulsive Pauli exchange interaction between the Rydberg electron and the

surrounding closed shell helium atoms. Since the bubble radius depends strongly on the

electronic state in question, both absorption and fluorescence spectra exhibit shifting and

broadening due to the coupling between the Rydberg electron and the surrounding liquid

(“bath”). In general, absorption lines experience stronger coupling to the surrounding bath

whereas in most cases, the fluorescence lines are located closer to their gas phase values.

This behavior can be rationalized by the fact that the higher Rydberg states have a larger

electron extent and thus the upper state is strongly coupled to the liquid in an absorption

process whereas such coupling is usually very small in fluorescence. However, fluorescence

spectroscopy, as demonstrated in this work, can provide detailed information about repulsive

upper states when the spectra are recorded systematically as a function of external pressure.

Since the surrounding helium density is greater in the liquid phase as compared to helium

gas, the liquid phase experiments provide better sensitivity to this interaction. There is

a distinct difference between the condensed phase and gas phase fluorescence line shape

behavior as a function of pressure.

Theoretical treatment of bubble states around atoms/molecules (“impurities”) in liquid

helium have been mostly based on the application of the well-known bubble model where

the liquid part is described by the surface tension energy penalty for creating a void in the

liquid (4πR2
bγ; γ is the liquid surface tension and Rb is the bubble radius) with the external

pressure contribution on the bubble interface included through the classical pressure-volume

energy term (Pext4πR
3
b/3; Pext is the external pressure).

30–33 There are, however, several short

comings of this approach: 1) it is not clear if there should be geometrical corrections included

for the surface tension term (i.e., the Tolman correction, see Ref. 34) and if it can be applied

for non-spherical systems or for impurities with bound potentials; 2) the exact role of the

often included surface kinetic energy term, which is an integral over (∇ρ)2

8mρ
, is not clear and

may be partially double counted as it should also contribute to the surface tension term (for

discussion, see Ref. 26); and 3) the model has a poor description of the gas-liquid interface
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at the impurity, where the liquid density is usually described by the Heaviside step function.

To provide a better microscopic description of the liquid-gas interface, a fixed trial function

has often been employed (see Refs. 30–33) but this does not exhibit the correct physical

behavior in the vicinity of the impurity (e.g., a non-differentiable abrupt behavior at the

onset of non-zero liquid density). An accurate description of the liquid density in this region

is very important because the calculated spectral line shapes are particularly sensitive to

the liquid density profile near the impurity. While the bubble model itself does not consider

the liquid - impurity interaction directly, this interaction must be present to balance the

surface tension and the external pressure. This is often included in the calculation through

a low-level electronic structure calculation for the impurity combined with the application

of the electron - helium pseudopotential for evaluating the impurity - helium interaction

(PS).30,33,35 It is difficult to judge the accuracy of such PS -based models, especially when

they are used in conjunction with the semi-empirical bubble model. Finally, when the

bubble model has been applied to study experimental line profiles, the model parameters

(e.g., surface tension) are often adjusted to match the experiment. Clearly, there is a need for

a first principles theory model that can reproduce the spectral line shapes without empirical

adjustment of any model parameters.

The most accurate theoretical methods for describing liquid helium, such as the quantum

Monte Carlo approaches, are not generally applicable to systems with a large number of nu-

clei such as the bulk liquid.36 Bosonic Density Functional Theory (DFT), on the other hand,

has been shown to be a computationally tractable approach capable of accurately describing

solvation of impurities in liquid helium.37–41 It can provide a more rigorous microscopic de-

scription of the liquid, especially in the gas-interface region surrounding the impurities, which

is important for analyzing the spectral shifting and broadening of absorption and emission

lines. Liquid helium DFT model constants are fixed against the known bulk properties and

as such it does not contain any adjustable parameters.41 While the first liquid helium DFT

models were restricted to 0 K, the theory has since then been extended to describe liquid

helium even above the lambda point.42 The main drawback of DFT for evaluating linear

optical spectra of impurities in liquid helium arises from the fact that the true many-body

wavefunction for the liquid, which is required to evaluate the exact time-correlation function

for the line shapes, is not known. Approximate methods have been developed to overcome

this restriction in situations where a distinct zero phonon line and the associated phonon
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band appears in the spectrum.37 In such case the frequency domain phonon band contains

information about the microscopic bath trajectory during the excitation.37,43 However, in

the present case, such structure is not present in the spectra and a simple statistical form for

the time-correlation function can be applied,30,44 which does not require explicit evaluation

of the liquid bath dynamics.

In this work, we have carried out spectroscopic experiments and first principles theoretical

calculations to characterize the long-range repulsive potential between {1,3}S He(3s) and

ground state helium atom. It is demonstrated that the current experimental approach

offers a great advantage over the gas phase measurements by yielding enhanced sampling of

the pair potential and thus providing a greater sensitivity for its energetics and curvature.

Bosonic DFT simulations and spectroscopic line shape calculations for singlet and triplet

state He∗(3s) in liquid helium were carried out to model the experimental observations as a

function of external pressure.

II. EXPERIMENTAL

A helium cryostat with an accessible temperature range between 4.2 - 300 K was employed

in the experiments. To control the pressure, a copper beryllium cell, which can withstand

pressures up to 11 MPa, was installed at the cold tip of the cryostat and the pressure inside

the cell was measured by a capacitance manometer (MKS Instruments Micro Baratron model

890B-33PCB2GK) and the temperature by a germanium sensor (LakeShore GR-200A-2500;

accuracy ± 0.5 mK at 4.2 K). The cell was evacuated using a turbo molecular pump (Varian

969-9351) to 10−6 Torr and filled with ultra pure helium (grade N 60, air liquide; < 0.1

ppm of O2 content). The gas was passed through a series of L-N2 cooled traps filled with

a mixture of molecular sieves (3 - 10 Å) and activated charcoal (prepared under vacuum

at 350 ◦C for 3 days). The copper beryllium cell contained a discharge apparatus that

was arranged in a point-plane geometry with 8 mm gap between the electrodes. The point

electrode was constructed from an electrolytically etched tungsten wire (1 mm diam.). The

present experiments employed 0.45 µm and 2.5 µm point electrodes for positive and negative

polarities, respectively, as determined by electron microscopy (Jeol JSM 5600LV). The plane

electrode was constructed from copper (20 mm diam.). The voltage to the electrodes was

supplied by a stabilized DC power supply (Spellman model RHSR/20PN60) giving either
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positive or negative tip polarity. The current was monitored by a Keithley 610 C Ampere

meter. Discharge current and power in the liquid phase (4.2 K) were in the range of 0.1 -

0.5 µA and 0.5 - 3.0 mW and in the gas phase (300 K) 20 - 50 µA and 20 - 100 mW. The

observed corona discharge threshold voltages were observed to be independent of pressure.

Both the helium cryostat and the copper beryllium cell were equipped with sapphire

windows, which allowed the collection of light near the corona discharge zone by a short

focal length lens. A second quartz lens was used to focus the light into a 300 mm focal

length spectrograph (Acton Research Corporation; Spectra-Pro-300i with 150 gr/mm and

1200 gr/mm gratings). A L-N2 cooled charge coupled device (CCD; Princeton Instruments

model 2D-CCDTKB-UV/AR) was installed at the exit plane of the spectrograph. The

spectral resolution with the 1200 gr/mm grating was 0.1 nm as determined from the spectral

profiles of argon discharge lamp lines. The two relevant atomic He∗ lines observed in the

experiments through fluorescence are the triplet He∗ line at ca. 706 nm (3S He(3s) → 3P

He(2p)) and the singlet He∗ line at ca. 728 nm (1S He(3s) → 1P He(2p)).

III. THEORY

The {1,3}S He∗(3s) - 1S He(1s) and {1,3}P He∗(2p) - 1S He(1s) pair interactions were ob-

tained by using the full configuration interaction (CI) method as implemented in the Molpro

code.45,46 The full CI method is a size consistent approach, which allows to correct for the

basis set superposition error (BSSE) through the approach of Boys and Bernardi.47 Provided

that the basis set convergence is sufficient, this approach has been shown to provide highly

accurate results for rare gas systems even with a limited treatment of electron correlation

(typical accuracy ca. 1 cm−1).48,49 The calculations in this work employed the basis set

given by Refs. 50 and 51 (“Basis 1”). A test for basis set convergence was carried out by

comparing the results against a larger basis set developed by Deguilhem (“Basis 2”; Basis set

“E” as specified in Appendix A of Ref. 52). Both basis sets provide the correct description

of the relevant atomic asymptotes up to the 3p level.

The liquid helium surrounding He∗ was modeled by bosonic DFT where the He∗ - He

pair potential obtained above acted as an external potential for the liquid. An extension

of the DFT model of Stringari et al. (the Orsay-Trento functional) was used to model the

liquid when T > 0 K.41,42 At present, the calibration of the model has been performed up

6



to 3 K and we have used this temperature to mimic the 4.2 K experimental conditions.

This approximation will result in a slight underestimation of the ideal gas contribution

to the functional, which is particularly important in the low pressure regime. Due to the

reduced liquid-gas interface width, this approximation will result in a small under estimation

of the fluorescence line blue shift. The external pressure was accounted for by adjusting

the bulk liquid density according to the known equation of state for liquid helium at the

given temperature.53 In addition to the bosonic DFT description for the liquid degrees of

freedom, the zero-point motion for He∗ was included in the model by minimizing its energy

simultaneously with the liquid DFT equation. The interaction energy functional between

the two systems is given by:

E [ψHe∗ , ψliq] =

∫ ∫

|ψHe∗(r)|
2 VHe∗−He(|r − r

′|) |ψliq(r
′)|

2
d3r′d3r (1)

where ψHe∗ is the He
∗ wavefunction localized inside the bubble, ψliq is the liquid helium order

parameter and VHe∗−He represents the He∗ - He pair potential. The appropriate functional

derivatives of Eq. (1) were included in the imaginary time propagation procedure for solving

the resulting coupled non-linear Schrödinger -type equations (i.e., He∗ nuclear motion and

liquid DFT).54 The numerical treatment of the helium DFT problem is described elsewhere.55

To minimize the boundary condition artifacts arising from using a finite simulation box, a

large grid consisting of 256×256×256 points with a spatial grid step of 1.0 Bohr was used

in the calculations. An imaginary time step length of 80 fs was used in minimizing the total

energy of the system. To verify that time step bias was not present, shorter times steps

down to 10 fs were executed at the end of each run. Typically 150 imaginary time iterations

were required for full convergence. The resulting liquid density profiles were subsequently

employed in evaluating the spectral line shapes (see below). The coupled He∗ - helium DFT

solver was implemented in parallel by using the published libdft56 and libgrid57 libraries.

The experimentally observed fluorescence line shapes do not show any distinct zero

phonon and phonon wing structure, which indicates that the associated time correlation

function decays faster than any dynamic mode of the liquid. It has been shown previously

that several liquid modes may give additional structure to absorption/emission lines: bub-

ble breathing motion as well as maxon and roton region excitations in the bulk dispersion

relation.37 Since the current experiments were carried out well above the lambda transi-

tion, the stationary liquid excitations (i.e., rotons and maxons) experience strong lifetime
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broadening such that they cannot be spectrally resolved. The bubble breathing mode is not

expected to yield discrete structure since this mode is strongly over damped with the current

pair potentials. Consequently, in the present case it is possible to use Anderson -type static

formulation for the time correlation function, c(t):26,44

c(t) = exp

{

−

∫ ∫
[

1− exp

(

−
i∆V (|R− r|) t

~

)]

× ρHe∗(R)× ρliq(r)d
3Rd3r

}

(2)

where ∆V is the difference pair potential between the excited and ground states corre-

sponding to the emission line, ρHe∗ = |ψHe∗|
2 and ρliq = |ψliq|

2. Note that this expression

incorporates the zero-point motion for He∗ into the evaluation of the time-correlation func-

tion. It has been shown previously that the interfacial dynamics is the fastest mode in the

bubble dynamics, which typically proceeds on a timescale less than 10 ps.25 In the present

case, the time scale of the dynamics occurring on the lower 2p state was estimated to be 3

ps by propagating the 3s equilibrium density subject to the He∗(2p) - He potential in real

time and by observing the penetration of the liquid into the nodal plane of the occupied

2p orbital. This mode is slower than the time-correlation function decay time extracted

from the observed experimental fluorescence line width. Based on this estimate, Eq. (2)

provides an accurate description of the fluorescence line shape. Fourier transform of c(T )

will then yield the frequency domain spectrum, which allows for direct comparison between

the experimental data and the theoretical calculations.

IV. RESULTS AND DISCUSSION

Corona discharge in a point-plane geometry has been used to ionize helium and study

charge transport phenomena in liquid helium over a wide range of hydrostatic pressures.

Close to the point electrode, the onset of the ionization process essentially determines the

voltage threshold for corona discharge (ca. 3 - 4 kV). The strong electric field near the

point electrode initiates an electron avalanche proceeding through a series of electron -

helium impact events, causing an exponential increase in the charge density that leads to

a distortion of the electric field (i.e., non-Laplacian field). Effectively this process creates

a small higly ionized volume (< 10 µm3) near the tip. The ions that escape the ionization

volume are subject to the reduced electric field that is present in the inter-electrode space
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(“drift zone”). The interaction of ions (i.e., electrons in negative corona and He+ in positive

corona) with the liquid determines their mobility and thus the observed corona current. The

mobilities of the ions is affected by their primary microscopic solvation structures (“bubble”

for electrons and “snowball” for positive ion) as well as the external pressure, which perturbs

the solvation structures. If the density of the charges in the drift zone is such that the ions

interact, the corona current exhibits a quadratic dependency on the applied voltage. In

liquid helium the observed corona current is limited to less than 0.5 µA due to the rather

low ion mobility in the liquid.

It is important to first identify the spatial origin of the observed He∗ emission lines (i.e.,

bulk liquid or dense gas). The discharge zone is expected to be at a higher temperature than

the rest of the liquid because the electron/ion current power density is unevenly distributed

between the electrodes and the discharge zone is thermally insulated from the rest of the

liquid due to the momentum mismatch between the gas and the liquid. Note that even below

the lambda point, the latter would occur through the well-known Kapitsa resistance effect58.

If the height of the long-range repulsive hump in the He∗ - He potential (approx. 120 cm−1

at 5 Å for the triplet state He∗) is smaller than the thermal energy kT available, the system

would instead emit from the lower energy molecular states. The long-range repulsive hump

can be thought to act as a filter for producing either the molecular excimer or atomic He∗.

Thus the present set of experiments detect atomic He∗ fluorescence lines, which most likely

originate from outside the discharge region. Direct experimental evidence for He∗ emitting

in the bulk liquid can be obtained by comparing the pressure dependency of the emission line

shift for gas vs. liquid (see Fig. 1). Due to the low density in the gas phase, the line shift is

very small but the spectral broadening is significant due to frequent random collisions with

gas phase He atoms. Conversely, in the liquid, the higher helium density around He∗ results

in both large blue shift as well as line broadening. Both the observed singlet and triplet He∗

lines exhibit similar pressure dependent behavior (apart from quenching) indicating that

both species reside in the bulk liquid solvated in bubble states.

To assess the effect of increased external pressure (P ) in sampling the repulsive wall of

the long-range hump (VHe∗−He; R > 5 Å), it is instructive to write the fluorescence line shift

(represented by ∆E) in terms of reduced liquid density ρ/ρ0:
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FIG. 1: (Color online) Shift of the 3S He∗ 706 nm fluorescence line (∆ν) in gas (300 K and 160

K) and liquid (4.2 K) phases. Note that the blue shift in the liquid phase depends strongly on the

pressure.

∆E =

∫

ρ(r)VHe∗−He(r)d
3r =

P

kTZ

∫

ρ(r)

ρ0
VHe∗−He(r)d

3r (3)

where the bulk density ρ0 = P
kTZ

is determined by the liquid thermodynamic equation of

state (Z is the compressibility factor, k is the Boltzmann constant, T is the temperature). If

the integral in Eq. (3) remains constant (i.e., independent of P or T ), a plot of ∆E against

P/Z should show linear behavior (or against 1
TZ

). For the triplet He∗ emission line, this

occurs at pressures P > 1.5 MPa. Below this limit, the value of the integral also changes

as a function of pressure indicating that different parts of the repulsive potential are being

sampled by the liquid. Eq. (3) can also be used to rationalize the observed near linear

behavior of the line shift as a function of pressure (or inverse temperature).

The radiative lifetime of {1,3}He∗(3s) is in the order of nanoseconds, which is too short for

He∗ to diffuse into the surrounding liquid from the discharge region. A plausible formation
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mechanism for He∗ in the bulk liquid is through electron impact excitation by hot electrons

from the discharge zone propagating in the conduction band of the liquid (begins at ca. 1

eV above the localized bubble state):

e− +He→ He∗ + e− + heat (4)

where the electron loses part of its kinetic energy in the collision and an excited He∗ is

created. For example, previous high-energy electron bombardment and VUV irradiation

experiments have shown that the nascent molecular excimer species have extremely high

vibrational and rotational states populated (i.e., high molecular temperature) indicating that

such processes deposit the excess energy locally into the system.20,59 The process depicted in

Eq. (4) occurs at much lower temperature (i.e., in the bulk liquid) than the discharge zone,

hence stabilizing the nascent He∗. Evidence for this mechanism can be obtained by reversing

the tip polarity from negative to positive. In the former case the electrons are ejected from

the tip by the electric field into the liquid and therefore the process described by Eq. (4)

proceeds efficiently in the bulk. With positive tip polarity, the electrons are retained near

the discharge zone by Coulomb attraction, which greatly reduces the efficiency of Eq. (4) in

the bulk. A comparison of the He∗ 706 nm emission line is shown in Fig. 2 where it is clearly

observed that the positive tip configuration results in a broader line as well as the emergence

of a new broad band to the red of the main line. The new band is also located slightly to the

red of the gas phase line origin and does not exhibit significant pressure dependency. Based

on the lack of pressure dependency of the line position and the large line width, the band is

likely to originate from the gaseous discharge region. Deconvoluting the experimental line

profile by using two Lorentzians (i.e., the main line and the red shifted feature) gives a red

shift for the band as 13 cm−1 and the width as 53 cm−1 (P = 0.14 MPa). However, at

present the exact origin of this band is unknown as the current ab initio potentials can only

predict a blue shift. It is possible that when the discharge occurs in a volume confined by

the liquid, the temperature and pressure may be such that they have not been explored in

the earlier gas phase studies. For example, an efficient sampling of the long-range maximum

near 5 Å (see Figs. 3 and 4) may be sufficient to produce such a red shift. Note that in

this distance regime many-body effects, which are not included in our current calculations,

are also expected to play an important role. The conclusion is therefore that a negative tip

polarity should be used in order to obtain better thermalized He∗ in the bulk liquid. As

11



FIG. 2: (Color online) Comparison of He∗ 3S (3s) → 3P (2p) 706 nm emission line at T = 4.2 K

and P = 0.1 MPa with positive and negative tip polarities.

indicated in Eq. (4), the electron impact process will also release heat to the immediate

surroundings of the He∗ formed in the bulk liquid (“local heating”), which, as discussed

below, has important implications for the appearance of the fluorescence line shape.

The calculated pair potentials for {1,3}S He(3s) - 1S He(1s) and {1,3}P He(2p{x,y,z}) - 1S

He(1s) are shown in Figs. 3 and 4. The repulsive hump around 5 Å distance corresponds

to the Rydberg transition regime, going from the atomic He∗ to the molecular He∗2.
2 In

both the singlet and triplet manifolds, there are two molecular states that originate from

the 3s He asymptote, Σg and Σu. At distances greater than 7 Å, these molecular states

remain degenerate as the system does not experience the molecular regime yet. The same

applies for the 2p asymptote regarding the u/g molecular states whereas a small breaking

of degeneracy can be seen between the Σ and Π states that arises from this asymptote.

However, considering the relevant range of the experimental observations, the 2p potentials

for the triplet state appear to be essentially flat when R > 5 Å as compared to the 3s state.

Consequently it is not necessary to consider all the possible molecular state combinations in

simulating the fluorescence spectrum for the 3s - 2p transition (see below). This does not

hold for the singlet state and it was necessary to consider the additionally split 2p states

based on the standard molecular selection rules. The basis set convergence for the triplet

state was tested by using an extended basis set (“Basis 2”; see Fig. 4; tabulated numerical
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FIG. 3: (Color online) Singlet He∗ - He pair potentials correlating with the 3s and 2p atomic

asymptotes (Basis set 1). The atomic limits have been shifted to a common origin to show the

details of the potentials. The state labels have been assigned based on previous spectroscopic

studies.60

data given in the Table I). The application of the larger basis set lowered the height of the

long-range repulsive hump near 5 Å by 12 cm−1. The difference becomes gradually smaller

at larger distances where both potentials are in general within a couple of cm−1 from each

other.

The calculated liquid density profiles from bosonic DFT as a function of external pressure

are summarized in Figs. 5 and 6. As the bubbles formed around He∗ have fairly large radii

and essentially no binding in the external potential, the liquid profiles are very smooth with

only weak density oscillations due to liquid correlations visible especially at higher external

pressures. The effect of external pressure on the liquid density near the He∗ is remarkable,

allowing experiments to probe the long-range region of the repulsive hump effectively over

several different distances. Thus it is clear that the experimentally observed line shifts and

broadening must be very sensitive to the pair potential in this regime, although indirectly as

the potential is convoluted with the liquid density. Note that in the gas phase, the behavior
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asymptotes. The atomic limits have been shifted to a common origin to show the details of

the potentials. Two different basis sets (“Basis 1” and “Basis 2”) were applied for the 3s 3Σg

states to study the basis set convergence. The state labels have been assigned based on previous

spectroscopic studies.60

is completely different as demonstrated in Fig. 1. In the limit of high pressure, tunneling or

hump crossing will eventually lead to the destruction of He∗ and to the formation of He∗2.

Based on the experiments, the fluorescence quenching of He∗ occurs after P = 0.6 MPa for

the singlet state and after P = 3.5 MPa for the triplet state. This is the expected trend

based on the results shown in Figs. 3 and 4 as the triplet state long-range hump height

is higher than for the singlet state. However, an additional quenching mechanism for the

singlet state must be present because the difference between the barrier heights (ca. 20

cm−1) appears too small to fully account for such a difference.

A comparison between the experimental and theoretical line shifts as a function of exter-

nal pressure is shown in Fig. 7. As the accessible pressure range for the singlet state emission

line is very small, consideration was limited to the triplet emission line, which shows no pro-
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R (Å) E (cm−1) R (Å) E (cm−1)

16.0 0.0 10.0 4.6

15.5 -0.2 9.5 8.0

15.0 -0.3 9.0 13.1

14.5 -0.3 8.5 20.6

14.0 -0.2 8.0 31.2

13.5 -0.1 7.5 45.7

13.0 0.0 7.0 64.2

12.5 0.3 6.5 84.6

12.0 0.7 6.0 105.0

11.5 1.2 5.5 121.4

11.0 1.8 5.0 119.3

10.5 2.5 4.5 104.7

TABLE I: Long-range pair potential data for 3S (3s) He∗ - 1S (1s) He obtained from full CI

calculations employing “Basis 2”.

nounced fluorescence quenching below 3.5 MPa. In general, both the PS/bubble model

calculations of Lane et al.30,33 and the present ab initio/DFT calculations produce larger

blue shifts than observed experimentally (see Fig. 7). Below the lambda point, the ab

initio/DFT model produces a linear pressure dependency and a smaller blue shift as com-

pared with PS/bubble model. There are three possible sources for the excess blue shift

predicted by the present calculations: 1) error in the He∗ - He pair potential; 2) reduced

helium density surrounding He∗ as compared to the rest of the bulk liquid; or 3) an error

in the experimentally determined absolute line position under the saturated vapor pressure

conditions.

Regarding the first possibility, we note that both theoretical models (PS/bubble model

and ab initio/DFT) produce the same blue shift near the saturated vapor pressure condi-

tions at 1.8 K (see Fig. 7) and they further predict a similar trend in the increase of the

blue shift as a function of pressure. The PS and ab initio methods used to derive the He∗ -

He interaction potential, are quite different from each other and it would be a curious coin-

cidence that the two methods would reproduce the same saturated vapor pressure result by
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FIG. 5: (Color online) Liquid helium density profiles around singlet state He∗ (3s) at 4.2 K as a

function of external pressure (employing Basis 2 data). The density asymptotes have been fixed to

the known densities based on the literature values.53 The zero-point density widths (full width at

half maximum; FWHM) for He∗ range from 0.8 Å at 3.5 MPa to 3.5 Å at 0.1 MPa.

accident. Furthermore, a similar triplet He∗ - He pair potential with a lower level electron

correlation treatment was applied successfully to model the gas phase line broadening of

the same transition indicating that our potential must have sufficient accuracy.61 The ab

initio/DFT approach has also been used previously to model He∗2 (3c ←3a transition) ab-

sorption spectrum with an accuracy of ca. 5 cm−1.26 In this case, experiments employed the

cold electron emission technique (i.e., He+2 + e− → He∗2 in the liquid with low excess kinetic

energy available for the electron), which produced 50 cm−1 larger blue shift than observed

with the electron beam method.9,16,59 Note that due to the He+ + He → He+2 channel, this

approach is not applicable for creating He∗ species in liquid helium.

Considering the second possibility, a reduced liquid density around He∗ may be caused

by an increased local temperature when excess energy is released to the surrounding liquid

during the electron localization process as shown in Eq. (4). In a time dependent picture,

16



0 10 20 30 40 50 60
R (Å)

0

0.005

0.01

0.015

0.02

0.025

0.03

ρ 
(Å

-3
)

P = 0.1 MPa
P = 0.6 MPa
P = 1.6 MPa
P = 3.5 MPa

FIG. 6: (Color online) Liquid helium density profiles around triplet state He∗ (3s) at 4.2 K as a

function of external pressure (employing Basis 1 data). The density asymptotes have been fixed to

the known densities based on the literature values.53 The zero-point density widths (FWHM) for

He∗ range from 0.8 Å at 3.5 MPa to 3.3 Å at 0.1 MPa.

a plausible model for this process is as follows: 1) the excess energy rapidly heats a fixed

volume of helium surrounding the He∗ such that it turns into gas, 2) the gaseous region

(“microscopic gas bubble”) begins to expand because its internal pressure is higher than

the external pressure (includes the liquid surface tension) imposed by the rest of the system

and 3) expansion proceeds until both pressures are equal or the gas bubble cools down

to become liquid again. Note that at least initially, the helium density in the gas bubble

remains high and He∗ is located in a bubble state there. If the gas bubble expansion process

occurs on a comparable time scale as the fluorescence lifetime (nanoseconds), He∗ would

experience a bath interaction that depends on a time average of the helium density during

the gas bubble trajectory. This time scale depends strongly on the initial bubble radius

(i.e., the volume) as well as the initial internal pressure. For example, small molecular

excimer bubbles exhibit fairly rapid expansion times ca. 70 ps in superfluid helium, but the
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expansion rate would decelerate with increasing bubble radius, which dictates the effective

mass of the moving gas-liquid interface.19 On the other hand, larger macroscopic gas bubbles

generated by laser heating are known to exist in superfluid helium on to the millisecond time

scale.62 Unfortunately, since the initial internal pressure of the gas bubble is not known, it is

not possible to provide a reliable estimate for its expansion time. Based on this model, the

experimentally observed variations in the line shift are caused by the excess heat deposited

during the He∗ preparation and the consequent reduction in the surrounding helium density.

This introduces an artificial red shift for the experimental emission lines that depends on the

amount of excess energy deposited. The difference between the experimental and theoretical

line shifts in terms of pressure, as shown in Fig. 7 panel A), is ca. 0.5 MPa, which corresponds

to a liquid density difference of 10 kg/m3. At 1.0 MPa external pressure, this can be related

to a local temperature increase from 4.2 K to 5.3 K. Such an effect is expected to saturate

quickly because the fluorescence signal is only sensitive to the immediate neighborhood of

the emitter and the deposition of just 1 eV electron localization energy into the surroundings

is sufficient to provide every helium atom within a 30 Å3 volume 4 K of kinetic energy. In

the applied power range no changes in the fluorescence spectra were observed. Note that it

is not possible to vary the parameters freely while preserving the discharge characteristics.

To rule out the third possibility, additional experiments below the lambda point would

have to be carried out to clarify whether the previously determined position for the 706 nm

line under saturated vapor pressure is correct. An error in the line origin could easily explain

the observed nearly constant offset between the experiment and theory. For example, the

zero pressure line position (λ = 706.0 nm) observed in electron beam irradiation experiments

may have limited accuracy due to insturmental factors (e.g., monochromator resolution,

calibration). Furthermore, it appears that emphasis in these experiments was placed on the

relative pressure dependency rather than on the absolute line positions.8 On the other hand,

such errors cannot explain the observed differences at 4.2 K as we have carefully determined

the line positions at sufficiently high resolution by using a calibration lamp. Furthermore,

at this temperature, the low pressure limit for the line position corresponds closely to the

known gas phase value thus providing a convenient additional source of calibration. It should

be noted that at 4.2 K we also expect our theoretical model to slightly overestimate the blue

shift due to the fact that the functional was calibrated at 3.0 K and this may partially

explain the observed difference.
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The extension of the basis set in the ab initio calculations (i.e., going from “Basis 1” to

“Basis 2”) produces a slightly reduced blue shift but the difference is still smaller than the

overall offset between experiment and theory. To improve the accuracy of the calculations

beyond considered here, many-body effects in the He∗ - He potential should also be included.

However, this would be expected to produce a small additional spectral blue shift, which

acts in the opposite direction as compared to the experimental results discussed above.

While the line shift is mainly sensitive to the overall energetics of the He∗ - He potential

(cf. Eq. (3)), the line width is more influenced by the curvature of the 3s potential. The

pressure dependency of the experimental and theoretical line widths for the triplet state

He∗ are shown in Fig. 8. At 1.8 K, similar differences are observed as in the line shift vs.

pressure data, and the overestimation of the line width by theory can also be related to

the reduced helium density around He∗ (i.e., the increased local temperature). The local

temperature difference around the He∗ at 4.2 K is significantly lower than at 1.8 K (based on

the above line shift analysis) and thus the 4.2 K line widths also correspond more closely to

the theoretical prediction. For the singlet state He∗, the line width comparison (not shown)

is complicated by the fact that the experimental data can only be obtained up to 0.6 MPa

due to fluorescence quenching and that multiple electronic transitions must be considered

as the states correlating with the 2p atomic asymptote are no longer flat in the region of

interest (i.e., the true difference potential must be used). To address the latter issue, it

is necessary to consider multiple transitions using the molecular selection rules. However,

there is still a large discrepancy between the experimental (1.38 nm) and theoretical line

widths (0.2 nm) at P = 0.1 MPa. This can be understood in terms of resonance broadening

due to the lower 2p state having a strongly resonant transition down to the electronic singlet

ground state (1s). The resonance line broadening can be estimated,63 viz,

∆λR1/2 = 8.6× 10−30
√

gi/gkλ
2λrfrNi, (5)

where λ is the wavelength of the observed line (nm), fr is the oscillator strength of the

transition, λr is the wavelength of the resonance line (nm), gi and gk are the degeneracy

factors of the upper and lower resonant states, correspondingly, and Ni is the number density

of the atoms (dm−3). This estimate yields a line width of 1.3 nm, which can be compared

with the experimental line width of 1.4 nm at P = 0.1 MPa. The residual line width is

therefore 0.1 nm, which is essentially the same as predicted by the theory.
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FIG. 7: (Color online) He∗ singlet (728 nm line) and triplet (706 nm line) fluorescence line shifts

(∆ν) as a function of external pressure. Panel A) summarizes the data below the lambda point

and B) at 4.2 K (this work). The 1.8 K data was taken from Ref. 8 and the 1.7 K data from Ref.

10. DFT indicates results from the DFT calculations with the applied ab initio basis set indicated

as “b1” or “b2” corresponding to “Basis 1” or “Basis 2”. The line shifts were calculated using

Eq. (2). 3S in the caption denotes the He∗ 3S(3s) → 3P (2p) emission and 1S the corresponding

singlet transition.
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FIG. 8: (Color online) He∗ triplet (gas phase 706 nm line) fluorescence line widths (FWHM) as

a function of external pressure. The 1.8 K data was taken from Ref. 8 and the 4.2 K data was

obtained in this work. DFT-b2 represents the theoretical results from DFT calculations with

Basis 2 used in the ab initio calculation of the pair potential. 3S in the caption denotes the He∗

3S(3s)→ 3P (2p) emission.

V. CONCLUSIONS

We have developed an accurate pair potential for He∗(3s) - He in both singlet and triplet

states using full CI calculations. The accuracy of the potentials were validated by comparison

with experimental spectroscopic data where the fluorescence signal was obtained from He∗

embedded in liquid at 4.2 K. By analyzing the He∗ line shifts as a function pressure, it was

shown that He∗ reside inside bubbles, which in turn may be surrounded by a lower density

region created by the excess energy released during the electron - He excitation process.

The degree of local heating depends on the He∗ preparation method as demonstrated by

comparing our 4.2 K data with a similar experiment carried out at 1.8 K. Due to fluorescence

quenching of the singlet He∗ line after 0.6 MPa, it was not possible to assess the singlet

state potential accuracy in detail. However, by a comparison of the limited experimental

and theoretical data indicates that the singlet state He∗ also resides in similar bubbles in
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the liquid as the triplet state He∗.

The applied experimental technique provides a sensitive probe for interrogating the long-

range repulsive interactions as the liquid density can be varied over a wide range. This is in

contrast to gas phase conditions where helium density is much lower and the gas therefore

cannot sample the pair interaction potential as efficiently as in the liquid phase. The ex-

tended range of the liquid coverage over the He∗ - He pair potential was also demonstrated

by bosonic DFT calculations as a function of pressure, which clearly showed the efficient

liquid density sampling of the long-range part of the repulsive hump in the pair potential.

At pressures greater than 1.5 MPa, the line shifting was observed to result solely from

the increase in the surrounding helium density rather than more efficient sampling of the

long-range repulsive wall.
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