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We calculate the vortex structures of an elongated two-component Bose-Einstein condensate.
We study how these structures depend on the intra-component and inter-component interaction
strengths. We present analytic and numeric results respectively at weak and strong interactions;
finding lattices with different interlocking geometries: triangular, square, rectangular and double-

core.
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I. INTRODUCTION

One of the most exciting recent developments in cold
atom experiments has been the production of artificial
gauge fields, which couple to neutral atoms in the same
way that magnetic fields couple to charged particles [1, 2].
While the greatest excitement surrounds the possibility
of producing analogs of fractional quantum Hall states
or topological insulators [3], these experiments also al-
low one to perform some extremely interesting experi-
ments on vortices in Bose-Einstein condensates, similar
to those performed on rotating gases [8-13]. The result-
ing structures are particularly rich for multi-component
gases [4-7]. As discussed below, although the current
NIST experiments use roughly circular clouds, the tech-
nique naturally leads one to consider very narrow ge-
ometries. Here we theoretically investigate the vortex
structures in a two-component Bose-Einstein condensate
confined to a relatively narrow channel. We find a rich
phase diagram which complements our understanding of
the isotropic 2D system [4-7].

In the NIST experiment the hyperfine states of 3"Rb
are coupled by a series of Raman lasers. In the dressed
state picture [1, 2], taking the strong Raman field limit,
one arrives at an effective single particle Hamiltonian

Hy = [po — As(y)]” /2m + p2/2m + p2/2m + Veg. (1)

The effective gauge field is bounded, —hikp < A, (y) <
hkgr, where hkgr is the momentum kick from absorb-
ing a photon from one beam and releasing it into an-
other. One can generate arbitrarily large magnetic fields
B = —0,A;, but due to the bounded nature of A,, these
can only exist over a finite extent in the y direction.
It is therefore natural to choose the effective potential
Vet (y, 2) to restrict the particles to a small region of y, z,
modeling it as Vog(y,2) = mw;2y2/2 + mw,222/2. Veg
includes both the external potential and one induced by
the Raman lasers.

In the NIST experiment, for large Raman Rabi fre-
quency 2, the only nonzero component of the vector po-
tential is A, = —hkrd/Q), where 0 = pBex is the two-
photon detuning, x4 is the magnetic moment of the atom,
and Beyt is the external magnetic field. To generate an

artificial magnetic field, one applies a y-dependent Byt
so that the gradient ¢’ = dd/dy is nonzero. This tech-
nique unavoidably introduces an artificial scalar potential
V* = —hé? /4. For a constant ¢, this yields an effective

\/w2 — hdo'2 /2mA.

The impact of the magnetic field on a single compo-
nent Bose-Einstein condensate in such a narrow channel
has been extensively studied [19-21]. As one increases
the magnetic field from zero, the Bogoliubov spectrum
starts to develop a “roton” minimum, whose energy falls
with increasing B. When the roton energy hits zero, the
system becomes unstable to undulations. At higher mag-
netic fields vortices enter the channel. Here we extend
these results to the two-component gas.

The vortex structures in isotropic 2D two-component
condensates are quite rich [4, 5. Depending on the
relative strength of the inter-component and intra-
component scattering one can find interpenetrating lat-
tices with different geometries: triangular, square, rect-
angular and double-core. Of these, triangular and square
have been observed in experiments [15]. We find similar
results in the anisotropic geometry.

A final motivation for thinking about the role of mag-
netic fields in very narrow geometries comes from solid
state physics. In 2005, Seidel et al [18] showed that the
quantum Hall effect in narrow tori can be connected to
charge density waves, with the fractionally charged vor-
tices mapping onto fractionally charged domain walls. In
this paper we will focus on the Bose condensed regime,
and will not be able to comment on this interesting
physics. We do note, however, that our system undergoes
a charge density wave instability before vortices enter the
system. Investigating this instability in the low density
“quantum” limit may be fruitful, even though the physics
is likely to be very different from that in [18].

trapping frequency w; =

II. MODEL

There are four important lengths in Eq. (1), d, =

Vh/mw.,d, = \[/h/mw, £ = \/h/B, and R = hkg/B,

where B is the peak value of B. These correspond to the



trap length in the z and y direction, the magnetic length,
and the spatial range over which the effective magnetic is
nonzero. If d, is sufficiently small, the kinetics becomes
two dimensional. As we argue below, a sufficient condi-
tion will be d. < ¢. If d, < R, the gases will be confined
to a region where the vector potential varies linearly and
we can approximate: A, = —By. In terms of the raw
experimental parameters, B = §'hkr/SQ.

Taking ¥ (r) and ¥s(r) to annihilate atoms in the two
(pseudo)-spin states, the short range interactions will be

1
Hi = 3 / dr(gn U000y 4 gl U0, W,

+2g1, 0T W w, 0. (2)

The coupling constants are related to scattering lengths
as via g = 4nh?as/m. We will consider the case g; =
g2 = ¢, and g12 = gm. For most experiments g; =~ g2 ~
g12, but one gains insight by relaxing this condition.

Following Sinha and Shlyapnikov [19], we diagonalize
the single particle Hamiltonian in Eq. (1). The eigen-
states are labeled by three quantum numbers K,n,n’,
with energies

Epn (K) = EK? 4+ nhw., + n'hie. (3)
where @2 = y2 + w?, w. = B/m, and £ =
h2w;2/4m&13€~2, { = \/h/m&., and we have neglected the
zero-point energy. The continuous variable K = V20K
is a dimensionless label of the momentum k along the x
direction, while n and n’ are discrete quantum numbers
corresponding to the number of nodes in the z and y di-
rections. If the interaction energy per particle (Hin/N)
and the characteristic “kinetic energy” (£K?) are small
compared to hw, and hAw,, one can truncate to the single

particle eigenstates with n = n’ = 0, which are of the
form

2 22
OK(z,y,2) = %ei% ef(y?t%() e 24 (4)
wld, L
where yx = \/5ch!7/2&)0 and L is the length of = direc-
tion.

By taking the system sufficiently dilute, it is easy to
arrange (Hin/N) < hw. ~ hw,. The other condition,
EK? < h@., will be valid at strong magnetic fields.
For our vortex lattices, we find the characteristic di-
mensionless wave-number to be K ~ 1, thus requiring
w, < we. Combining this with the previous constraint,
Wy > mw?/hk%, we see that our approximations break
down unless the magnetic length is much larger than the
wavelength of the Raman lasers, ie. w. < hk%/m. This
also establishes our requirement d, < /.

Letting ax annihilate the state in Eq. (4), the N-body
Hamiltonian is

H
= = Z K? {afmam + aham} Z (9)Fr(q

ﬁ Z (@Fu(q) + 22m Z (@Fr(e)  (5)

where

For(q) = Z 5q7K17K267%(K17K2)2aK1oaKz‘ra (6)

K1 K2

and we have used 1,| in place of 1,2. We take the
continuum limit Y, — (V2L/4nl) [dK, and 6x —
(2v27l/L)§(K). The effective 1D parameters are =
ngcbgg/dezwfhz,ﬁm = Bgm/g. From these defini-
tions of the effective interaction parameters S, 5,,, we
see that increasing ¢, g, has the same effect as increas-
ing the magnetic field B, increasing the confinement w.,
or reducing the confinement wy.

We consider a variational wavefunction corresponding
to a Bose-Einstein condensate which is periodic in the z
direction, with dimensionless wavelength 27/ Ky, corre-

sponding to a physical wavelength A = 2v/27(/ Ky,

N
|v) = exp -3 + Z v/ Ny (Z CmaILKOg)] [vac).
(7)
Here 0 =71,]. N, is the number of particles in state o

and N = N4+ N,. The coefficients C,,, are normalized to
>, |Cno|?> = 1. In place of such a coherent state ansatz,
some authors prefer to work with a “Fock” state

1

VNN,
<Z Crral e, ¢> <Z Cryal e, ¢> lvac). (8)

For the quantities we are interested in, |¢)) and |¢)p are
equivalent, and the variational parameters C,,, have the
same meaning in each case: |C,,|? is the fraction of spin
o particles with momentum nKj.

We take Ny = Ny, and further restrict ourselves to
considering symmetric or antisymmetric wavefunctions:
Cno = £C_, . We classify our state by the value of
Ky, and the number of non-zero C,,’s which are needed
to minimize the energy, £&. For example, as illustrated
in Fig. 1, for (8,8m) ~ (3,1), we need only one n for
each component: n = 0. We refer to this state as
(&1,€) = (1,1). This should be contrasted with the
case at (8, Bm) ~ (5,2.5), where the energy is minimized
by taking n = —1,0,1 in both components, a state we
label as (&,&;) = (3,3). Analytic expressions for the
energies with small numbers of components are given in
appendix A.

lyr =

III. RESULTS AT SMALL 5, B

The number of expansion parameters, (&,£)), grow
with the magnitude of 3, 3,,. For small 8 and (,,, we
only need a small number of terms in our wavefunctions,
and we may use the analytic expressions in Eq. A1-A15
to find the lowest energy state. We obtain a series of
phase, as demonstrated in Fig.1(a).
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FIG. 1: (Color online) Top panel: phase diagram at small di-
mensionless intra-species and inter-species interactions 3, By, .
Larger f3,Bm corresponds to larger g,gm, larger magnetic
field, larger confinement w., or weaker confinement wy,.
Hatched patterns represent states described by different num-
ber of Fourier components in each spin state: (&4,€,). Bottom
panel: the density profiles of the two-component wavefunc-
tion in the corresponding regimes. A color key for the density
patterns is shown in Fig.2.

At B, = 0, the 1 and | atoms decouple, and the
physics is identical to the single component case, & =
& =& When 8 < 9.8, the ground state wavefunction
has only one term (¢ = 1), which displays a Gaussian
shape along y direction. As /3 increases past 8 = 9.8, the
¢ = 1 wavefunction becomes unstable, and it undergoes
a second-order phase transition to a density wave with
& = 3. As f increases to f = 10.8, a first-order phase
transition occurs to a state with £ = 2, characterized by
a single row of vortices. These results have been exten-
sively studied in Ref. [21].

Low density

High density

Spin down

FIG. 2: (Color online) The density profiles of two-component

BEC at large 8, 8,n, where x,y are in the unit of V/20. For
(a) — (e), the parameters are 8,,/8 = 0.1,0.5,0.8,1,1.5 re-
spectively, with 8 = 1000. A color key is shown at the top.

In the regime of repulsive inter-component interac-
tion (B, > 0), the T and | particles try to avoid each-



other. For strong repulsive interaction (8, > /3), the two
components undergoes a microscale phase separate [16],
which needs large (presumably infinite) £ to describe. For
weak repulsive interaction (8, < ) rich structures, illus-
trated in Fig. 1 develop. For some f3, 3,,, we find & # ;.
For example, at (8, fm) = (8,2), & =1 and £ = 2, and
the | atoms have a row of vortices, while the 1T atoms
show no structure. Under these circumstances there is a
degenerate state with the 1 and | wavefunctions reversed.
For other 3, B,,, there is a symmetry between the two
components with & = &;. The vortices or density corru-
gations are displaced by half a period so that the density
maxima of the 1 atoms line up with the density min-
ima of the others. For example, when (8, 8,,) = (10, 3),
each component displays a single row vortices, and the
wavefunctions are related by a translation.

In the regime of attractive inter-component interaction
(Bm < 0), one wants to maximize the overlap of the 1 and
J wavefunctions. Generically, this means that the wave-
function of each component is identical, and the problem
reduces to the single component case, but with a renor-
malized interaction f — S + (,,. The phase diagram
for 3, < 0 can be calculated from the phase diagram at
Bm = 0 by mapping each point: (8, 5m) — (8 — Bm,0).
For strong attractive interaction (—f,, > ), the BEC is
unstable and expected to collapse, similar to the case of
a single component BEC with attractive interaction [17].

IV. RESULTS AT LARGE 3, fm

For large 8 and f,,, the analytic expressions for the
energy become unwieldy. We numerically minimize the
expectation (H), varying {Che, Ko} in Eq. (7). The en-
ergy landscape has many local minima, and we use a
range of starting parameters to try to find the absolute
minimum. We cannot rule out the existence of even lower
energy states. Moreover, for some parameters we found
that the energy differences between competing minima
became extremely small. In an experiment it is doubt-
ful that one would find the true minimum energy state.
Rather than systematically exploring the large £ physics,
we simply show a few examples.

Our results, illustrated in Fig. 2, are richer than those
seen in the single component gas [21], showing struc-
tures similar to those in isotropic 2D studies [4, 5].
When £,, < [ one finds two interlocking triangular
lattices, as in Fig. 2(a) where f3,,/8 = 0.1. As one
increases [, the lattice structure changes: interlock-
ing square/rectangular lattices are shown in Fig. 2(b,c)

where 3,,/5 = 0.5,0.8. When f,, > ( the non-rotating
system would be expected to phase separate. Here, one
finds more intricate vortex structures at (3, ~ . At
Bm/B = 1, we find double-core vortices (cf. [5]), as in
Fig. 2(d). At B,,/8 = 1.5 we find stripes, which are a
microscopic version of phase separation. Close inspec-
tion of the image in Fig. 2(e), shows vortex cores in the
low density regions. While these stripes are reminiscent
of similar structures seen in the nonequilibrium dynam-
ics of single component condensates [14], the physics is
largely unconnected.

V. SUMMARY AND CONCLUSIONS

We have investigated the vortex structures in a two-
component BEC with an artificial magnetic field, in an
elongated geometry. Compared to the single component
gas, the two-component vortex structures are more intri-
cate.

To experimentally investigate these structures, one
needs to find a system where the interspecies interactions
can be tuned relative to the intraspecies. One promis-
ing approach is to use different atomic species for the
two (pseudo)-spin states, and take advantage of an in-
terspecies Feshbach resonance [22]. Some of the other
newly condensed atomic systems may also be favorable
[23]. If one cannot separately tune 8 and f3,,, one can
still change the magnitude of them, fixing 5,,/8. As seen
in Fig. 1, such a cut through the phase diagram can still
be quite rich, especially if 5,,/8 ~ 0.25.

There are several ways to extend the Raman scheme
in [1] to produce an artificial magnetic field for a two-
component gas. The conceptually simplest is to use two
independent Raman lasers. Our results also apply to ro-
tating clouds in anisotropic traps. As pointed out by
Sinha and Shlyapnikov [19], when the rotation rate ap-
proaches the weakest trapping frequency the cloud be-
comes quite elongated.
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Appendix A: Analytic results for small number of
components.

Here we give analytic results for the energies of the
states defined in Eq. (7), truncating the n-sums for each
o, and assuming symmetry/antisymmetry about the ori-
gin for each component.

State (&,&,) = (1,1) is unique, and has energy

Eiy = %(5 + Bm) (A1)

State (&,&)) = (1,2), with

Uy = doy (A2)
¢y = g(fbxw + é-Kol) (A3)

is unique up to translation, and has energy
Fip= K3+ 18+ 0) 4 Sone i (A9)

State (&,&)) = (1,3), with
Uy = doy (AD)
vy = V1 =2[Pdoy — e(dror + d-K01)  (A6)
has energy

Ei3= %(5 + Bm)

+ [Kg FB(2eHEE _em3KE 1) 4 (e 1K — )] 2

+5 (e_Kg 1+ 2e72KG _ 4o KT 4 §> et
2

(A7)

For state (&,£)) = (2,2), there are two distinct ex-
tremal states. Both components could be symmetric
about the origin (C14 = C_14 = C1y = C_1; = 1/V/2),
or one of them could be antisymmetric (C14 = C_14 =
Cy=-C_q = 1/4/2). This gives energies

iy = K3+ 308+ fn) + 505+ Bm)e "% (A9

1 2
E3, = E§72—§ﬁme Ko (A9)

For state (&,£)) = (2,3), the 1 component can be
symmetric or antisymmetric, resulting in energies

1 1 3 1
E;g = §K§ + ZB(G_KS + 5) + iﬁme_iKg

+ K2+ B(2e 157 — 35T 1)] e

1
+ 5Bml - 2e” 350 4 207 K52 (A10)

3
+ 6(5 — 4e7 K0 4 9c72KG 4 e_Kg)e4

BSy = Bjg— fme 506 (A11)

For state (&,&;) = (3, 3), the optimal wavefunction is

P = /1= 2[e2dor +ie(bror + -kot)  (Al2)
¥y = /1= 2[e)Pgoy Lie(droy + d-koy)  (Al3)

with € real.



If B > B, > 0, the negative sign has lower energy, If >0, 5, <0, the positive sign has lower energy,

1
ES_,B - §(B+ﬂm)

2K2 + B(—2e 250 + 4o~ 150 — 2)| 2
[ o+ ) Ef;=E;3+ 4[3m(6_K[2’/4 — e_Kg/2)(62 + 2¢*) (A15)

B (267350 — 2)¢?
ﬁ(2e_Kg + 43K _gem i KT 4 3)et (A14)
ﬁm(2e_K§ — 4o 2K 4 3)e?

+ o+ o+ +



