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Abstract
Motivated by the recent experimental observations [M. Kk#aet al., Phys. Rev. Lettl02, 156801

(2009)], we propose here an theoretical approach to impieoquentum computation with bound states of
electrons in moving quantum dots generated by the drivirgudfce acoustic waves. Differing from static
guantum dots defined by a series of static electrodes abevatidimensional electron gas (2DEG), here
a single electron is captured from a 2DEG-reservoir by aaserficoustic wave (SAW) and then trapped
in a moving quantum dot (MQD) transported across a quasiedmensional channel (Q1DC), wherein
all the electrons have been excluded by the actions of tHacgugates. The flying qubit introduced here
is encoded by the two lowest levels of the electron in the M@ the Rabi oscillation between these
two levels could be implemented by applying finely-seleat@drowave pulses to the surface gates. By
using the Coulomb interaction between the electrons ieuifit MQDs, we show that a desirable two-qubit
operation, i.e., i-SWAP gate, could be realized. Readdiutiseopresent flying qubits are also feasible with
the current single-electron detected technique.

PACS numbers: 73.50.Rb, 73.63.Kv, 03.67.Lx, 73.23.HKk.
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. INTRODUCTION

In the past decades a considerable attention is paid towuasdgmputation implemented usu-
ally by an array of weakly-coupled quantum systems [1]. &I, a quantum computing process
involves a series of time-evolutions of the coupled tweelguantum systems (qubits). In the clas-
sical computer, the information unit is represented by aviich is always understood as either
0 or 1. The information unit in quantum computation is very diffiet. For example, the qubit can
be at logic “0” or logic “1” and also the superposition of bofwing to this property, quantum
computer provides an automatically-parallel computind nus possesses much more powerful
features than that realized by the classical computer. B&ssc advantage has been definitely
demonstrated with Shor algorithm [2] for significantly spieg up the large number factoring.

A central challenge in the current quantum informationmsogeis, how to build such a quantum
computer? Until now, there has been many proposals for erpatal quantum computation, such
as atomic qubits coupled via a cavity field [3, 4], cold ionsfawed in a linear trap [5], nuclear
magnetic resonance [6], photons [7, 8], quantum dots [9, &8¢l Josephson superconducting
system [11], etc.. Note that all these candidates are basttkestatic qubits, and the controllable
interbit interactions are difficult to achieve. Alternadly, in this paper we focus on the flying
gubits generated by the electrons in moving quantum dots¥®)QIn fact, quantized transport
of electrons along a quasi-one dimensional channel (Q1DGulface acoustic waves have been
observed [12, 13]. The original attempt in these experisé&to build the desirable current
standards, but now has also leaded to the study of quanturputation. The qubit in such a
systems is "flying” [14, 15], since the electron in the MQD rawn along the Q1DC by a surface
acoustic wave (SAW). In principle, quantum computing wiikge flying qubits realized by using
SAWSs possess two manifest advantages [16, 17]: i) one cae eraemble measurements over
billions of identical MQDs and thus be robust against vasioandom errors, and ii) it should
allow a longer quantum operation by preventing the sprepadirihe wave function and reducing
undesired reflection effects.

The approach using the above SAW-based flying qubits to imghd quantum computation
was first proposed by Barnes et al [14], who used two spirstat the transported electron to
encode a flying qubit. Although the feasibility of this prgabwas then analyzed in detail [15],
the experimental demonstration of this proposal has nat bebieved yet. One of the possible

obstacles is that the required local magnetic fields areamyt # apply for manipulating the spin-



states of the electrons in the MQDs. In order to overcome sudifficulty, the flying qubits in
our quantum computing proposal are directly encoded bywleebiound-states (rather than the
above spin-states) of the electrons in the MQDs. In priegighere are a few electronic levels
within each MQD, but only the two lowest ones with relativéiyg lifetimes are suitably selected
to encode a qubit. Our idea is motivated by the recent exmatiah work, wherein the coherent
single-electron dynamics on these bound states was sfigéeebserved [18].

The paper is organized as follows. In Sec. Il we briefly déscthe SAW-based MQDs and
numerically calculate the electronic levels. How theseleghange adiabatically during the MQD
transporting along the Q1DC are also discussed. By appbmngdditional driving electric field
to the gates above the channel, we show in Sec. Il that thed®ablations between the qubit's
levels could be implemented. In Sec. IV, we describe an ggbrdo implement a two-qubit
operation between the flying qubits across different chisnriginally, we summarize our main
results and give some discussions on feasibility of our @sah including how to read out the

proposed flying qubit by using the existing experimentahteque.

1. SAW-BASED MOVING QUANTUM DOTS

We consider the system demonstrated first to experimentalbgerve quantized-
acoustoelectric-currents [18-21]. A two-dimensionalceten gas (2DEG) is formed in a
GaAs/AlGaAs heterostructure below the metallic surfade-gpte. At1.5 K the electronic den-
sity and the mobility in this 2DEG are measured as [26] x 10> m~2 and 160 m?V ~ts71,
respectively. The surface gates are utilized to define a Qddidbut any electron. Two SAW
interdigital transducers placed on each side of the devizesed to generate a SAW (with a reso-
nant frequency arourtlG H z) propagating along the Q1DC. The surface gate geometrysach
to produce an electrostatically defined channel with thgtleapproximately of the SAW wave-
length @ = 1 um), so that a single electron can be periodically transpdtieough the channel.
The moving potential containing only one electron can sasve& MQD. Of course, when the quan-
tum dot carrying few electrons moves through the channeliaatized current is generated. This
current can be measured by connecting an ammeter to two Qiumiacts on the 2DEG mesa.

For simplicity, we assume that only one electron is capturgrthe MQD and then propagates
along the narrow depleted Q1DC. The potential of the elactnoa MQD could be effectively



simplified as
‘/cff(z7 t) - VSAW(Z7 t) + vgato(z>7 (1)

where Vsaw (2, t) and Vgaee(2) are the piezoelectric potential accompanying the SAW ased th
electrostatic potential defined by the surface split-gatsyectively. First, the thickness and width
of the quantum dot (i.e., its sizes along tireand z-direction) are all neglected, such that the
electrostatic potential could be simply modeled as a stridd potential [22, 23]

Vo

cosh?(z/a)’ @

Vgam(z) =

Here, thez-axis is chosen along the channel which the SAW propagatesgh and the parameter
V, determines the effective height of the potential barridre $plit-gate is operated well beyond
the pinch off voltage in the absence of the SAW, so the engggyuld be greater than the electron
Fermi energy in the 2DEG, and the edge of the depleted Q1DE€lissway from the edge of the
surface split-gate. The effective length of the Q1DC candiern ad.; = 2a, and it takes also
approximately as long as the SAW wavelength- 1 um). Consequently, we have= 0.5 um.
Next, by considering the screening effect of the metal gatebe SAW-induced electric potential,
and neglecting the mechanical coupling between the semhimbor and the metal surface gate, all
the changes in the components of the stress tensor, andghegen between split-gates, etc.,

Aizin et al [24] showed that the piezoelectric potentighy could be simplified to the form
Vaaw = Vs cos(kz — wt). (3)

Here, Vs is the amplitude of the SAW, andandw are the frequency and wave number, respec-
tively.
With the above potential the electronic levels of the etattrapped in the MQD can be deter-

mined by solving the instantaneous eigenvalue equation

Hy(t)|Ea(t)) = En(t)[tbn(t)),
[:[0(15) = —%% + cosh‘;% + Vg cos(kx — wt). (4)

Here,m* = 0.0067m, is the effective mass of the electron in GaAs, afd= h?/2m*iZ, Vs =
vV,. The parametel, = 4 x 10~2q is the effective width of the Q1DC, and= 0.5 the ratio of
the SAW potential amplitude to the height of the electrassdiy-induced potential barrier in the
Q1DC. The SAW velocity i = 2981 m/s [22]. By finite differential method we can numerically
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solve Eg. (4) and obtain the electronic levels in the MQDhAligh the shape of the potential
or the size of the quantum dot changes with the motion, thesdstill “big” enough to hold a

few levels. Specifically, Fig. 2 shows the effective potaihéind its corresponding bound levels

FIG. 1: (Color online) The effective potential and its alledvenergy levels foty = 0.5 at various typical
times: (a)t = 0 ns, (b)t = 0.1 ns, (c)t = 0.15 ns, (d)t = 0.2 ns, (e)t = 0.3 ns, and (f)t =T = 0.34 ns.
The blue solid line represents the effective potential dedcblored lines show the allowed levels: ground
state (lower red line), the first exited state (upper puriole)] the second excited state (dashed blue line),

the other excited state (dotted black line).

for the different times over the SAW period. Qualitativelye dot could capture many electrons
initially, but most of them will be escaped from the local ixsetd returned to the source reservoir.
In the present calculation, we consider the ideal condiwerein only one electron is initially

captured by the MQD and held in where across the channel. @msex from Fig. 2 that, a few
bound levels exist in the local potential of the quantum dovimg along the channel. A snapshot
of the wave function and the corresponding probabilistgtriiutions of the electron residing in
these levels in a specific moment are shown in Fig. 3. Indeednomerical calculations show
clearly that only the electron in the third (dotted bluee)imevel could escape from the well. We
see specifically from Fig. 3(c) that, only the wave functidrttee third adiabatic levels had a
(significantly) small probability for tunneling out the pped potential. Such a tunneling wave
function has really certain overlap with the adjacent poééralthough the relevant probability is

still sufficiently low, e.g., less tha6%. Therefore, such a tunneling is still negligible compared
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with the probabilities of the lowest two levels in the adjaiggotential. The higher adiabatic levels
have the higher tunneling probabilities, but their origioecupation probabilities are really very
small and thus these tunnelings can be safely neglectedtallypthe probabilities of the electron
in the lowest two levels, the ground and first excited onesneling to the source reservoir is
negligible. In other times, there may be more levels in tlwalevell as shown in Fig. 2, although
we don’'t emerge these levels out in Fig. 3, but certainly tawdst levels with relatively-long

lifetimes are suitably selected to encode the desirabledlgubit, the unit of the moving quantum

information.

FIG. 2: (Color online) Wave functions of the lowest threedlsvand their relevant probabilistic distributions
at certain time (with the maximum tunneling probabilityd) Potential and its allowed levels, (b) The eigen-
functions of the allowed levels and (c) the probabilististdbutions of the electron in the allowed-levels
along the channel. Here, the thick blue reveal the changeegbotential, and the lower red, upper dashed

purple and dotted blue lines denote the ground, the firstexkeind the second excited state, respectively.

We now show that the flying qubit defined above is sufficientdfisnary, although the shape



of the potential varies with the quantum dot moving along¢hannel. The adiabatic theorem
asserts that, if the rate of the change of Hamiltonian is #aaugh, the system will stay at an
instantaneous eigenstate of the time-Hamiltonian. Foptheent case the adiabatic condition is

expressed as

OH
figm| 52 n)

(Em(t) — En(t))

B = <1, (5)

whereE,,(t) — E,(t) is the energy splitting between the state and|n). Our numerical results
show that, at certain timef, = —1.22 x 10723 J, E; = 1.64 x 102 J and consequently
£ = 0.0847. This indicates that the adiabatic condition could be Batls A lower value of the
B-parameter is also possible by properly adjusting the agieparameters. This means that the
levels used above to encode the flying qubit is adiabatic tlansl one can call them later as the
so-called adiabatic levels. Thus, once the flying qubité&ppred at one of its logic statég)(and

1)), it always stays at that state until the specific drivinggplaed.

1. RABI OSCILLATIONSBETWEEN THE LEVELSOF FLYING QUBIT

For realizing quantum computation, we need to first impletraditrary rotations of the single-
qubit. For the present flying qubit, this can be achieved bgpguthe usual Rabi oscillations
between the adiabatic stat@ and|1). Basically, these states should be kept as the pure ones.
This can be realized by cooling the system to a sufficiently temperaturd.,,,, such that the
conditionkTiem, < hw is satisfied. Herey = w; — wy is the electronic transition frequency of
the flying qubit, andk; is Boltzmann constant. Experimentally [18], the system loarworked
approximately at the temperatufg,,, = 0.27 K, yielding k5 Tiemp = 3.726 x 1072 J < hw ~
2.8502 x 10723 J. Thus, the transitions between the qubit’s levels due tdtteemal excitations
can be safely neglected.

We now apply a resonant electric driving to the surface gtesnplementing the desirable
Rabi oscillations. Under such a driving the previous 1Deptil V., i.e., Eq. (2), is now

changed a¥,ue — V.o = Vaate + Ve cos(wt — @)/ cosh?(z/a) with w and¢ being the frequency

gate

and initial phase of the driving field, respectively. Consaatly, the dynamics of the driven flying
qubit is determined by the following time-dependent Sdimger equation

9|y (1))

ih BT

= (Ho+ H'(t,9))[0(1)). (6)



with
., ~ Vecos(wt — ¢)
H{t,9) = cosh?(z/a) (7)

Above,V, is a parameter depending on the power of the applied elddatt In our calculation,
we choose it a¥, = 0.3Vs for simplicity. Generally, the wave function of the drivewifig qubit
can be written as

[¥(#)) = Co(1)[0) + C1(D)]1), (8)

with Cy(t) andC(t) being the time-dependent probability-amplitudes of figdine electron in
the state$0) and|1) at the timef, respectively.
From Egs. (6-8), the equations of motion for the amplitudgs) andC (¢) can be derived as

9Cy(t)

= —iwpCo(t) — iCo(t) Do cos (wt — @) — iCy(t) Doy cos(wt — ¢), ()
and
8%t(t) = —iwCy(t) — iC1(t) Dy cos (wt — @) — iCy(t) Do cos(wt — @), (10)

with D;; = V,/[R(i| cosh®(z/a)|5)], i,j = 0, 1. The method to solve the above ordinary differen-
tial equations is relatively-standard, e.g., by the emgspprogram in Matlab software. Certainly,

the relation
[Co(t)]? + [C1(1)]> =1, (11)

is always satisfied. With the initial conditigg(0)) = |0) and¢ = 0 for simplicity, we plot the
how the dynamical variable”; (¢)|* changes with the time in Fig. 4. It is seen really that the popu
lation in one of the logic state of the flying reveals an obsigwscillating behavior with a period:
T ~ 0.31 ns. This time-interval is sufficiently-long for the MQD assothe Q1DC demonstrated in
the experiment. The time interval for a quantum dot acrossttannel is estimated as0.34 ns.
Thus, Rabi oscillations between the levgls and |1) can be really demonstrated in the present
MQD system.

Rabi oscillations are formally equivalent to the singlédiw, operations:|0) — [1), |1) —
|0). In principle, arbitrary single-qubit operation can be lempented by the combinations of a
pair of noncommutable single-qubit operations [25] , esg.,and the phase-flip gaté’(@) =
exp(i0)|0) (0] +exp(—i6)|1) (1| generated by the free evolution of the qubit. However, ifittigal
phasep of the driving field can be well defined, then the Hamiltonid&ithe driven qubit reads

22

H(t,¢) = Hy+ H'(t, ¢) ~ hwé, + V, cos(wt — ¢)(1 — =). (12)

a2
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Above, the usual Taylor expansion is used and the high-deders are neglected. Furthermore,

the position operatoi? can be expressed (in the qubit’s representation) as

52

2% = (28 + 201210)|0) (0] + (21, + z10201)[1)(1]

+ (200201 + 201211)]0) (1| + (211210 + 210200)]0) (1], (13)

wherez;; = (i|z|j) andz; = zj; (i,j = 1,2). Finally, in the interaction picture and under the
usual rotating-wave approximation, the Hamiltonian ofdhigen qubit reduces to

H; = g (e7"[0)(1] + €[1)(0]) , (14)
with g = —V. (200201 + 201211)/(2a?). This Hamiltonian yields the following arbitrary rotation

. CoS o —ie'® sin a
Ula,¢) = , a=gt/h, (15)

—ie " ®sina cosa

of the qubit.

08
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FIG. 3: (Color online) Rabi oscillation of the population time qubit’s level|1). The oscillation period
shown here is about31 ns. During a period time of the SAW 34 ns, if the electron is originally residing

in the ground state, it could jump to the excited leN@land then rotate to the initial stalt@).

A problem may exist during the driving for implementing thes@table Rabi oscillation. That
is, due to the adiabatic changes of the electronic levelgjtiét’s energy splitting changes adi-
abatically with the time. Consequently, it seems that therdble Rabi oscillation implemented
by usually applying a resonant pulse cannot be achieved eMenvdue to the adiabatic change of

the energy splitting is practically weak, the qubit encogdwo adiabatic levels can always be



driven near-resonantly. In fact, within a very short timeemal, the transition frequency changes
very small. For example, when the intervalli®1 ns, the change rate of the frequency is only
6.4% under the parameter chosen above. Thus, during a periodttimeaximum change rate of
the energy-splitting could be on% by properly setting the relevant parameter, e.g.pfer 2.2.
Under these near-resonant drivings, the desirable Ralllatens could still be achieved with
the sufficiently-high fidelities. Therefore, the desiraRkbi oscillation could be achieved for the

present qubit with slowly-changing energy-splitting,eddt theoretically.

IV. COUPLING THE SEPARATED MOVING QUANTUM DOTS FOR TWO-FLYING-QUBIT
OPERATIONS

We now discuss how to implement an universal gate, i.e., wwequbit operation, with the
MQDs. A simple way to achieve such a task is by utilizing thaul@mb interaction between
the electrons in the nearest-neighbour interaction MQDsdd'this, let us consider the situation
schematically shown in Fig. 5, wherein two MQDs driven by 8M&Ws pass across two Q1DCs,
the upper- and lower ones. Suppose that the tunneling bettheen is negligible and only the
Coulomb interaction between them is important. First, tb@l@mb force between the electrons
in these two MQDs can be expressed as

e? (21 — zu)

I — 1
lnt(ZU7 Zl) 471'60 [d2 _|_ (Zl I Zu)2]3/27 ( 6)

with z, andz; being their coordinates along the channels (the indicaad! refer to the upper

and lower channels, respectively) afthe distance between the two Q1DCs. Since the motions
of the electrons are always along the Q1DCs, the verticakfof the Coulomb interaction can
be ignored and thus only the horizontal force along the g-extaken account into. Second, the

potential related to above force can be written as

1  e%udz 1 e 1
V;nt(z) 47'('60 /0 (d2 + 22)3/2 47'('60 d { [1 + (Z/d)z]l/Q } 7 ( )

wherez = z, — z. By using the usual Taylor expansion and ignoring the higteoterms under

the conditiond > z, the above Coulomb potential reduces to

e, e?
= —02 =
8megd? 8megd3

Thirdly, the Hamiltonian describing the dynamics of the teaupling MQDs reads

‘/int(z)

(22 + 27 — 2z42) . (18)

f:fh = [:[t + Vit (2), (19)
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FIG. 4: (Color online) The schematic diagram to implementtaalable couplings between two flying-
qubits. Two MQDs passage along the the upper and lower Qli@Ssectively, and the coupling between
them is realized by the Coulomb interaction of the insidetetms. The: axis is chosen along the electronic

path of the lower channel, ands the distance between the upper electron and the lower one.
with

. h d? Vj , -
H, = _ J kz: —wt)| = —157% 20
¢ Z o dz? + coshz( 7a) + V3 cos(kz; — wt) Z 5705 (20)

J=u,l
anda? =|1;)(1;1—0;)(0,], w; = (B{ — Ej)/h.
In the qubit representation, the position operaﬁgrs?? andz;z, (wherej, k = u,l andj # k)

can be expressed as

z; = %(z;l — 206 + 2067, 22 = %(z}l + 20 (2" = 2°)07 + (2" + 2')2) 6T, (21)
and
o _ Lo ooy 00 01,01 525 1 00 00
zjzkzz(zk +200) (2 = 29007 + 226 k+4( + 29 (5" — 20)of
+ %(zgo + zt )2010 + ;( jo_o + zjl-l)z,glak + i(z]ll — z?o)(z,il — 220)0 o7
+ %(z;l — 20zl 6%67 + ;(z,il )2 656y, (22)

: ]11, z;)o andz01 are the

matrix elements1;|z;|1;), (0;/2;|0;), and(1;|z;]0,), respectively. As a consequence, the above

respectively. Aboves? = 6 + 65 with 67 =|1;)(0,] anda; =[0;)(1;
Coulomb potential/,(z) can be rewritten as

Vi = Cio:+ Ciof + Clol + Cfof + Ciioiof + Clioriol + Ciioioy + Cifanor,  (23)
with
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In the interaction picture defined by the unitdiy(t) = exp [(=i/R)t >, A7) with A =

hw; /2 + C%, the Hamiltonian of the system reduces to

[T __(VZEAZAZ x (20N /h A+ —2itAj /hA—
Hf—ul0<71+g Cy (2™l 4 em#halhG )

u
j=u,l

+CZ;U [622t()\u+)\l)/ﬁa,i—l-a,l+ + 62115()\“—)\[)/77/6,1—1-6,; +6_2Zt(>\u_>\l)/h&;a'l+ + 6—22t()\u+)\l)/ﬁa,;a,l—j|

zx [ 26t\/h Az A+ —2it\; /haz A— xz (20t u/h At Az —2itAy/ha— 2
+C57 (e oiof +e 6a07) + Cif (e 667 +e 6,07)- (24)

Consequently, under the usual rotating-wave approximatie have

H; = C3 (6767 +6,67). (25)

ul

During this derivation, the significantly-small quant#ti€’;; < CI7 has been omitted, and we
have also assumed that = ). Typically, for the experimental parameters= 2.981 x 1072 um,
we havex?? = —5.3594 x 10~ um, 2! = —5.4418 x 10! pum, 22 = 210 = 5.6607 x 1072 pm;
20 = —5.6186 x 107! um, 2!* = —5.6975 x 107! pm, 2t = 2/ = —5.6431 x 102 um, and
thus|CZ7/C5F| = 5.1 x 107 < 1.

Finally, the above Hamiltonian yield the following two qulevolution (in the representation
with the basi§|11), |10), |01),]00)}

1 0 0 0

N - 0 cos —isiné 0

U = e tHit/h = : : , & =tC¥ /h. (26)
0 —isiné cosé 0
0 0 0 1
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This is the typical two-qubit i-SWAP gate. With such an umsial gate, assisted by arbitrary
rotations of single qubits, any quantum computing netwankid be constructed [1].

We now discuss the possible leakages due to Coulomb int@macti.e., the elec-
trons may populate the bound states outside the compughtiomsis. Without loss of
the generality, the third bound state) of each electrons is also considered. There-
fore, we need to discuss the two-qubit dynamics within a -iineensional subspacg =
{]00),101),|10), |11}, ]02), |20),|12),]21),|22) }, and the Hamiltonian of the two-qubit system
should be written as @x 9 matrix. However, one can easily check (in the interacti@ypse under
the usual rotating-wave approximation) that, there aretjuge invariant subspaces including the
computational basis(i)lm; = {|00)}, (ii)Imy = {|01), [10)}, and(iii)Ims = {|02), |11),|20)}.
This means that the possible leakage only takes place irhtree ihvariant subspace, i.e., the
stateg20) and|02) might be populated during the two-qubit operation. The Himian in such
an invariant subspace can be expressed as

A, 2201 21 —zt( 021 2202 20 —zt(wfo—wgo)

~

H3 _ 2210 12 zt(wl —UJ21) A2 2212 10 —Zt(wfl_w}tO) (27)

)

2220 02 zt(wl —w29) 2221 01 zt(wfl—w}ﬂ) Ay

with the frequencies™™ = (E* — E¥)/h, m,n =0,1,2; k = u, [, and

Ay = (292 4+ 2120 + 22270 4 (222)2 + 220202 4 221202 — 220022

u Y

Ay = (1) 4+ 2020 4 2222 4 ()2 4 22020 4 222 2

u Y

Az = (2722 + 27020 + 221212 4 (200)2 + 201210 4 202220 _ 9,22,00,

The dynamics determined by this Hamiltonian can be numigrisalved and the time-dependent
populations of the involved bound states are shown in Figihgrein the involved parameters are
calculated asz?? = —5.548 x 107! um, 202 = 220 = 1.9787 x 1073 um 221 = 212 = 8.1606 x
1072 um; 272 = —4.287 x 1071 um, 2% = 220 = —2.4678 x 107* um, 27 = 2/? = —3.6634 x
1073 pum; andw;® — w?! = 3.9519 x 10" rad/s, w?' — W% = 6.9369 x 10" rad/s, w?® — w? =
7.3321 x 10! rad/s. Fig. (5a) shows that the population transfer between thgpctational basis
|01) and|10) could be implemented by properly setting the duration ofGoe@lomb interaction
between the electrons in different MQDs. Furthermore, seisn from Fig. (5b) that, the leakages
of the populations from the computational basis) are relatively weak, e.g., the probabilities

transferred to the stat@2) are less than 10% and to the stgt@) are really negligible. In fact,
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FIG. 5: (Color online) Population evolutions of two couplgabits during an i-SWAP gate operation. (a)
The population transfers between the computational ba$isand|01), and (b) Population of the computa-
tional basig11) versus the duration. It is seen that the leakages of the gtipulfrom the stat¢l1) to the
states20) and|02) are relatively weak. In these numerical calculations, ti@meter which represents
the distance of the two Q1DCs is typically setla$ xm, and the others are the same as those used in

Figs. 1-3.

weaker leakages could be achieved by decreasing the valhe parameter(# 0). Also, we
have numerically checked that the adiabatic changes oktled do not significantly deduce the
unwanted leakages. In this sense, the desirable i-SWAP bgditecen the MQDs in different

channels can be implemented and the relevant leakageslm®elfectively suppressed.

V. DISCUSSIONSAND CONCLUSIONS

Readout of the qubits is another crucial tasks in quantumpeimg. In Barnes et al's
scheme [14], the flying qubit is encoded by the spin-stateth®felectrons in the MQDs and
its readout is implemented by using the usually magnetienS&erlach effect. In our proposal
the flying qubit is encoded by the lowest two levels of the tetin the moving trapped poten-
tial. These levels are theoretically steady but still ewisak tunnelings. Thus, by detecting the
tunnelings of the moving electron from the trapped poténtiae can achieve the qubit readouts.
This is because that the tunneling rates of electron in eitieestatd0) or the statel) should be
different and thus could be distinguished individuallyfdet, these tunneling-measurements have
been realized in the recent experiment [18]. There, anathannel is introduced to detect the

tunnelings of the electrons in the MQDs across the compmutatichannels. Physically, the flying
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electron in the statél) should yield significantly-high probability of tunneling the detecting
channel, and thus decrease the curdggt flowing along the computational channel. While, if
the flying electron in the ground levél), then the probability of tunneling out should be obvi-
ously small and thus,,, should be almost unchanged. Stronger tunnelings are aksipe, if
the flying qubit is excited for leakage. This can be achiewedplying a resonant pulse to excite
the electron staying at the computational bagjs(or |1)) to the higher level (e.g., the stat®)
with significantly-bigger tunneling-probabilities [26BYy this way, flying qubit staying a) or

|1) could be more robustly detected.

Another challenge for realizing our proposal is how to haltiymne electron in a MQD across
the computational channel. Initially, many electrons carcéptured by the SAWSs from the source
region of 2DEG; the number of electrons residing in the maniwh SAWs depend on the size of
the formed quantum dot. Note that the static potential gardrby the split-gate is fixed, but
the depth and the curvature of the MQD vary with the time dytime MQD moving along the
channel. When the size of the dot becomes smaller, eleateptared from the source are ejected
from the dot and let a few ones be still trapped by the poterBiasuitably controlling the relevant
parameters, e.g., the power of the SAW and the split-gatag®| only one electron could reside
in a MQD for realizing the desirable flying qubit [21]. Alste thermal excitations of the present
qubit can be safely neglected as the experimental temperiatsufficiently low, so the captured
electron can be kept in its ground state except it is driveexigrnal field. Finally, as in all the
other solid-state quantum computing candidates, deconbeiia the present flying qubit is also an
open problem and would be discussed in future.

In summary, we have put forward an approach to implementiggntym computation with the
energy levels of the electrons trapped in the MQDs. The idealves the capture of electrons
from a 2DEG by the SAWSs to form the potentials for trappingrayi electron. Each SAW may
capture many electrons from the 2DEG source, but we can maieoae electron reside in the
minimum of the SAW by tuning the surface split-gate to chatingebarrier height, that forces the
excessive electrons to tunnel out from the quantum dot. Byarical method, we have known
that few adiabatic levels of each electron could be formed MQD, and the lowest two ones
are utilized to encode a flying qubit. We have shown how to @anm@nt the Rabi oscillations with
the flying qubit for performing single-qubit operation. Advqubit gate, i.e., i-SWAP gate, has
also be constructed by using the Coulomb interaction of kpetrens in different MQDs across

the nearest-neighbor computational channels. In priaciplir proposal can be extended to the
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system includingV qubits by integrating an array of Q1DCs.
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