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We present results from a joint experimental and theoretical study of elastic electron scattering
from atomic iodine. The experimental results were obtained by subtracting known cross sections
from the measured data obtained with a pyrolyzed mixed beam containing a variety of atomic and
molecular species. The calculations were performed using both a fully relativistic Dirac B-spline
R-matrix (close-coupling) method and an optical model potential approach. Given the difficulty of
the problem, the agreement between the two sets of theoretical predictions and the experimental
data for the angle-differential and the angle-integrated elastic cross sections at 40 eV and 50 eV is

satisfactory.

PACS numbers: 34.80.Dp

I. INTRODUCTION

Interactions between electrons and neutral radicals are
known to be one of the key drivers of the chemistry of
industrial plasmas [1]. Chemical models to allow for opti-
mized process control of plasma reactors are consequently
dependent on the availability of the electron collision
cross sections, which give a quantitative understanding
of electron interactions with a given target, specifically
for the atomic and molecular radicals that are present in
the plasma. Despite the importance of such data, quan-
titative studies of electron collision cross sections with
neutral radicals are currently not widely available in the
literature [2]. In the absence of such data, optimization
and process control techniques for plasma reactors re-
main mostly empirical, a process which is rapidly showing
signs of diminishing returns [1]. In light of this scenario,
the plasma fabrication industry and the United States
government have committed significant resources [3], in
order to develop tools so that a quantitative understand-
ing of plasma reactor behavior and ultimately control
might be achieved.

In parallel with the above, trans-national agreements
like the Kyoto Protocol have seen the industry look to
replace traditional feedstock gases such as CF4, CyFg,
C3Fg and ¢ — C4Fg [4], all of which can be characterized
as having a large Global Warming Potential (GWP) [5],
with more environmentally friendly alternatives. One
such alternative is trifluoroiodomethane (CF3I), which
can be dissociated by electron impact [6, 7] and thus can
be used as a ready source of CF3, CF5, and CF radicals,
as well as atomic iodine (I), in the plasma. In addition

the C—I bond in CFj3l is relatively weak and hence can
also be broken by ultraviolet light [8], leading to it having
an atmospheric lifetime in the range of hours to days [7].
This contrasts with CF4, which is expected to linger in
the atmosphere for some 50,000 years [9]. Furthermore,
while CF4 has a GWP about 6,500 times that of CO2 [10],
we note that the GWP of CF3l is only 1—5 times that of
COg [5]. Thus CF3l is an attractive alternative feedstock
gas to an industry that still regularly vents those gases
into our atmosphere.

The important point in the context of this paper is
that in any modeling for CF3I as a future feedstock gas
for use in the semi-conductor fabrication industry, elec-
tron collision cross sections for atomic iodine will be an
essential ingredient. Unfortunately, to the best of our
knowledge, no such collision cross sections for elastic and
discrete inelastic processes appear to currently exist in
the literature. As a consequence, part of the rationale of
the present study is to provide an important sub-set of
these cross sections to the plasma modeling community.

This manuscript is structured as follows. We begin in
Section II by briefly describing the experimental setup,
with some emphasis on characterizing the mixed beam on
which the measurement is performed. This is followed in
Section IIT by a summary of two theoretical methods,
the fully relativistic Dirac B-spline R-matrix (DBSR)
method [11] and an optical model potential (OMP) ap-
proach [12]. The former is an ab initio ansatz based on
the close-coupling expansion while the latter effectively
corresponds to potential scattering with semi-empirical
local potentials that are supposed to simulate the effects
of polarizing the target’s charge cloud and to account
for both electron exchange and loss of flux into inelastic



channels. Since the OMP method, appropriately mod-
ified for molecular effects, will be used to provide cross
sections for molecular species such as hydrogen iodide
(HI) and I (see below), it is crucial to check the relia-
bility of the method for electron scattering from atomic
iodine, for which more sophisticated methods such as the
DBSR exist. This comparison, also with the experimen-
tal data, is shown in Section IV before we conclude with
a brief summary.

II. EXPERIMENTAL DETAILS
A. Apparatus

The present apparatus has been described in detail
in some of our previous publications (e.g., [13, 14]), so
that only a brief synopsis is needed here. The apparatus
comprised a stainless steel, high-vacuum chamber divided
into three differentially pumped stages denoted, respec-
tively, as the source, scattering, and time-of-flight mass
spectrometer (TOFMS) chambers. The source stage con-
tained a 0.5 mm nozzle with a 20 mm long silicon car-
bide (SiC) tube located at the nozzle exit. The SiC
tube was resistively heated to temperatures in excess of
1,200 °C, as measured by a vanishing filament pyrome-
ter. Atomic iodine was formed by flowing a precursor
methyl iodide (CHsl) gas through the SiC tube, at a
driving pressure of ~ 430 mbar, pyrolyzing it to yield a
“mixed atomic/molecular” beam scattering target. This
“mixed” beam contained atomic iodine as well as any
other byproducts of the pyrolysis. After passage through
the SiC tube this “mixed” beam was cooled under su-
personic expansion conditions before the beam centerline
was passed to the scattering stage via a 1 mm skimmer,
located 3.5 cm downstream of the nozzle. Note that the
present supersonic expansion did not employ a buffer gas
to aid the expansion, a common practice in most super-
sonic jet experiments [15]. The reason for this is straight-
forward. Employing a large excess of buffer gas (as is
required) might simply swamp the scattering from our
“mixed” beam, as in an elastic scattering experiment we
would not be able to differentiate the contributions from
both sources.

The scattering stage of the apparatus contained an
electron monochromator [13], which produced the inci-
dent electron beam for the collision studies. The electron
monochromator comprised a thoriated tungsten filament
electron source, a 180° hemispherical energy selector, and
electrostatic lenses and deflectors to transport electrons
from the filament to the interaction region and form them
into a collimated beam. The electron beam energy could
be set to any desired value between ~ 5 —50eV, although
only 40 eV and 50 eV were studied here, with a resolu-
tion better than 100 meV [13]. Beam currents from the
monochromator, into the interaction region, were typi-
cally 5 nA, at the two energies of this study. The elec-
tron beam crossed the “mixed” atomic/molecular beam

at right angles, and electrons elastically scattered from
the “mixed” beam were detected by an array of chan-
nel electron multipliers (CEMs), each preceded by a re-
tarding field analyzer (RFA) that prevented inelastically
scattered electrons from reaching the input plane of the
CEM [13]. The energy resolution of the RFA depends
on the analyzing energy [16], resulting in a combined
monochromator/RFA resolution of approximately 6.5%
of the incident beam energy. Output pulses from the
CEMs were amplified and registered by standard fast
timing and counting circuitry. Data acquisition and anal-
ysis were performed under computer control, using cus-
tom developed software written under a LabView 8.2 in-
terface. Note that the CEM/RFA detector array con-
sisted of up to eight active detectors, each fixed at a
specific scattered electron angle (6), covering an angular
range of 20° — 135°. The detectors operate in a paral-
lel, thereby greatly increasing the efficiency of the data
collection.

The quantity directly measured here is the elastic
differential cross section (DCS) for electrons scattering
from the “mixed” atomic/molecular beam, which we de-
note as omix. 1t represents the weighted (for the frac-
tional abundance (I) of a particular component (i) of
the mixed beam) sum of the individual DCSs for each
of the components in that “mixed” beam [17]. The
measured opnix, at a given incident electron energy (Ep)
and 0, was placed onto an absolute scale by employing
the “pressure drop” skimmed supersonic relative den-
sity method (p-SSRDM), as reported by Hargreaves et
al. [18], whereby the scattering intensity from the target
beam is compared with the scattering intensity from a
reference beam in order to normalize the cross section.
The choice of reference species is theoretically arbitrary,
as long as its cross sections are considered known. It
is crucial, however, to ensure that the two gas beam
fluxes are approximately matched, so that the scatter-
ing volume can be considered to be the same for both
measurements [18]. In practice, this means that a poly-
atomic target should be chosen as the reference species
in the present study. Hence CF,, whose DCSs are well
known [19, 20], was chosen as the reference species for
this research. Note also that CF4 has the added advan-
tage that it does not dissociate at 1,250°C [21], thus
allowing for both beams to be prepared with the nozzle
at the same temperature.

The final component of our apparatus is the TOFMS
stage [13], which houses an orthogonal acceleration,
Wiley-McLaren [22], time-of-flight mass spectrometer.
Full details on the design and operational performance
of the present TOFMS can be found in reference [13].
The TOFMS allowed for mass analysis of the “mixed”
beam, in order to characterize the species formed in the
pyrolysis and the relative abundances of those species.
The TOFMS utilized a twice frequency tripled Nd:YAG
laser producing photons of wavelength 118 nm (10.48 eV)
to single-photon ionize species in the “mixed” beam. Ion-
ized species were electrically extracted towards a 40 mm



multichannel plate detector (MCP) with a timing anode.
The MCP anode signal was monitored by a 500 MHz digi-
tal oscilloscope (Lecroy 6051A). Tons travelled a total dis-
tance of 439.6 mm from the ionization region to the detec-
tor, including 350.9 mm of field-free flight. The TOFMS
mass resolution was optimized by setting the extraction
potentials [13] to achieve a space focus at the MCP [23],
that is, ions of the same mass reached the MCP detec-
tor at the same time (to a second-order approximation)
regardless of their initial spatial position. The TOFMS
resolved 1 proton mass differences for molecular masses
up to 200 amu. Note that 118 nm photons are not suffi-
ciently energetic to ionize species with a first ionization
potential (IP) in excess of 10.48 eV. Any such species
present in the “mixed” beam are accordingly not detected
in the present TOFMS, although their abundances might
be inferred, as mass is conserved in the pyrolysis process.

B. “Mixed”-Beam characterization
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FIG. 1. TOF spectrum for CH3I pyrolysis, at a nozzle temper-
ature of 1,250 °C. The inset shows a zoom around the atomic
iodine peak, highlighting the presence of a HI peak. The peaks
have each been corrected for their respective photoionization
cross section.

The pyrolysis nozzle was set to a temperature of
~ 1,250 °C, at which point very little CH3I was observed
(see Fig. 1). Atomic iodine (I), hydrogen iodide (HI),
and molecular iodine (Iz) were all also detected in the
mixture (again see Fig. 1). The species observed in the
present data are in generally good accord with the cor-
responding TOFMS results reported in Gans et al. [15],
who employed a similar SiC nozzle/TOFMS configura-
tion as ours in order to consider CH3l pyrolysis over a
similar temperature range. A key difference between our
result in Fig. 1 and that of Gans et al. is that no CHgs
signal is observed by us at the present 1,250 °C nozzle
temperature. Furthermore, only trace CHj3 quantities
(< 1%) were observed at the other nozzle temperatures

we investigated. Conversely, Gans et al. observed sig-
nificant quantities of CHjz in their TOFMS data. We
attribute this different behavior to the differences in the
nozzle geometry and expansion conditions between the
two groups. For instance, we employed a longer pyroly-
sis tube than Gans et al. (20 mm compared to 3 mm),
worked at a higher driving pressure (430 mbar compared
to less than 200 mbar), and did not employ a buffer gas
in forming our supersonic expansion. (Gans et al. used
argon as the buffer gas.) In all cases, these differences
dramatically increase the probability of bimolecular re-
actions in our SiC tube, leading to molecular recombina-
tion, compared to the Gans et al. arrangement. Accord-
ingly, the lack of CHs observed in our TOFMS spectrum
is attributed to their collisional recombination within the
pyrolysis tube leading to the production of ethane (C2Hg)
molecules:

CHs + CHs -5 CyHg. (1)

Here M represents a third-body. Note that the IP of
CyHg (11.52 eV) is too high for this species to be de-
tected with the present TOFMS, which is why a peak
corresponding to its mass is absent in Fig. 1.

The presence of HI in Fig. 1 must also imply some
initial formation of CHy [15], but in spite of its IP of
10.39 eV we do not observe it in our TOFMS spectra.
Similarly, Gans et al. did not detect CHs in their spec-
tra either, attributing the lack of signal to the very small
photoionization cross section of CHs at this wavelength.
However, given our argument above for CoHg formation,
we believe in our case that CHs predominately recom-
bines to form ethene (CoHy):

CH, + CHy 5 CoH,. (2)

Note that CoH4 has an IP of 10.51 eV, which is why we
do not observe it in our TOFMS. Further note that given
we observe some recombined CH3I, HI, and I (c.f. Fig. 1)
but do not see any CH3 or CHs in our spectra even
though they should be detected if present, our assump-
tion as to the existence of CoH4 and CoHg seems sound,
since mass must be conserved.

The relative abundance of both CoHy and CoHg can be
inferred from mass conservation. The intensity of CoHy
is simply given as half that of the measured HI intensity,
since two CHs molecules are required to form one CoHy
molecule and the abundance of CHy must equal that of
HI [15]. The abundance of CoHg is determined by noting
that the amount of CHjs initially formed must equal half
the observed iodine signal, as again two CHs molecules
are needed for each CoHg molecule to be formed.

In determining the true relative abundances of each
species, we must first correct their raw TOFMS sig-
nals for their different 118 nm photoionization cross sec-
tions. This accounts for the different ionization effi-
ciency of each beam constituent [17]. The relevant photo-
ionization cross sections were taken from Gans et al. [15]
as: 6.7 Mb (atomic I), 48.2 Mb (CH3I), 74 Mb (I3) and



44 Mb (HI). Note that the TOFMS data in Fig. 1 have
been corrected for this effect. Accordingly, the relative
abundance of each species at 1,250°C in the “mixed”
beam is determined as: 0.4540.12 (I); 0.28+0.07 (C3Hg);
0.14 £+ 0.06 (HI); 0.07 + 0.03 (C2Hy); 0.05 + 0.02 (I);
and 0.010 + 0.003 (CH3I). Note that we also considered
the possibility for any non-uniform detection efficiency at
different ion masses. However in our case we believe this
efficiency is approximately uniform with respect to mass,
as all the ions “hit” the detector with constant energy.
This is ensured here as all the ions are extracted by a
constant voltage of ~3 kV and they all have a negligible
velocity in the TOFMS flight direction when they are ion-
ized by the laser. Finally, further note that 1,250 °C was
specifically chosen because at around that temperature
the relative abundance of atomic iodine in the “mixed”
beam was maximized.

C. Differential cross section measurements

The present “mixed” beam differential cross sections
at 40 eV and 50 eV are given in Table I. The errors
cited on these DCSs are typically of the order of 30%
or a little less, including an uncertainty on the reference
DCSs (~20%), the uncertainty for our measurement of
the change in the pressures (~5%), the uncertainty in
the pumping speed calibration (~5%), the uncertainty
in matching the spatial distribution of both the reference
and mixed beam gases (~10%), as well as the statisti-
cal variation in the elastically scattered signal for each
angle and energy for both respective gases. All the er-
rors in Table I are reported at the one standard deviation
level. When we originally began these measurements, it
was our intention to study the DCSs for a larger range
of incident electron energies than the two we report. Un-
fortunately, the “mixed” beam containing about 50% of
I and Iy seriously affected the performance of the source
chamber diffusion and backing pumps. This is in spite of
our use of non-reactive Fomblin oils in both those pumps.
The replacement of such quantities of oil in these pumps
was an expensive undertaking and consequently curtailed
the scope of our experimental investigations. In addition,
the source chamber surfaces quickly coated with a yellow
film that required extensive cleaning to remove. This also
mitigated against further measurements.

To the best of our knowledge there are no other mea-
surements or calculations against which we can compare
our values for opix. This, however, is not surprising,
as the values of onix depend upon the temperature at
which they are measured. Note that the relative abun-
dances (I;) of the various species (i) that constitute the
“mixed” beam are strongly temperature dependent [17].
Nonetheless, these data may have some practical rele-
vance to scientists attempting to model the behavior of a
CH3l low-temperature plasma. To first order, the species
present in such a plasma are mimicked by our “mixed”
beam so that the cross sections we measure might have

TABLE I. DCS measurements for the “mixed” atomic and
molecular beam, in units of 107*®cm?/sr. The uncertainties
on the DCS data are quoted at the one standard deviation
level.

incident energy 50 eV 40 eV
scattering angle o Ao o Ao
20° 9.60 2.80 10.7 3.20
40° 0.45 0.12 0.53 0.16
60° 0.38 0.11 0.50 0.15
75° 0.46 0.14 0.46 0.14
90° 0.16 0.05 0.15 0.05
105° 0.84 0.31 0.60 0.21
120° 1.78 0.54 1.06 0.33
135° 1.59 0.47 0.82 0.25

application in such a modeling study. Both our 40 eV and
50 eV “mixed” beam DCSs are strongly peaked in magni-
tude (see Table I) when going towards forward scattering
angles. Such behavior is consistent [24] with the atomic
(I) and molecular (CHsl, HI, I, CoHy, CoHg) species
present having dipole polarizabilities of significant mag-
nitude and/or a strong permanent dipole moment.

As we noted earlier, the “mixed” beam DCS represents
the weighted sum of each of the individual species DCSs
(0;) that comprise that beam. Mathematically, we write
this as:

Omix — ZIi0i~ (3)

For the particular case of this study, Eq. (3) can be ex-
plicitly expanded by:

Omix = 0.45 01 + 0.28 OC,Hg 0.14 oy + 0.070¢c,H,

+0.05 01, + 0.01 ocn,1,

which we can further re-arrange, now also including the
uncertainties on the abundances, to give:

o1 =

1
——— (omix — (0.28 +0.07) o,y
(0.45 +0.12)

—(0.14 %+ 0.06) opr — (0.07 = 0.03) ¢, H,

—(0.05 £ 0.02) o1, — (0.01 £0.003) ocpy1).  (4)

Hence, it is immediately apparent from Eq. (4) that —
provided the DCSs for the “mixed” beam, ethane, hy-
drogen iodide, ethene, molecular iodine, and methyl io-
dide are known — the DCSs for atomic iodine can be de-
termined. The DCS measurements for CoHg and CoHy
were taken from the data compilation of Hoshino et



al. [25], while those for CH3I came from our own measure-
ments [26]. Unfortunately, we do not know of any experi-
mental DCSs for electron scattering from either I or HI.
As a consequence of this we computed them from inde-
pendent atom model calculations, employing an optical
model potential [12] (see below). A screening-corrected
additivity rule (SCAR) [12] was further applied to the
independent atom model (IAM) results, in order to in-
corporate the effects of the molecular geometry into the
calculation. There is growing evidence ([24, 26] and ref-
erences therein) that, at least for energies greater than
about 40 eV (or perhaps even lower), the IAM-SCAR
approach can provide accurate and reliable DCS and in-
tegral cross section (ICS) data. As a consequence, we
believe its use in conjunction with Eq. (4) for opr and
o1, should be reasonably valid. Since HI and Iy only
constitute ~19% of the “mixed” beam, the IAM-SCAR
theoretical cross sections would have to be seriously in-
accurate to have a major deleterious effect on the values
of o1 that we are trying to determine. Indeed even if
our theoretical values were incorrect by as much as a fac-
tor of two, this would only result in a ~30% change to
our extracted cross sections for atomic iodine which is
well within the uncertainties we quote. In any event, the
existing evidence clearly suggests that our theoretical re-
sults for HI and I are unlikely to be seriously inaccurate
at 40 and 50 eV.

One of the limitations with our experimental ap-
proach is that every time we subtract one of the con-
stituent species cross sections from that of the “mixed”
beam cross sections, the residual values get progressively
smaller while their associated uncertainties compound
and become progressively larger. This is an inherent
problem with “difference” experiments like the present.
In addition, while we have mounted an argument above
as to why in general our IJAM-SCAR results should be re-
liable we have no specific independent results to confirm
that assertion for HI and Is. Therefore the uncertainties
we quote on our derived atomic iodine differential cross
sections are at the two standard deviation level. We be-
lieve that given the inherent difficulties associated with
what is a very challenging experiment, quoting uncertain-
ties at the two standard deviation level is both prudent
and realistic.

In Table II we therefore list our present 40 and 50 eV
elastic differential cross sections, and their associated er-
rors, for electrons scattering from atomic iodine. To the
best of our knowledge, these represent the only measured
data reported for this scattering system to date. Also
listed at the bottom of Table II are estimates of the cur-
rent elastic ICS at both energies. These ICS data were
determined from the DCS results by using a molecular
phase shift analysis (MPSA) procedure [27], in order to
extrapolate the measurements to 0° and 180° and per-
form the usual integration. The errors on the ICS that
we cite are at the one standard deviation level, typically
of the order of 80%. Such a large error reflects both the
magnitude of the one standard deviation uncertainties

TABLE II. DCS and ICS measurements for elastic electron
scattering from atomic iodine, in units of 107**cm?/sr and
107 '%cm?, respectively. The uncertainties for the DCS data
are quoted at the two standard deviation level, while an 80%

one standard deviation uncertainty has been attributed to the
ICS data.

incident energy 50 eV 40 eV
scattering angle o Ao o Ao
20° 14.0 13.7 16.0 15.7
40° 0.32 0.57 0.52 0.51
60° 0.47 0.46 0.59 0.58
75° 0.82 0.61 0.72 0.66
90° 0.22 0.13 0.19 0.13
105° 1.60 1.57 1.00 0.98
120° 3.60 3.10 1.90 1.80
135° 3.30 2.80 1.60 1.40
1CS 27.0 22.0 25.0 20.0

on the differential cross sections and a rather large un-
certainty associated with our extrapolation procedure in
this case. As can be seen from Fig. 2 below, the DCSs for
atomic iodine are strongly peaked towards forward scat-
tering angles. Even allowing for the sin # weighting factor
in the calculation of the ICS, the contribution to the in-
tegrand at 6 < 20°, where we have no data, is significant.
Thus the value of the ICS we determine is particularly
sensitive to the MPSA extrapolation for 6 < 20°, a fact
which is reflected in the size of the ICS errors we quote.

IIT. NUMERICAL APPROACHES

As mentioned above, two numerical approaches were
employed to predict the cross sections of interest. These
are the fully relativistic Dirac B-spline R-matrix (DBSR)
method [11] and an optical model potential (OMP) ap-
proach [12]. The main features of the calculations will
be described below, including the extension of the OMP
approach to treat scattering from molecules.

A. DBSR Calculations

The DBSR calculations are based on the method de-
scribed by Zatsarinny and Bartschat [11]. Since we are
interested in elastic scattering, a very important effect to
account for is the polarization of the atomic charge cloud
due to the projectile. On the other hand, coupling to in-
dividual excited states is less important, as long as their
contribution to the polarizability of the ground state is
accounted for in some way.

Consequently, we set up the close-coupling expansion
including only two physical states, namely those with the



5s525p° ground-state configuration and total electronic
angular momenta J = 3/2 and J = 1/2, respectively.
In order to account for the polarizability of these states,
we then generated three pseudostates with configurations
5525pt6s + 5s25p*hd (J = 1/2,3/2,5/2) and another two
with configurations 5s25p*6s + 5s25p?5d (J = 1/2,3/2).
Coupling of the former to the 5s%5p® (J = 3/2) state
and of the latter to the 5s25p° (J = 1/2) state yielded
dipole polarizabilities of ag = 35.2a3 and oy = 36.6 a3,
respectively, in excellent agreement with the values of
ag = 34.6 aj and aq = 35.1 aj obtained in high-precision
structure-only calculations [28]. (Here ap = 0.529 X
10~ m is the Bohr radius.) Achieving such a good tar-
get description is possible because of our ability to use
separately optimized, and hence non-orthogonal, orbitals
for all these states.

We then used the recently developed DBSR pro-
gram [11] to solve the (IN+1)-electron collision problem.
The essential idea is to expand the basis of continuum
orbitals used to describe the projectile electron inside
the R-matrix box, i.e., the region where the problem is
most complicated due to the highly correlated motion of
N+1 electrons, also in terms of a B-spline basis. A semi-
exponential grid for the B-spline knot sequence was set
up to cover the inner region up to the R-matrix radius a.
We used the same grid for the structure and the collision
calculations. For a = 50ap, we employed 111 splines.
A tight knot distribution near the origin was necessary
to incorporate a finite-size nuclear model with a Fermi
potential.

We calculated partial-wave contributions up to
J = 51/2 numerically. With such a high value of J, no
extrapolation scheme to account for even higher partial
waves was necessary for all DBSR results presented in
this paper. The cross sections of interest were calcu-
lated in the same way as in the standard R-matrix ap-
proach. We employed an updated version [29] of the flex-
ible asymptotic R-matrix (FARM) package by Burke and
Noble [30] to solve the problem in the asymptotic region
and to obtain the transition matrix elements of inter-
est. After transforming the latter from the present jj-
coupling to the jIK-coupling scheme and also accounting
for the appropriate phase convention of the reduced ma-
trix elements, we employed the program MJK of Grum-
Grzhimailo [31] to calculate the angle-differential cross
sections (DCS) shown below.

B. OMP Calculations

The OMP model is essentially a potential scattering
approach. Using atomic units with &2 denoting the en-
ergy in Rydberg, we solve the partial-wave equation

2
(% - g(éri—;l) — 2Vinp(, r)> ug(k,r) = k2uz(l€, ),
(5)

where the local model potential is taken as
Vinp (k, 1) = Ve (1) + Vex (B, 7) 4+ Voot (1) + i Vabs (k, 7).
(6)

Here Vi (r) is the standard Hartree potential of the tar-
get. It is then supplemented by the exchange potential
Vex(k,7) used by Riley and Truhlar [32], the polariza-
tion potential Vj,01(r) employed by Zhang et al. [33], and
finally the imaginary absorption potential iVns(k,7) of
Staszewska et al. [34].

Due to the imaginary absorption potential, the OMP
method yields a complex phase shift 6, = Ay + ipp. This
allows for the calculation of cross sections for elastic scat-
tering, inelastic scattering (all excited and ionized states
lumped together), and the grand total as the sum of the
two processes.

As mentioned in the previous section, the OMP model
was also used in the present work to estimate the respec-
tive cross sections for electron collisions with molecular
iodine (Iz) as well as the HI component of the mixed
beam. This was done via a “screening corrected addi-
tivity rule” (SCAR) approach. The general idea is to
add the cross sections from scattering by the individual
atoms in the molecule, but then incorporate translation
and screening factors to account for the molecular geom-
etry. Details of this OMP-SCAR model were given by
Blanco and Garcia [12].

IV. RESULTS

Figure 2 exhibits the e-I elastic cross sections for twelve
energies between 1 eV and 50 eV, as predicted by the
DBSR and OMP models. For 40 €V and 50 eV, the
experimental results reported in Table II are shown as
well. Recall that the uncertainties in the experimental
data represent the quadrature sum of counting statis-
tics, uncertainties in the abundances of each species, and
the uncertainties in the DCS values for the beam con-
stituents, including the results for Iy that are also shown
in the figure. In the case of HI and I, an uncertainty of
20% was used for those DCSs at 40 eV and 50 eV. Since
the present data require subtraction of a large number of
quantities, several of which themselves have substantive
uncertainties, the experimental data presented in Fig. 2
show error bars at the two standard deviation level.

The present measurements are in excellent shape
agreement with theory at both 40 eV and 50 eV, par-
ticularly with respect to the locations of the minima in
the DCS. The calculated magnitude of the DCS is also
in reasonable agreement with the experimental data at
40 eV, while at 50 eV the measured data are uniformly
larger than predicted by either calculation.

Except for the very small energies, and in the depth of
some of the minima as well as their position, the agree-
ment between the DBSR and OMP results is satisfactory.
This is important, since it provides, albeit indirectly,
some confidence in the predictions of the OMP model



100 & —— 100 f ——— 100 ¢ s
10ev 15eV 20eV
o 10 ¢
~N N
5 \
g 1t
=
2
0 0.1 ¢
&}
(&)
0.01 } 0.01 } 0.01 }
0 30 60 90 120 150 180 0O 30 60 9 120 150 180 0 30 60 90 120 150 180
© 3.0eV 0 - 50eV © X 7.0eV
% 10 bR 10}
I N e B s e S o
£ TN~ L T L T
o 1 1
'o \
2
o 0l 01 0.1 ¢
o i
0.01 } 0.01 } i 1 001}
0 30 60 9 120 150 180 0O 30 60 9 120 150 180 0 30 60 90 120 150 180
100 ‘ ‘ ‘ ——— 100 g ‘ ‘ ‘ ——— 100 [ ‘ ‘ ‘ S
S 10eV 15eV 20eV
T 10: 10 ¢ 10 ¢
~
£
Q1 1 P 1
o 0l 01 0.1 ¢
&}
a]
0.01 } 0.01 } 0.01 }
0 30 60 9 120 150 180 0O 30 60 9 120 150 180 0O 30 60 90 120 150 180
100 [ ‘ ‘ ‘ —— 100 f ‘ 7 100 ‘ ‘ ‘ S
30eVv N\ 50 eV
% 10} 10 F N\ 10 F\
o~ N3
5
q 1t 1 1t
=
2
5 01 0.1} 0.1 ¢
&}
(a)
0.01 } 0.01 } 0.01 }
0 30 60 90 120 150 180 0O 30 60 9 120 150 180 0O 30 60 90 120 150 180

scattering angle (deg)

scattering angle (deg)

scattering angle (deg)

FIG. 2. Elastic DCS for atomic iodine in units of 10~ *cm? /sr, at incident energies between 1 eV and 50 e¢V. The error bars in
the experimental data at 40 eV and 50 eV represent a two standard deviation uncertainty. Also shown are calculated results
employing the DBSR (solid curve) and OMP (dashed curve) approaches, as well as the OMP predictions for molecular iodine.

for the cross sections for scattering from the molecular
species I5. As seen from the panels, the OMP results for
I, are similar in shape but generally larger than those for
atomic iodine. However, the ratio between the molecular
and the atomic DCS is not simply a factor of two, since
the molecular geometry has been accounted for.

Figure 3 shows the corresponding angle-integrated
cross sections, both for the elastic channel alone and for
the total, i.e., the sum of elastic and all inelastic contri-
butions. The DBSR model predicts the Ramsauer min-
imum around 0.7 eV. In contrast, Wu and Yuan [35]
obtained the minimum around 0.4 eV in their 11-state
fully relativistic Dirac-based calculation. Note that the

results presented from the latter paper should be mul-
tiplied by 100 because of a unit error [36]. The OMP
calculations also support the existence of the minimum,
although the lowest collision energy (1.0 eV) treated in
the present work is not low enough to map out the min-
imum. On the other hand, a standard two-state close-
coupling model (CC2), which only couples the 5s25p°
(J =3/2,1/2) states and hence does not account for the
full dipole polarizability, shows no Ramsauer minimum
at all.
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FIG. 3. Absolute ICS for iodine atoms, in units of 10~ *cm?2.
The top and center panels show the angle-integrated elastic
results while the bottom panel depicts the total cross section.
The error bars in the two experimental data points represent
a one standard deviation uncertainty, estimated to be 80%.
Also shown are predictions from various theories described in
the text. Note that the published results of Wu and Yuan [35]
were multiplied by 100, since there was a plotting error in their
paper [36].

V. SUMMARY

We have presented results from a joint experimental
and theoretical study of elastic electron scattering from
atomic iodine. The experimental data were extracted
from a measurement on a mixed beam that contained a

variety of atomic and molecular species after pyrolysis
of CH3l. We found satisfactory agreement between the
measurements and predictions from two independent cal-
culations. This gives us confidence that our elastic DBSR
results would be suitable for use in modeling plasma ki-
netic behavior for any plasma in which atomic iodine
is a constituent. Our DBSR calculation could also be
extended to provide cross sections for electron impact
excitation of individual discrete levels. Those discrete
inelastic cross sections, which are not available from the
OMP approach, would also be of interest to the plasma
modeling community.

The present comparison between theory and experi-
ment is also encouraging since it suggests that the general
strategy of this mixed-beam setup will work for other tar-
gets as well. Furthermore, the OMP-SCAR model seems
sufficiently accurate to be used for the calculations of
otherwise hard-to-find cross sections, particularly for e-
I collisions.
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