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Quantum computers hold great promise for exact simulations of nuclear dynamical processes
(e.g., scattering and reactions), which are paramount to the study of nuclear matter at the limit
of stability and in the formation of chemical elements in stars. However, quantum simulations of
the unitary (real) time dynamics of fermionic many-body systems require a currently prohibitive
number of reliable and long-lived qubits. We propose a co-processing algorithm for the simulation
of real-time dynamics in which the time evolution of the spatial coordinates is carried out on a
classical processor, while the evolution of the spin degrees of freedom is carried out on quantum
hardware. We demonstrate this hybrid scheme with the simulation of two neutrons scattering at
the Lawrence Berkeley National Laboratory’s Advanced Quantum Testbed. After implementing
error mitigation strategies to improve the accuracy of the algorithm in addition to a combination of
circuit compression techniques and tomography as methods to elucidate the onset of decoherence,
our results validate the principle of the proposed co-processing scheme. A generalization of this
present scheme will open the way for (real-time) path integral simulations of nuclear scattering.

I. INTRODUCTION

The simulation of the continuum properties of a gen-
eral quantum many-body system remains one of the most
challenging unsolved problems in theoretical physics.
Such problems encompass a broad range of phenomena
from nuclear reactions and decays that drive stellar evo-
lution [1–3], to the electron-phonon scattering underlying
superconductivity in materials [4, 5]. These simulations
are particularly difficult when the interaction between
constituent bodies is non-perturbative, and the resources
required to perform the necessary computations scale ex-
ponentially in the number of degrees of freedom.

The recent expansion of accessible quantum comput-
ing platforms [6–8] offers tools to explore new solutions
to this extremely difficult problem [9, 10]. This is largely
due to the capability of quantum computers to encode
and process an exponentially growing Hilbert space as
the number of qubits increases linearly. However, the age
of robust, scalable, and fault-tolerant quantum comput-
ing is still on the horizon. Contemporary quantum plat-
forms are hindered by having limited qubits and short ex-
ecutable circuit depths, placing a bound on the scale and
complexity of applicable quantum algorithms. Until ac-
cessible platforms overcome these limitations, algorithms
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that are hybrid in nature [11–15], using both classical and
quantum computing resources, will likely offer the largest
advantage over traditional computing.

In this manuscript, we explore a hybrid algorithm
for computing the real-time dynamics of scattering
fermionic many-body systems. We examine the particu-
lar case where the pairwise interaction Hamiltonian de-
pends non-perturbatively on the spin state. This case
arises prominently in nuclear physics where central (spin-
independent), spin-orbit, and even spin-tensor forces con-
tribute with nearly equal strength [16]. Furthermore,
the nuclear case depends similarly non-perturbatively on
the isospin, a synthetic degree of freedom that encodes
whether a nucleon is a proton or a neutron. This provides
another source of exponential growth in the degrees of
freedom required to describe the nuclear many-body sys-
tem, making relevant simulations increasingly challeng-
ing. Indeed, the many-body propagator that generates
the dynamical evolution of the many-body wave func-
tion is a matrix that must encompass all possible spin
and isospin states of the system, the dimension of which
grows exponentially with the number of nucleons. The
explosion of the possible states is the primary limiting
factor in applying ‘classical’ imaginary time evolution al-
gorithms, such as the Green’s Function Monte Carlo, to
structure calculations of nuclei made of more than about
12 nucleons [17].

In general, the propagator for both real and imaginary
time evolution can be approximately factorized by means
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of the Trotter decomposition in order to isolate specific
parts of the Hamiltonian [18, 19]. Often, this is done
to separate the impact of the kinetic energy and the in-
teraction Hamiltonian on the propagator, with each part
being treatable exactly in conjugate spaces. In contrast,
we split the Hamiltonian into terms that are indepen-
dent of particle spin and act only on the spatial degrees
of freedom, and those that also depend explicitly on the
particle spins. We propose a hybrid scheme where the
propagator containing spin dependent terms is enacted
using quantum hardware, while the purely spatial prop-
agation is evaluated on a classical processor. We stress
that the propagator acting on the spin degrees of free-
dom is a function of the particles’ relative coordinates
and hence changes along their trajectories in the scatter-
ing process. In this context, and as a proof of principle
demonstration, we use a relatively simple model for the
spatial propagation and focus on the real time spin evo-
lution. We aim to test the feasibility of computing the
outgoing occupation probabilities in the asymptotic re-
gion, or in other words the probability of scattering from
the initial to the final state of the system, through the
repeated application of a non-trivial spin propagator that
changes with the spatial evolution. The time, and hence
number of time steps, required to reach the asymptotic
scattering region are dictated by the Hamiltonian of the
system under consideration. Furthermore, we exclusively
focus on the Hamiltonian propagation and not on the
problem of preparing the initial state of the system. Dif-
ferent techniques designed to compute the ground state
of a generic Hamiltonian [20–28] can be preliminarily em-
ployed to achieve a desired physical initial state.

Through a user project at the Lawrence Berke-
ley National Laboratory, Advanced Quantum Testbed
(AQT) [29], we carried out an initial demonstration of
this hybrid co-processing scheme for the scattering of
two neutrons, where we factorize the spin-dependent and
spin-independent (or spatial) degrees of freedom for the
short-time evolution (referred to as the adiabatic approx-
imation).

Until now, quantum algorithms for the simulation of
nuclear dynamics have been explored in the context of
calculations of linear response functions [30–33] to elec-
troweak probes or another external time-dependent field,
radiative processes [34], and Green’s functions [35]. To
the best of our knowledge, this is the first application
of quantum computing towards simulating nuclear reac-
tions that employs a real-time approach. Indeed, in this
work, we aim to establish the groundwork for simulat-
ing a nuclear scattering experiment with a quantum real-
time evolution algorithm. We demonstrate the validity
of the proposed quantum-classical co-processing scheme,
especially after implementing multiple error mitigation
strategies that also diagnose the effects of decoherence.

This paper is organized as follows. Sec. II describes
the theoretical background of our simulations and out-
lines the proposed and experimentally validated algo-
rithm. Sec. III describes the methods used to implement

FIG. 1: Pictorial representation of the scattering
between two nucleons. The two vectors denote the

associated spin and direction. Lower graphs depict the
Feynman diagrams of the LO χ-EFT.

the spin evolution on the quantum processor, focusing
on the error mitigation strategies necessary for an accu-
rate simulation. Sec. IV reports the obtained experimen-
tal data and results that demonstrate the success of this
scheme. Finally, Sec. V reports the conclusions.

II. THEORETICAL BACKGROUND OF
NUCLEAR SCATTERING

The simplest yet realistic model for the nucleon-
nucleon interaction can be obtained from the leading or-
der (LO) of a chiral effective field theory (χ-EFT). This
interaction is based on the Feynman diagrams in the
lower part of Fig. 1, while a conceptual illustration of
the two neutron scattering event is portrayed in the up-
per part. From left to right, the first Feynman diagram
describes the one-pion exchange process and the second
and third diagrams represent contact interactions. The
corresponding Hamiltonian can be written as a sum of
three terms:

H = T + VSI + VSD . (1)

The first term, T , represents the kinetic energy, while VSI
describes the spin-independent portion of the nucleon-
nucleon potential. The remaining spin-dependent com-
ponent of the interaction (acting on the spin degrees of
freedom) is denoted as VSD, where more explicitly it can
be written:

VSD(r⃗) = Vs(r) σ1 · σ2 +

Vt(r)
(
σ1 · r̂ σ2 · r̂ −

σ1 · σ2

3

)
,

(2)

where r⃗ = r⃗2 − r⃗1 is the nucleon-nucleon distance. Ac-
cordingly, the time evolution operator can be approxi-
mated as

e−i∆tH ≃ e−i∆t(VSI+T ) e−i∆t VSD +O(∆t2) , (3)
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where we have used the Trotter decomposition to split
the propagator in the limit of an infinitesimal time in-
terval, ∆t −→ 0. At each time step, the e−i∆t(VSI+T )

propagator evolves the spatial degrees of freedom, while
e−i∆t VSD evolves the spin degrees of freedom. This type
of Trotter decomposition was first introduced in Ref. [36],
which modelled the output of a superconducting qudit
processor implementing the (simpler) time evolution of
two neutrons’ spins frozen in space by means of custom
quantum gates.

We develop a hybrid quantum-classical algorithm for
the simulation of the real time evolution of two neutrons,
in which the evolution of the spatial coordinates is carried
out on a classical processor, while the evolution of the
spin degrees of freedom is conducted on a quantum pro-
cessor. Specifically, we implement the following scheme:

1. Map the spin states of the two neutrons onto the
computational states of a two qubit processor. In
this application, we used two qubits of an eight
qubit superconducting quantum processor at the
AQT, where further details can be found in Ref.
[37] and in Appendix C. We use the |00⟩, |01⟩, |10⟩,
and |11⟩ states to represent, respectively, the cou-
pled two-spin states |S = 1, Sz = −1⟩ = | ↓↓⟩,
|S = 1, Sz = 0⟩ = 1√

2
(| ↑↓⟩+ | ↓↑⟩), |S = 1, Sz =

1⟩ = | ↑↑⟩, and |S = 0, Sz = 0⟩ = 1√
2
(| ↑↓⟩ − | ↓↑⟩).

2. At each time step ∆ t:

(a) Evolve the spatial coordinates (using a stan-
dard algorithm) on a classical device.

(b) Construct the short-time spin propagator that
evolves the spin states from time t to time
t+∆ t at the updated relative coordinate, r⃗(t).

(c) Compile this propagator as a quantum circuit
and execute it on the quantum device to prop-
agate the spin degrees of freedom.

(d) Repeat from step (a) for the evolution’s dura-
tion.

At leading order of chiral EFT, the spatial propagator
does not depend explicitly on the spin states (see Ap-
pendix B for a proof). Therefore, we can further simplify
the simulation protocol by independently computing the
spatial evolution before the quantum simulation.

Here, the spatial trajectory is obtained by solving the
Newton equation. This simplification was not meant to
attain the most realistic results but rather to test the vi-
ability of the method, and in particular the feedback be-
tween the classical and quantum sides of the algorithm.
All the same, from a quantum point of view, the obtained
classical trajectory describes the most probable path of
the two neutrons guaranteed by the saddle point approx-
imation [38].

III. QUANTUM CIRCUIT IMPLEMENTATION
FOR CO-PROCESSING ALGORITHM

The spatial trajectory, r⃗(t), of the two neutrons is com-
puted by solving the Newton equation for spatial dynam-
ics employing the Verlet integration [39, 40]. For this
evolution, we employed a total of N = 1000 time steps
of size ∆t = 0.005 MeV−1. Fig. 2(a) shows the results
in the x-z plane, where x = x1 − x2 and z = z1 − z2 are
the components of the relative coordinate as a function of
time. Having the relative positions in time, we then com-
puted the short time spin propagators, e−i∆t VSD(r⃗(t)).
For the spin evolution, we reduced the total number of
time steps to Ns = 20, from T0 = 0 to TNs

= 19, by com-
puting the short-time spin propagators along the spatial
trajectory for 50 consecutive time intervals (∆T = 50∆t)
according to

Ucoarse(Tj) = T exp

[
−i
∫ Tj+1

Tj

VSD(r⃗(t))dt

]
, (4)

where Tj = 50 j∆t. Each circuit was designed to simulate
the jth propagator Ucoarse(Tj).

The spin probability as a function of time was obtained
by concatenating the quantum circuit implementing the
sequence of time ordered operators Uj , with j < i, and
executing it on the quantum processor. A scheme of the
implemented quantum circuit is shown in the upper half
of Fig. 3. Each Uj operator is compiled with digital gates,
specifically, Rx, Rz, and CNOT , using the decompose
function of the Qiskit open-source software development
kit [41]. For each Uj operator, the quantum circuit is
composed of 3 CNOT and 8 U3 gates. Thus, circuits
simulating the spin evolution at longer times increase lin-
early in depth.

Our most accurate spin evolution using strategies that
maintain the original circuit’s depth is shown in Fig. 2(b).
We observe that our results reach the exact asymptotic
limit (after t=4 MeV−1) where the spin state proba-
bilities become constant because the two neutrons are
far apart with a very weak interaction. Therefore, this
demonstrates the feasibility of simulating a real-time
scattering process using a quantum computer. Initially
though, without applying error mitigation methods, ex-
perimental results diverged from ideal results as the sim-
ulation progressed in time and depth, as illustrated in
Fig. 4(a). To address this, error mitigation strategies
were implemented to improve the accuracy of the al-
gorithm and validate the principle of this co-processing
scheme.

For the remainder of this section, we review the er-
ror mitigation strategies applied toward this simulation
of a nuclear scattering event, and we also explore meth-
ods employing either circuit compression techniques or
tomography as diagnostic tools to evaluate current limi-
tations.
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FIG. 2: Trajectory in the relative frame in the x− z plane. The enumerated points each correspond to the position
at time t = 0, 1, 2, 3, 4 MeV−1. In the right panel, we present the best results of the spin evolution. The points
indicate the experimental results, while the lines represent the exact Trotter decomposition evolution. Readout

calibration, randomized compiling, and state purification methods were used to mitigate noise.

U(t0) U(t1) U(t2) U(t3) U(t4)

Ureini(Treini) U(t3) U(t4)

FIG. 3: Schemes for the quantum circuits simulating
the spin evolution up to time step j = 4. Top: the
implemented quantum circuit using a sequence of

propagators. Bottom: the quantum circuit employed in
the reinitialization scheme. The Ureini operation

represents the reinitialization gate.

A. Error mitigation methods

There can be a host of errors diminishing the algo-
rithm’s accuracy, such as arising from imperfect state
preparation and measurement (SPAM), coherent errors,
and stochastic errors. To mitigate against readout errors,
we applied the readout calibration (RCAL) protocol from
Quantum Benchmark’s True-Q™ package [42]. Random-
ized compiling (RC) was applied to translate coherent
error to stochastic error [37, 43]. Once the noise could
be accurately fit by an approximate depolarizing error
model, a simple form of state purification was applied
to renormalize Pauli expectation values, using only the
measured two-qubit process fidelity instead of more ex-
pensive methods employing state tomography [21]. These
methods were all utilized in order to improve the accu-
racy of the algorithm, and further details can be found
in Appendix D.

B. Reinitialization methods

In addition to these strategies, we also explored using
circuit compression and tomography as methods to re-
duce the algorithm’s circuit depth in attempt to achieve
greater accuracy or to experimentally simulate finer dy-
namics. While these methods are not scalable, we ex-
plore them to investigate limiting factors in the current
experiment in addition to testing new procedures. The
first technique was circuit compression, relying upon Car-
tan’s KAK decomposition to reduce all circuits of the
algorithm to include at most three CNOT gates [44].
With all circuits consequently having constant depth as
opposed to increasing linearly with time, we were able to
explore the algorithm’s effectiveness beyond the limita-
tions imposed by decoherence at longer circuit depths.

In addition to circuit compression, we developed and
explored a reinitialization procedure employing state to-
mography [45] after a chosen number of time steps, Treini,
to overcome some effects of noise. Using tomography to
measure the spin state at time Treini, we implemented
a new quantum circuit composed of a state preparation
circuit followed by circuits that further evolve the state
in time. Iterating this method, we can study longer time
dynamics with reasonable accuracy, as the circuit depth
is periodically reduced instead of consistently growing in
time. This reinitialization procedure is similar in spirit
to the ‘restarting’ procedure proposed in Ref. [46], where
the state after one step of dynamical evolution is approxi-
mated by optimizing a variational circuit before perform-
ing the next time step. However, here, we employ a dif-
ferent state tomography algorithm, in which the (mixed)
qubit states are approximated by pure ones. The descrip-
tion and details of the employed state tomography pro-
cess and the construction of the reinitialization circuit,
which in our present application is a two-qubit gate, can
be found in Appendix A.
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FIG. 4: Initial results of the spin evolution. The points indicate the experimental results, while the lines represent
the exact Trotter decomposition evolution. The left panel (a) shows results where no error mitigation methods are

applied. The right panel(b) shows results after applying RCAL and RC to mitigate noise.

FIG. 5: Results after implementation of circuit
compression, RCAL, RC, and state purification. 40

time steps are used to resolve more detailed dynamics.

IV. DATA AND RESULTS

While the spatial evolution of the algorithm was per-
formed using a classical computer, the spin evolution
was conducted on a quantum processor. As described
above, initial simulations of the algorithm yielded results
that diverged away from the theoretical evolution quickly,
shown most clearly in Fig. 4(a). In response to these
preliminary results, we began employing a series of error
mitigation strategies, as described in Sec. III A. To cor-
rect for readout errors, the RCAL protocol from Quan-
tum Benchmark’s True-Q™ [42] package yielded concrete
yet minor improvements to the algorithm performance.
RC was implemented to translate coherent error to inco-
herent error, demonstrating further improvements. All
the same, as seen in Fig. 4(b), while RCAL and RC
both lead to improved accuracy, the state probabilities
do not enter the asymptotic regime but continue con-
verging towards each other. Thus, state purification was
used, which when combined with these other two error

mitigation protocols, acted as a reliable method to ex-
tend the algorithm out to the desired time duration with
20 time steps.
While improvements were made by implementing these

error mitigation protocols, we continued to explore meth-
ods to attain further accuracy in the algorithm’s per-
formance. Although not scalable to higher numbers of
qubits, circuit compression had a dramatic impact. It
enabled us to either probe the spin evolution over longer
time periods with the same number of steps, or to use
a finer discretization of time steps over the same time
length to evaluate finer dynamics, both without running
into limits of decoherence. Fig. 5 displays results when
circuit compression is added to the above error mitigation
strategies, and 40 time steps are used. This technique
also serves to convey the increased viability of such a
simulation protocol when further improvements are even-
tually made to qubit coherence.
To quantify the performance of the algorithm and more

clearly compare the effectiveness of the error mitigation
strategies, we use the total variation distance (TVD) [47].
The TVD, in Eq. (5) written as D(P,Q), quantifies the
absolute difference between two probability distributions
P and Q, which here are the experimental and ideal re-
sults. Mathematically,

D(P,Q) =
1

2

∑
i

|Pi −Qi| . (5)

We plot the TVD of the results from applying a se-
ries of error mitigation strategies in Fig. 6. As discussed,
while initial trials of the spin evolution algorithm with
no error mitigation methods diverged away from ideal
results relatively quickly, incorporating this set of strate-
gies greatly improved the accuracy and enabled us to
arrive at the asymptotic regime. This improvement in
accuracy is especially seen at later time steps, as the cir-
cuits become deeper without use of circuit compression.
As expected, incorporating circuit compression yielded
the most accurate results.
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FIG. 6: Total variational distance as successive error
mitigation strategies are implemented.

Finally, we now discuss the quantum simulation re-
sults when implementing the reinitialization procedure
discussed in Sec. III B and schematically represented in
Fig. 3. Using this method, we obtained the results pre-
sented in Fig. 7, where the reinitialization procedure is
applied at each time step in panel (a), or it is applied
every third time step in panel (b). Points represent the
obtained spin state occupation data, solid lines display
the solution of the exact Trotter decomposition evolu-
tion, and vertical dashed lines indicate when the reini-
tialization circuit was applied. No other error mitigation
techniques were implemented.

Fig. 8 summarizes the fidelities between the state com-
puted from the exact Trotter-decomposed evolution and
the experimental quantum simulation obtained via state
tomography at Treini = 1, 3, 7×∆T . This demonstrates
that at short times, the co-processing algorithm is ef-
fective in reproducing the exact evolution, and different
choices of Treini perform similarly as the limiting factor is
likely not circuit depth (as also seen in Fig. 6). It is only
at longer times that the improved accuracy of Treini = 1
over the other choices is apparent, thus demonstrating
the potential use of such a procedure that is more helpful
as the times between reinitialization become shorter, as
expected. However, we acknowledge that the cost of per-
forming state tomography scales exponentially with sys-
tem size, and its applicability is therefore limited to small
systems. Here, we used it as a diagnostic tool to inves-
tigate the performance of the present quantum-classical
co-processing scheme.

V. CONCLUSION

We present the first study of simulating a nuclear scat-
tering process utilizing a quantum processor, serving as
a proof of concept of the technology’s application toward
nuclear processes. The reported co-processing protocol
is a hybrid method where certain degrees of freedom are
simulated on a quantum processor, while the remaining

FIG. 7: Co-processing results with the reinitialization
method. Vertical dashed lines indicate the steps when
there is a reinitializing process. The upper panel (a)
shows results with Treini = 1, 2, 3, ...×∆T . The lower
panel (b) shows results with Treini = 3, 6, 9, ...×∆T .

FIG. 8: The infidelity between the obtained results
using partial tomography and the exact Trotter

decomposition states for different choices of Treini.

degrees of freedom are simulated using a classical com-
puter. Specifically, we simulated the spin evolution of
two neutron scattering on the AQT quantum processor
and the spatial evolution through a classical method that
solves the Newton equation. Even with the simplicity
of the demonstrative system studied, considering the re-
sults after application of error mitigation techniques that
reduce the effect of noise, our results suggest that the
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present co-processing protocol may provide a promising
pathway for simulating quantum scattering experiments
with a quantum computer. Leveraging future quantum
platforms with longer coherence times and higher gate
fidelities, where it would be possible to avoid using non-
scalable error mitigation methods, the direct real-time
simulation of nuclear reaction experiments will be pos-
sible, enabling the robust computation of reaction prop-
erties, for example, cross sections, reaction rates, and
branching ratios, of nuclei that are too short-lived to
study in a laboratory.

From our initial results, we observed that various noise
sources can pose a significant challenge to extending algo-
rithms out to higher circuit depths. In response, we im-
plemented various error mitigation techniques in addition
to circuit compression and the described reinitialization
method that both reduce the algorithm’s depth, in order
to diagnose the validity of our co-processing scheme. Ul-
timately, we find that the noise encountered could be suf-
ficiently reduced by the described methods. In particular,
once the noise could be captured by a depolarizing model
after using RC, state purification yielded results demon-
strating the spin state evolution reached the asymptotic
regime.

A possible generalization of this co-processing scheme
would study the full quantum simulation of scattering
experiments. One could sample from the spatial distri-
bution paths and use a quantum processor to evaluate the
relevant spin probability or state. Summing all contribu-
tions from the paths, one could reach the quantum tran-
sition probability according to the path integral theory.
However, this approach must overcome outstanding chal-
lenges in many-body simulations; some main ones include
the difficulty of sampling from the real-time path integral
and the treatment of the Fermion sign problem [48, 49].
Moreover, although we neglect these problems here when
simulating two-body dynamics, we must consider that
the global phase of the final spin state for each path be-
comes a relative phase in the path summation. Therefore,
it must be measured and saved to some register. Never-
theless, further study to test if this co-processing scheme
can be generalized would be desirable.
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APPENDIX A: USING STATE TOMOGRAPHY
AND THE REINITIALIZATION ALGORITHM

This work is based on Appendix F of Ref. [20]. We
start by recapping it, and then we generalize it to the
case of n qubits. At the end of this section, we describe
how to build the reinitializing operator from the results
of state tomography.

1. Tomography for 1 qubit

Our implemented state tomography process for a single
qubit is based on the following steps:

1. Measure the probabilities of the bare circuit. We
thereby obtain P0 and P1.

2. Measure the probabilities of the bare circuit with a
final Ry(−π

2 ) rotation.

3. Measure the probabilities of the bare circuit with a
final Rx(−π

2 ) rotation.

One can prove that the relative phase of a pure state
between the two states is given by:

ϕ = arctan

(−P x
0 + 1

2 (P0 + P1)

P y
0 − 1

2 (P0 + P1)

)
, (A1)

where P x
0 and P y

0 indicate the probability of measuring
the |0⟩ state after applying the Rx and Ry gates, respec-
tively. P0 and P1 are the bare probabilities, obtained in
Step 1.

a. Generalization for n qubits

For the case of n qubits, we implement 2n+1 quantum
circuits to evaluate the state. The general state is given

by
(
P0, P1 e

iϕ1 , ..., P2n−1 e
iϕ2n−1

)T
. The generalization

of the presented state tomography process is obtained by
following the below steps:

1. Measure the bare probabilities P0, . . . , P2n−1 in the
computational basis, |0⟩ , |1⟩ , ..., |2n − 1⟩.

https://iqus.uw.edu
https://iqus.uw.edu
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2. For i = 0, 1, ..., n− 1:

• Measure the probabilities after applying Rx

and Ry gates to qubit n− 1− i, and applying
the Identity to all others.

One obtains the following expression when we employ the
rotation on the n−1 qubit, R0

x(y) = Rx(y)(−π
2 )⊗1⊗ ....⊗

1:

ϕ2n−1 − ϕ0 = arctan

(−P x
0 + 1

2 (P0 + P2n−1)

P y
0 − 1

2 (P0 + P2n−1)

)
, (A2)

where P x
0 and P y

0 indicate the probability of measuring
the |0⟩ state after applying the Rx and Ry gates, respec-
tively. P0 and P2n−1 are the bare probabilities, obtained
in Step 1. We can set ϕ0 = 0 because it represents the
global phase.

The second step of rotations, given by R1
x(y) = 1 ⊗

Rx(y) ⊗ ....⊗ 1, yields the following expression:

ϕi+2n−2 − ϕi = arctan

(−P x
i + 1

2 (Pi + Pi+2n−2)

P y
i − 1

2 (Pi + Pi+2n−2)

)
i = 0, 2n−1 ,

(A3)

where, as before, P x
j and P y

j are the probabilities of mea-

suring the state |j⟩ after applying the Rx and Ry gates,
respectively. Pk represents the bare probability of state
|k⟩ obtained in Step 1. The values of ϕi with i = 0, 2n−1

are already computed in the previous step.
The last step of rotations, given by Rn−1

x(y) = 1 ⊗ .... ⊗
1 ⊗Rx(y), connects the relative phases as follows:

ϕi+1 − ϕi = arctan

(−P x
i + 1

2 (Pi + Pi+1)

P y
i − 1

2 (Pi + Pi+1)

)
i = 0, 2, 4, ..., 2n − 2 .

(A4)

Employing the two rotations at j-th step, one obtains the
relatives phases as described in decision tree of Fig. 9.
One could improve this method by implementing the clas-
sical shadow protocol that reduces the number of em-
ployed measurements [50, 51].

2. Reinitializing operator

With the presented tomography, we can identify the
multi-qubit state. After doing so and evaluating the state
of the previous time step, we must reinitialize that state
to continue simulating the real-time evolution. This sub-
section will discuss how we build the reinitializing oper-
ator from a theoretical point of view.

We want to build an operator Ureinit such that it acts
on |0⟩, the initial quantum state, to yield the identified
state, |ψ⟩. We start by rotating the default state |0⟩ to
that with the correct probability distribution. One can
demonstrate that the following rotation of Eq. (A5),

with θ1 = 2 arcsin
(√
P1

)
, rotates the state |0⟩ to a

new one with the correct probability for the state |1⟩,
|ψ1⟩ = (cos

(
θ1
2

)
, sin

(
θ1
2

)
, 0, ..)T .

R1 =


cos
(
θ1
2

)
− sin

(
θ1
2

)
0 0 ... 0

sin
(
θ1
2

)
cos
(
θ1
2

)
0 0 ... 0

0 0 1 0 ... 0
0 0 0 1 ... 0
... ... ... ... ...
0 0 0 0 ... 1

 . (A5)

To obtain the correct probability distribution for the
state |2⟩, we apply the following rotation matrix,

R2 =


cos
(
θ2
2

)
0 − sin

(
θ2
2

)
0 ... 0

0 1 0 0... 0
sin
(
θ2
2

)
0 cos

(
θ2
2

)
0 ... 0

0 0 0 1 ... 0
... ... ... ... ... ...
0 0 0 0 ... 1

 . (A6)

This moves |ψ1⟩ to |ψ2⟩ =
(cos

(
θ1
2

)
cos
(
θ2
2

)
, sin

(
θ1
2

)
, cos

(
θ1
2

)
sin
(
θ2
2

)
, 0, ...)T . To

obtain the probability for the second state equal to P2,

we choose θ2 = 2 arcsin

( √
P2

cos( θ1
2 )

)
.

Iterating this algorithm for the state k, we y-rotate the
|k − 1⟩ and |k⟩ states by an angle

θk = 2 arcsin

( √
Pk∏k−1

i cos
(
θi
2

)) . (A7)

The general rotation matrix that moves the state |0⟩
to the state (

√
P0,

√
P1, ...,

√
PN )T is obtained from

RTOT = RN RN−1RN−2... R2R1R0 . (A8)

To obtain the desired state, we must incorporate the
relative phase information. To do so, we apply the fol-
lowing phase gate after RTOT :

Ph =


1 0 0 ... 0
0 ei ϕ1 0 ... 0
0 0 ei ϕ2 ... 0
... ... ... ... ...
0 0 0 ... ei ϕN

 . (A9)

This gate implements the proper phases to the state
RTOT |0⟩. Ultimately, our final reinitializing operator
is given by

Ureinit = PhRTOT , (A10)

where RTOT and Ph are given by Eqs. (A8) and (A9),
respectively.
Applying this presented algorithm, one can compute a

unitary operator whose action reinitializes the state. We
use this algorithm for obtaining its matrix form, and we
compile it with the Qiskit functions for application in the
experimental simulation.
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ϕ0 = 0

ϕ0

ϕ0

ϕ0 ϕ1 − ϕ0

ϕ2 − ϕ0

ϕ2 ϕ3 − ϕ2

ϕ4-ϕ0

ϕ4

ϕ4 ϕ5 − ϕ4

ϕ6 − ϕ4

ϕ6 ϕ7 − ϕ6

Rot. on 2 qubit → we obtain ϕ4

Rot. on 1 qubit → we obtain ϕ2, ϕ6

Rot. on 0 qubit → we obtain ϕ1, ϕ3, ϕ5, ϕ7

FIG. 9: This decision tree shows how we link the relative phases with the rotations in the case of three qubits. Here,
ϕ0 represents the global phase, so we can set ϕ0 = 0.

APPENDIX B: JUSTIFICATION OF SPIN
INDEPENDENCE FROM THE CLASSICAL

SPATIAL COMPONENT

In this section, we will motivate and justify simulat-
ing the spatial dynamics using only the spin independent
Hamiltonian while neglecting the spin dependent term.
This was previously proved in Ref. [36].

To do so, we work in the interaction picture, where
the full nuclear Hamiltonian is written as a sum of a free
Hamiltonian, the independent-spin part, and an inter-
action Hamiltonian, the spin-dependent potential. The
spin dependent real time evolution in this picture is given
by:

U I
SD(t) = exp

[
−i t V I

SD(t)
]
, (B1)

where the upper letter I(S) indicates this operator works
in Interaction (Schrödinger) picture.

The V I
SD(t) operator can be rewritten as follows:

V I
SD(t) = eitH

S
SI V S

SD e
−itHS

SI , (B2)

where in right hand side of the equation, we work in
Schrödinger picture.

Therefore, U I
SD(t) becomes

U I
SD(t) = exp

[
−i t eitH

S
SI V S

SD(r) e
−itHS

SI

]
, (B3)

The spin dependent potential is diagonal for the spatial
components, therefore, we can write U I

SD(t) as:

U I
SD(t) = exp

[
−i t V S

SD (r(t))
]

(B4)

where r(t) = eitH
S
SI |r⟩ ⟨r| e−itHS

SI . In our case, it is com-
puted classically from the Newton equation.

Therefore, under the assumption that the semiclassical
equations of motion for the coordinates are an appropri-
ate approximation, we have proven that the spin dynam-
ics do not affect the spatial dynamics. This justifies the
methodology employed in this algorithm.

APPENDIX C: CIRCUIT QED BACKGROUND

The spin evolution was carried out experimentally us-
ing a superconducting quantum processor at the AQT,
operated using the principles of circuit quantum elec-
trodynamics (QED) [52, 53]. The processor includes
floating, fixed frequency transmon qubits, each coupled
to their nearest neighbor through a fixed resonator. A
transmon, consisting of a capacitively shunted Joseph-
son junction, can be considered an anharmonic oscillator,
whereby its lowest two levels are independently address-
able [54]. It is also possible to controllably address higher
levels of a transmon, making it usable as a qutrit [55, 56].
Qubit state readout was performed in a dispersive

manner [57–59]. In this regime, the qubit is coupled
to a resonator whose frequency is dependent upon the
qubit state; therefore, probing the resonator yields infor-
mation about the qubit state. In this case, the resonators
are superconducting, quarter-wavelength (λ/4) coplanar
waveguides (CPW). Individual readout resonators are
coupled to a central bus to facilitate multiplexed readout
in reflection, where the bus also acts as a wideband Pur-
cell filter encapsulating all readout resonators [60, 61].
Two-qubit gate operations were performed using a CZ
gate based on the differential AC Stark shift [62].

APPENDIX D: ERROR MITIGATION
STRATEGIES

In this section, we discuss in further depth the error
mitigation strategies applied to improve the algorithm’s
experimental performance.

1. Readout Correction

Common errors that reduce the fidelity of a quantum
algorithm include state preparation and measurement
(SPAM) errors in addition to gate noise. In the case
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that the relative error rates ϵi satisfy

ϵReadout < ϵX gate + ϵState preparation , (D1)

where an X gate is a rotation by π about the x-axis of
the Bloch sphere, one can perform a simple calibration
scheme to help correct readout errors for each qubit. The
routine is part of Quantum Benchmark’s True-Q™ pack-
age [42], where in broad terms its strategy is to:

1. Perform a readout calibration (RCAL) experiment:

• Apply an identity I gate, followed by measure-
ment.

• Apply an X gate, followed by measurement.

2. Calculate the deviation of expected versus observed
measurement results, characterized in a measure-
ment confusion matrix.

To correct the raw bit string results of a circuit, the mea-
sured confusion matrix for each qubit is inverted and con-
tracted onto the corresponding qubit index in the mea-
surement results. The calibration step (1) is constant in
the number of qubits, since the gates on all qubits can
be performed in parallel, therefore requiring only two cir-
cuits for n qubits. However, the inversion step has expo-
nential scaling in the number of qubits, and is therefore
not scalable.

2. Randomized Compiling (RC)

Randomized compiling is a scalable error mitigation
method applied to a circuit that seeks to translate
coherent error into stochastic error, while not changing
the logical circuit or increasing its depth [37, 43]. This
is done by inserting random virtual twirling gates and
their corresponding inverting gates into the circuit, here
sampled from the Pauli group, such that the final circuit
constitutes the same unitary operation but with different
single-qubit gates. This procedure is repeated over many
instances, with the end result being a collection of
random circuits of the same depth that are logically
equivalent.

Repeatedly running each circuit in this collection
will yield a statistical distribution of results where
coherent error from the original circuit has been tailored
into stochastic error. While coherent errors can build
up quadratically with circuit depth, stochastic errors
only build up linearly with circuit depth. Because
most circuits in this study were measured with 10,000
repetitions, the same number of measurements was kept
constant for experiments using RC. Therefore, using 20
randomizations under RC, each of these 20 circuits was
measured 500 times.

FIG. 10: Applications of RC and state purification. The
top panel (a) displays the data after application of only

RC, with the dashed lines indicating the simulated
results under a fully depolarizing noise model using the

measured process fidelity. The bottom panel (b)
displays the data after state purification, where the
effects of decoherence have been further mitigated.

3. State purification

While the initial state of a system may be pure, over
time due to decoherence and other errors, the state will
become mixed. In a geometric sense, this process can
be represented as the initial generalized Bloch vector
having unit length, and as the algorithm progresses in
time, it becomes shorter and shrinks towards the origin.
In this experiment, state purification entails taking a
partially mixed quantum state and transforming it to a
pure one. This can be thought of as renormalizing the
length of the Bloch vector back to unit length, or on the
Bloch sphere’s surface, which can be accomplished by
estimating the extent that the Bloch vector length has
reduced.

While more exact forms of state purification may rely
upon state tomography protocols to extract the length
of the Bloch vector from a density matrix, in this experi-
mental protocol, we use a simplified version that is much
less resource-intensive and more scalable. Under RC, we
assume that an approximately depolarizing noise model
can fit the observed results, which can be verified by in-
troducing depolarizing noise into the simulated results,
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as shown in Fig. 10(a). The depolarizing noise channel
can be represented as a map [45]

ϵ(ρ) = λρ+ (1− λ)
I

2n
, (D2)

where (1− λ) can be considered the probability that the
density matrix ρ is mapped onto the maximally mixed
state, so 0 ≤ λ ≤ 1, and n is the number of qubits. The
factor λ is the effective depolarizing parameter, which is
linearly related to the process infidelity of the two-qubit
CZ gate, which can be measured via cycle benchmarking
[63]. Using it, we can renormalize the obtained Pauli ex-
pectation values by a factor λN , where N is the number
of two-qubit gates that appear in the circuit. This renor-
malization is performed as a post-processing step using
only the benchmarked gate process fidelity, so once an
estimate for λ is obtained, its application for this state
purification is computationally inexpensive.

4. Circuit compression

As an additional error mitigation method, we ap-
plied the Cartan, or KAK, decomposition to decompose

any two-qubit unitary into a circuit with at most three
CNOT gates [44]. This method is not scalable to larger
numbers of qubits, but it is viable in this experiment
using only two qubits. Thus, it was used to evaluate
the limits on the potential accuracy of the experimental
algorithm, though we acknowledge that such circuit com-
pression becomes expensive or unfeasible as the number
of qubits increases. Circuit compression also enables val-
idation of the algorithm’s procedure at finer time steps
for the same amount of time.

Fig. 10 displays the results of running the algorithm
when splitting it into 40 time steps. In the top panel,
RC is applied, and one can observe all state probabilities
converging to each other towards the end. Purifying the
results will improve the algorithm’s accuracy, although
it too cannot sufficiently mitigate against the errors at
higher circuit depths. Thus, if wanting to run the al-
gorithm at a finer resolution in time, circuit compression
had to be used. This is because it results in all time steps
only requiring at most three two-qubit gates, such that
the circuit depth no longer scales linearly with time.
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