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GKP codes encode a qubit in displaced phase space combs of a continuous-variable (CV) quantum
system and are useful for correcting a variety of high-weight photonic errors. Here we propose atomic
ensemble analogs of the single-mode CV GKP code by using the quantum central limit theorem to
pull back the phase space structure of a CV system to the compact phase space of a quantum spin
system. We study the optimal recovery performance of these codes under error channels described
by stochastic relaxation and isotropic ballistic dephasing processes using the diversity combining
approach for calculating channel fidelity. We find that the spin GKP codes outperform other spin
system codes such as cat codes or binomial codes. Our spin GKP codes based on the two-axis
counter-twisting interaction and superpositions of SU(2) coherent states are direct spin analogs of
the finite-energy CV GKP codes, whereas our codes based on one-axis twisting do not yet have well-
studied CV analogs. A state preparation scheme for the spin GKP codes is proposed which uses the
linear combination of unitaries method, applicable to both the CV and spin GKP settings. Finally,
we discuss a fault-tolerant approximate gate set for quantum computing with spin GKP-encoded
qubits, obtained by translating gates from the CV GKP setting using the quantum central limit
theorem.

I. INTRODUCTION

Quantum error correcting (QEC) codes in which log-
ical quantum states are encoded by generating a comb
structure in the phase space of a quantum oscillator [1]
are central to proposals for fault-tolerant quantum com-
putation with continuous variables (CV) [2–6]. In the
ideal (infinite energy) limit, the code states of a single
mode Gottesman-Kitev-Preskill (GKP) qubit are defined
by a superposition of quadrature eigenvectors, forming a
Dirac comb with peaks displaced by

√
2π along a phase

space direction. These CV GKP codes protect perfectly
against sufficiently small shifts in momentum and po-
sition (within the half-period

√

π/2) although, impor-
tantly, high-performance error correction properties of
the CV GKP code extend beyond Gaussian coherent er-
rors. For example, the CV GKP code outperforms a
variety of bosonic codes for the case of photon loss [7].
There have been multiple proposals for implementations
and applications of the CV GKP codes in bosonic systems
[2, 8, 9], and low-energy code states have been experimen-
tally demonstrated [10]. Codes similar to GKP motivated
by the specific nature of the errors in the physical system
could be fundamental in building fault-tolerant quantum
computation with lower overhead, e.g., with fewer num-
ber of physical systems comprising the logical qubits [11–
14].

Similar to CV systems, atomic spin systems are poten-
tial candidates for large scale quantum information pro-
cessing due to their controllability and potential for en-
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tanglement generation, both crucial properties for quan-
tum computational tasks which require a large number
of qubits. Quantum simulations with more than 200
qubits have been experimentally demonstrated with neu-
tral atoms [15, 16]. Such large atomic ensembles have
found interesting applications in the context of quantum
metrology and large-scale entanglement generation. Pro-
posals for QEC codes native to spin systems utilizing
conversion of the relevant error to erasure errors and ex-
ploiting spin system symmetries have also been proposed
recently [12, 17]. Therefore, the potential for utilizing
a collective spin degree of freedom to robustly encode a
logical qubit has been recognized. However, in this work,
we fully utilize the analogies between the overcomplete
basis of SU(2) coherent states and CV coherent states,
and between atomic spin squeezing interactions and CV
nonlinear interactions to explore how the CV GKP qubit
can be ported to a spin-N/2 system. The analogy is a
two-way street, and we further expect that some of the
spin-N/2 codes introduced in this work have useful CV
analogues based on higher-order effective photon-photon
interactions.

Our families of spin GKP codes are built around the
concept of spin squeezing [18], which is the compact
phase space analogue of quadrature squeezing used to de-
fine finite-energy GKP states for CV systems. The tech-
nical result that allows us to port the CV GKP codes
to the spin-N/2 system is the quantum central limit
theorem, which we phrase in terms of asymptotic iso-
morphism of Lie algebras under an appropriate Hilbert
space isometry. Using this technique, the spin-N/2 two-
axis countertwisting interaction allows defining spin GKP
codes depending on the two-body interaction strength
in a similar way as finite-energy CV GKP codes de-
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pend on the squeezing parameter [18]. We also introduce
spin GKP codes based on the one-axis twisting interac-
tion and based on superpositions of coherent states on
a phase space grid. For both noise models, we consider,
the spin GKP codes are optimized for the best recov-
ery performance using an efficient semi-definite program-
ming (SDP) approach known as the diversity combining
method [19].

One of the significant challenges in using GKP states
for quantum computation, regardless of whether one con-
siders the spin-N/2 or CV setting, is that the prepara-
tion of the code states is not straightforward. Multiple
approaches to GKP state generation have been proposed
using the quantum phase estimation algorithm and using
Kerr interaction. In this work, we propose to use the re-
cently developed linear combination of unitaries method
[20–22], which is now a prominent module for quantum
algorithms. This scheme is applicable, in principle, to
general grid states, although the size of the grid is lim-
ited by the controllability of an ancilla degree of freedom.
To implement universal, fault-tolerant quantum compu-
tation with spin-N/2 GKP-encoded qubits, we require
rotation-resistant gates, and we develop these gates us-
ing the quantum central limit theorem to port the dis-
placement resistant gates from the CV GKP setting to
the spin-N/2 GKP setting. The fault-tolerant approxi-
mate Clifford group generators are composed of Hamilto-
nians at most quadratic in angular momentum operators
of two spin-N/2 systems. Assuming that these gener-
ators can be implemented with high fidelity, the magic
states sufficient for universal quantum computation can
be generated using a similar approach as in [23].

The remainder of this article is organized as follows.
In Section II we discuss how the quantum central limit
theorem motivates spin analogues of the CV GKP codes.
In Section III we introduce a family of spin GKP code
states using both two-axis countertwisting and one-axis
twisting atomic interactions, and we compare the free pa-
rameters that appear in these codes to parameters that
define finite-energy CV GKP codes. In Section IV we
consider two kinds of error channels relevant to atomic
ensembles and compare the recovery performance of our
various versions of spin GKP codes to that of other spin-
N/2 bosonic codes. The main result is that the spin GKP
codes perform better than other codes over a large range
of noise strengths for both of the channels we consider.
In Section V we present an algorithm to prepare the
GKP states based on the linear combination of unitaries
technique and discuss potential schemes for creating spin
GKP states using the light-matter interaction. Lastly, in
Section VI we describe how one could construct a univer-
sal gate set for the spin GKP codes following again the
quantum central limit theorem. Discussions and possible
future directions are in Section VII.

The appendices are devoted to important technical de-
tails. In App.A, we describe the diversity combining ap-
proach which allows us to efficiently calculate the opti-
mal recovery channel. App.B provides details about the

stochastic relaxation channel and App.C discusses nu-
merical benchmarking details for optimal recovery with
respect to the stochastic relaxation and isotropic ballis-
tic dephasing channels. In App.D, the one-axis ballis-
tic dephasing channel is discussed in order to show that
other collective spin QEC codes can outperform spin
GKP codes when the noise is known to be directional.
Lastly, in App.E, we analyze the optimal recovery of var-
ious finite-energy CV GKP codes under photodetection
noise, in order to show that different well-motivated ver-
sions of the GKP code can have different recovery per-
formances.

II. MOTIVATION FROM QUANTUM

CENTRAL LIMIT THEOREM AND SPIN

SQUEEZING

In this work, we provide several schemes to encode a
logical qubit in a collection of N qubits which differ fun-
damentally from the current experimental approaches for
fault-tolerant quantum computation which require indi-
vidual addressing of each qubit. Specifically, our logical
states can be viewed as symmetric atomic ensembles in
which the N qubits are prepared in the symmetric sub-
space and addressed by global operations. This system
is mathematically equivalent to a spin-j system where
j = N/2. In this section, we describe the motivation of
the encoding schemes in detail.

The logical state encodings we detail in Section III
are motivated by combining spin squeezing of a sym-
metric N -qubit ensemble with the GKP scheme for en-
coding logical qubits in CV systems. Finite-energy (i.e.,
physical) versions of the ideal CV GKP code are con-
structed by forming approximate eigenvectors of the sta-
bilizer operators which are CV displacement operators.
These stabilizers define the phase space lattice structure
of the code projector. In a spin-N/2 representation of
SU(2), as occurs in, e.g., a system of N indistinguishable
bosonic atoms distributed among two orthogonal modes,
a strictly canonical approach based on stabilizers would
lead to the replacement of idealized CV quadrature eigen-
states in the original CV GKP code by idealized position
eigenstates |(θ, φ)〉 on the Riemann sphere [24]. However,
if one wants to work with physical states of the symmetric
N -qubit system and make use of realizable interactions
such as spin squeezing, it is unclear how to construct
logical states defining a code projector associated with a
lattice-like phase space distribution allowing for isotropic
correction of small rotation errors. The approach taken
in this work generates the characteristic comb structure
of CV GKP logical states in a system of N bosons by
taking superpositions of rotated spin-squeezed states and
utilizing the asymptotics of these states with respect to
atom number N to make a connection with the phase
space structure of CV GKP codes. This connection has
its roots in the Cushen-Hudson quantum central limit
theorem.
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In modern terminology, part of the original Cushen-
Hudson quantum central limit theorem [25] states that
the characteristic function trρ⊗Meixq̄M+iyp̄M of the mul-

timode canonical operators q̄M := 1√
M

∑M
j=1 qj , p̄M :=

1√
M

∑M
j=1 pj in the M -mode CV state ρ⊗M converges

pointwise on R2 to the Gaussian characteristic function
treixq+ipyρG of the single mode CV state ρG, the Gaussi-
fication of ρ [26]. This convergence was characterized in
Ref.[27]. Physically, this theorem says that quantum fluc-
tuations of quadratures of M CV modes can be described
by a Gaussian quantum state. Subsequently, inspired
by mathematical treatments of laser theory, Giri and
von Waldenfels extended this part of the Cushen-Hudson
central limit theorem to the free Lie algebra generated
by an associative algebra [28]. For the purposes of the
present work, it is sufficient to have convergence of (spin-
squeezed) SU(2) coherent states in the spin-N/2 repre-
sentation to (quadrature squeezed) Heisenberg-Weyl co-
herent states of a single CV modes. Accardi and Bach
utilized the argument of [28] applied to spin generators
to prove precisely this convergence in Theorems 4.2 and
6.2 of [29].

To explicitly state how we use the limits of [29], we
first relate the orthonormal basis of Dicke states for the
symmetric subspace of N qubits to the Fock basis of a
single mode CV system using an isometry V . Specifically,
we define V : |N − k, k〉 → |k〉, where the Dicke state
|N − k, k〉 := 1

√

(Nk)

∑

Ham(x)=k |x1〉 · · · |xN 〉, xj ∈ {0, 1}.
For large N , we have the following relations between the

Schwinger boson spin operators J+ := a†0a1, J− = J†
+,

Jz = 1
2 (a

†
0a0 − a†1a1) under this isometry:

V e
α√
N

J−− α√
N

J+ |N, 0〉 → eαa
†−αa |0〉

V e
z
N J2

+− z
N J2

− |N, 0〉 → eza
2−za†2 |0〉

V eiθJz |N − k, k〉 = e−iθa†a |k〉 (1)

where the limits are in the weak topology on the Hilbert
space of the harmonic oscillator and the last equality is
only valid in the projective Hilbert space. These rela-
tions imply that a 1/

√
N -scaled spin rotation generator

about an axis in the xy-plane is asymptotically equiv-
alent to the generator of CV displacement αa† − αa,
and that the 1/N -scaled generator of two-axis counter-
twisting (TACT) is asymptotically equivalent to the gen-
erator of quadrature squeezing. Note that straightfor-
wardly applying a Holstein-Primakoff transformation to
the left hand sides of the first two lines of (1) results inN -
dependent algebraic functions of the creation and annihi-
lation operators in the exponents on the right hand side
of (1). Such parameterized generators do not naturally
appear in finite-energy approximations to the ideal CV
GKP code. In Section III, our first spin-N/2 GKP code
tactgkp is defined by pulling back (using the isometry
V ) a finite-energy CV GKP code defined by superpos-
ing displaced quadrature squeezed states with Gaussian
weights. This is the form of the finite-energy CV GKP

code originally proposed in [1].
The equivalence of defining ideal CV GKP codes from

a superposition of displaced quadrature eigenvectors or
from a lattice superposition of CV coherent states mo-
tivates a spin-N/2 code that consists of an approxi-
mately Gaussian weighted superposition of SU(2) coher-
ent states. Our spin-N/2 codes spinGKP and unigkp
are defined in (7) and (9), respectively, and both codes
asymptote to a square lattice finite-energy CV GKP code
in the N → ∞ limit. The optimal recovery properties
of these codes must be analyzed in addition to those
of tactgkp because the equivalence of their respective
CV asymptotics does not imply that the spin-N/2 coun-
terparts exhibit equivalent optimal recovery properties
under spin system noise channels. We consider realistic
noise channels that apply to atomic ensembles indepen-
dent of N , viz., the noise channels we consider are actual
decoherence processes for atomic ensembles, not simply
pullbacks of the commonly considered CV bosonic atten-
uation channel by V . Further, the comparison is espe-
cially relevant due to the fact that an ensemble of O(100)
atoms represents the present state-of-the-art system size
for spin squeezing. For CV GKP codes, optimization of
the defining lattice is known to give order-of-magnitude
higher channel fidelity for small noise parameters [7]. In
the present work, we focus on schemes for generating
logical states of a spin-N/2 atomic ensemble possess-
ing comb-like distributions of Jx or Jy, while leaving
the question of optimization of the phase space “lattice”
of the corresponding code projectors as a direction for
future investigation (“lattice” in quotations because the
phase space is spherical). We expect that even for finite
N , such optimization of the codes by utilizing results on
packing of spherical caps or spherical ellipses will further
increase the error recovery performance.

Lastly, we will also introduce in Section III a class of
spin-N/2 GKP codes that are not asymptotically equal
to finite-energy CV GKP codes as N → ∞. The con-
struction of these codes is enabled by the existence of
spin squeezing generators that do not involve J±. For ex-
ample, instead of utilizing the TACT generator, one can
seek to generate the characteristic GKP comb structure
of the code projector by utilizing the one-axis twisting
(OAT) interaction J2

z . Our OAT-based spin-N/2 codes
are oatGKP and oatGKP(uni), which differ from each
other by the form of the amplitudes of the rotated OAT
parent state. The OAT interaction is mathematically
analogous to the Kerr interaction in a single-mode CV
system, with both interactions generating multipronged
cat states for specific constant interaction times. We em-
phasize that all of the codes in Section III define finite
energy single-mode CV states in the N → ∞ limit.

For the codes {tactgkp, spingkp, oatgkp}, we de-
fine amplitudes on the rotated spin-squeezed states that
asymptotically approach the Gaussian amplitudes in
finite-energy CV GKP codes. While the exact form of
such amplitudes can be informed by specific aspects of
the experimental state generation protocol, for simplic-
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ity we define the amplitudes by utilizing the deMoivre-
Laplace formula in the following form, which holds for
x ∈ R:

Γ(N + 1)

2NΓ(N2 + x+ 1)Γ(N2 − x+ 1)
∼
√

2

πN
e−2x2/N . (2)

III. SPIN-N/2 GKP CODES

In this section, we provide definitions for the spin-N/2
GKP codes whose quantum error correction properties
we explore in this work. The kinematic structure of the
code states is motivated by considering a comb-like struc-
ture in phase space, similar to that in CV GKP code
states. The CV GKP codes are designed to allow correc-

tion of small displacements of the q and p quadratures,
and the spin-N/2 GKP states are analogously designed
to allow correction of small SU(2) rotations generated by
Jy and Jx. We find in Section IV that the phase space
structure of the spin-N/2 code states allows high-fidelity
optimal recovery with respect to specific noise channels
and also noise-agnostic recovery.

The logical states of our spin-N/2 qubits will be writ-
ten as |µS〉, where µ is the qubit orthonormal basis index
and S is a list of real parameters. Later in the paper,
when we fix the parameters of a certain spin-N/2 GKP
code for various purposes, we will omit S and simply
label the logical states as |µL〉 with L standing for “logi-
cal”. The first spin-N/2 GKP code strictly converges to
a finite-energy CV GKP code by combining the quantum
central limit theorem and the deMoivre-Laplace theorem.
This code is labeled tactgkp and has the exact expres-
sion

|µλ,z〉 ∝





T
∑

t=1

Γ(N + 1)





e
−2i(

√
2πt+µ

√
π
2
)

Jy√
N

CN,t
λ,µC

N,t
−λ,µ

+
e
2i(

√
2πt−µ

√
π
2
)

Jy√
N

CN,t
λ,−µC

N,t
−λ,−µ



+ Γ(N + 1)
e
−2iµ

√
π
2

Jy√
N

CN,0
λ,µ C

N,0
−λ,µ



 e
z

2N (J2
+−J2

−) |N, 0〉

(3)

where to lighten the notation we use,

CN,t
λ,µ = Γ

(

N

2
+ λ

√
πN

(

t+
µ

2

)

+ 1

)

, (4)

with µ ∈ {0, 1} and |N, 0〉 = |J, Jz = J〉 is the spin co-
herent state with maximal Jz eigenvalue. By considering
the spectral projections of the operator Jx/

√
N , which

is asymptotically equivalent to the CV operator q under
the isometry V in (1), one can obtain a probability dis-
tribution analogous to the q-quadrature distribution of a
CV GKP code. In Fig. 1, we show this distribution for
the case of N = 100, T = 10, and δ = 0.3.

In (3), there are three N -indexed sequences that con-
tribute to the large N convergence of the code states
to CV GKP code states: 1. the sequence of Jy rota-
tions converges to a displacement of CV quadrature q, 2.
the sequence of TACT states converges to a q-quadrature
squeezed state, and 3. the sequence of coefficients of each
Jy rotation converges to a Gaussian weight. The conver-
gence of the first and second sequences follows from the
quantum central limit theorem, according to which the
2/

√
N prefactor of the rotation generators causes conver-

gence of the rotations about Jy to CV displacements of q
with the same parameter, while the 1/N prefactor of the
TACT interaction causes convergence of spin squeezing
with interaction time z = tanh−1 d−1

d+1 to CV squeezing
of the canonical q quadrature with squeezing parameter
z and covariance matrix 1

2diag(d−1, d). For consistency
with common convention in the CV literature, we use
λ = δ and d = δ−2, which allows the code states to
be parametrized with a single parameter, but one can

also choose the value of d independently from λ based on
minimization of the overlap between the code states or
based on best optimal recovery for a specific noise chan-
nel. Lastly, the convergence of the coefficient of each Jy
rotation to a Gaussian weight follows from (2). Specif-

ically, the three coefficients asymptote to e−2πλ2(t±µ
2
)2

and e−
πλ2

2
µ2

, respectively, up to a µ-independent pref-
actor. The asymptotically Gaussian amplitudes suggest
that the fidelity between code states should be insensi-
tive to contributions from t ≥ 1/2πλ2 in the sum index,
and we empirically find that taking T = 5 is appropri-
ate for the range of λ that gives a low fidelity between
codewords.

In a spin-N/2 system, finite-energy considerations do
not demand that a superposition of discretely rotated
spin-squeezed states have decaying coefficients with re-
spect to changing the rotation index from zero. There-
fore, it is valid to consider a simplified version of tactgkp
defined solely as a superposition of rotated two-axis coun-
tertwisted SU(2) coherent states [18]. We refer to this
code as tactgkp(uni) for its uniform amplitudes on the
rotated spin-squeezed states (which become more distin-
guishable as N is increased), and the code states are ex-
plicitly given by

|µz〉 ∝
T
∑

t=−T

e
2i(

√
2πt−µ

√
π
2
)

Jy√
N e

z
2N (J2

+−J2
−) |N, 0〉 (5)

with µ ∈ {0, 1} giving the two code space and

z = tanh−1 δ
−2 − 1

δ−2 + 1
(6)
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FIG. 1. Probability distribution of the codewords in

the q basis. The probability distribution of the tactgkp for
N = 100 , T = 10, and δ = 0.3 is shown in the basis of eigen-
vectors of Jx/

√
N , which asymptotes to the CV quadrature

q under isometry (1). Similar to the CV GKP codes one can
see the well-separated combs which are central to the error
correction properties of the grid state codes.

is the squeezing parameter. Unlike the three-parameter
tactgkp, the tactgkp(uni) code states are a function of
only the TACT interaction time z and the superposition
cut off T and one could optimize both of these two in
order to get the best performance. The T parameter can
be determined by fixing the particle number and noise
model and optimizing the channel fidelity over z for each
T .

For single-mode CV GKP codes, the connection be-
tween a Gaussian-weighted superposition of quadrature
squeezed states and a Gaussian-weighted superposition
of coherent states on a lattice in phase space R2 can be
made due to the Gaussian nature of quadrature squeezed
states [7]. Similar to the CV GKP code defined by a su-
perposition of CV coherent states with mean vectors on
a square grid in phase space (E2), we define a spin-N/2
code called spingkp

|µδ〉 ∝
∑

t∈{−T,...,T}×2

Γ(N + 1)

DN,t1,t2
δ,µ DN,t1,t2

−δ,µ

e
−2i(

√
2πt1+µ

√
π
2
)

Jy√
N e

2i
√

π
2
t2

Jx√
N |N, 0〉 (7)

where to lighten the notation we use,

DN,t1,t2
δ,µ = Γ

(

N

2
+
δ

2

√

Nπ((2t1 + µ)2 + t22) + 1

)

, (8)

with µ ∈ {0, 1}. If one removes the amplitudes, one gets
the code unigkpwhich depends only on the superposition
cutoff T , and is given by

|µ〉 ∝
∑

t∈{−T,...,T}×2

e
−2i(

√
2πt1+µ

√
π
2
)

Jy√
N e

2i
√

π
2
t2

Jx√
N |N, 0〉.

(9)

Unlike quadrature squeezing in a single-mode CV sys-
tem, spin squeezing in a spin-N/2 system can be real-
ized in many ways depending on the two-body interaction
that is implemented. For example, one-axis twisting [18]
is one of the fundamental interactions exploited in atomic
systems for quantum simulation and quantum metrology.
This interaction can be used to create GKP code states

|µλ,z〉 ∝





T
∑

t=1

Γ(N + 1)





e
−2i(

√
2πt+µ

√
π
2
)

Jy√
N

CN,t
λ,2µC

N,t
−λ,2µ

+
e
−2i(

√
2πt−µ

√
π
2
)

Jy√
N

CN,t
λ,−2µC

N,t
−λ,−2µ



+ Γ(N + 1)
e
−2iµ

√
π
2

Jy√
N

CN,0
λ,2µC

N,0
−λ,2µ



 e−iδJ2
x |N, 0〉 (10)

where µ ∈ {− 1
2 ,

1
2}. Although the combinatorial prefac-

tors go to Gaussians as N → ∞, for the present code
there is no a priori relation between the parameters δ
and λ that can be imposed as was done for tactgkp with

the aim of convergence to a finite energy CV GKP code.
Therefore, we analyze two reduced parameter versions of
(10): oatGKP having unparameterized, nonuniform am-
plitudes
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|µδ〉 ∝
[

T
∑

t=1

(

N
N
2 + t

)[

e
−2i(

√
2πt+µ

√
π
2
)

Jy√
N + e

2i(
√
2πt−µ

√
π
2
)

Jy√
N

]

+

(

N

N/2

)

e
−2iµ

√
π
2

Jy√
N

]

e−iδJ2
x |J, Jz = J〉 (11)

and oatGKP(uni) with uniform amplitudes on rotated
one-axis twisted states

|µδ〉 ∝
T
∑

t=−T

e
2i(

√
2πt−µ

√
π
2 )

Jy√
N e−iδJ2

x |J, Jz = J〉 (12)

where µ ∈ {1/2,−1/2} for both codes. We use
the oatgkp and oatgkp(uni) defined in Eq. (11) and
Eq. (12) in this article. Note that the δ → 0 limit (δ → 1
limit) corresponds to infinite interaction time (zero inter-
action time) for tactgkp (oatgkp).

Taking the logical index as µ ∈ {1/2,−1/2} instead
of µ ∈ {0, 1} effectively shifts the code states in phase
space and, for finite N , has implications for optimal re-
covery performance with respect to the noise channels
considered in this work. In fact, a similar point arises
when requiring CV GKP codes states to have exactly the
same number of photons in expectation (see Appendix E
for a short review of square grid CV GKP codes, equal-
energy versions of these codes, and their recovery proper-
ties). For the equal-energy CV GKP codes, we observed
slightly reduced optimal recovery performance in the CV
case.

The Husimi Q representation is one of the well-known
quasiprobability distributions used to represent the phase
space structure of a quantum state of a CV system. A
spin analog of the Husimi Q representation is defined
by the analogy of CV coherent states to SU(2) coherent
states [30]. In Fig. 2, we show the spin-N/2 Husimi Q
function Q(α) = 1

π 〈α|ρ̂|α〉 where |α〉 is a spin coherent
state, for the main code states considered in this article.
For the spin GKP codes, a distorted comb-like structure
is seen to appear in spherical phase space, with TACT in-
teraction producing longitudinal alignment of the rotated
spin-squeezed states and OAT interaction producing ro-
tated spin-squeezed states aligned on twisted axes.

For comparison to the spin GKP codes, we consider
classes of well-known bosonic codes. The binomial code
(binom) [31] is defined by

|0L〉 =
|J = N

2 , Jz = N
2 〉+ |J = N

2 , Jz = N
2 − 4〉√

2

=
|N, 0〉+ |N − 4, 4〉√

2
,

|1L〉 = |J =
N

2
, Jz =

N

2
− 2〉

= |N − 2, 2〉 ,

(13)

and the single-rail encoding [32] rail code which is de-
fined by |0L〉 = |N, 0〉 and |1L〉 = |N − 1, 1〉.

One can also define the spin-N/2 cat qubit codes cat

as,

|0〉~n =
|J, ~n · ~J = J〉+ |J, ~n · ~J = −J〉√

2

|1〉~n =
|J, ~n · ~J = J〉 − |J, ~n · ~J = −J〉√

2

(14)

where ~n is the specific orientation of interest defined by
the (θ, φ) in the spherical coordinates. Also, we have the
coherent state codes coherentstate given as,

|0〉~n = |J, ~n · ~J = J〉
|1〉~n = |J, ~n · ~J = −J〉

(15)

where, similar to cat, ~n is the specific orientation of inter-
est defined by the (θ, φ) in the spherical coordinates. One
can similarly port other CV coherent-state-based codes
from the bosonic system to the spin system.

Unlike the CV GKP codes, the spin squeezing param-
eter z of the spin-N/2 GKP codes is merely kinematic
and not related to the number of particles comprising
the code states. It depends on the strength of the in-
teratomic interaction used to generate the code states.
For CV GKP codes, the desired code energy constrains
the value of the squeezing parameter [7]. However, fix-
ing the relation between z and δ as above for spin-N/2
GKP codes, we can identify a range of valid δ based on
the minimization of the overlap between code states. In
Fig. 3, the overlap between the two code states |0L〉 , |1L〉
is shown as a function of δ for the spingkp and oatgkp

is shown. For the case of spingkp, there is a large do-
main of δ where quasi-orthogonality holds, whereas for
the case of oatgkp the domain of quasi-orthogonality is
smaller and disconnected. Note that if a range of energies
is allowed for finite energy versions of the CV GKP states,
consideration of quasi-orthogonality could also enter into
a choice for the δ parameter.

Finally, note that in Ref.[7], optimization over a sub-
set of lattices in single-mode CV phase space R2 was
performed in order to identify the best geometric config-
uration for optimal recovery properties. Similar analyses
can be carried out for the spin-N/2 codes introduced in
this section, but we now focus on examining optimal re-
covery properties under two noise channels relevant for
large spin systems.

IV. OPTIMAL CODE PERFORMANCE UNDER

ENSEMBLE ERRORS

We now define two noise channels and compare the op-
timal recovery performance of the spin-N/2 GKP codes
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FIG. 2. Husimi Q function. The spin Husimi Q function, Q(α) = 1

π
〈α|ρ̂|α〉 where |α〉 is the spin-N/2 coherent state, for

the code states considered in this article. For the spin version of the GKP codes we have derived in this article, we can see the
comb-like structure originating in the phase space similar to the comb-like structure in phase space for CV GKP codes. The
parameters used for the simulation of spingkp is δ = 0.2 and T = 5, for tactgkp(uni) is δ = 0.3 and T = 2, for unigkp is
T = 2, and for oatgkp is δ = 0.04 and T = 5.

0 0.1 0.2 0.3 0.4

0

0.2

0.4

0.6

0.8

FIG. 3. δ parameter and code state quasi-

orthogonality. Fidelity is given as a function of δ be-
tween the two codewords for tactgkp, spingkp, oatgkp, and
oatgkp(uni) with N = 64. We observe a wide range of po-
tential choice of δ giving quasi-orthogonal code states, which
can be used as an additional degree to control according to
the noise channel of interest. Compared to other codes, the
codes tactgkp andspingkp exhibit a larger domain of δ corre-
sponding to a well-defined comb-like structure, which is due to
the different physical origin of these codewords. The tactgkp

code uses TACT to generate the comb-like structure, whereas
oatgkp and oatgkp(uni) use OAT. The line y = 1/

√
N is

shown to indicate the δ value above which oatgkp no longer
has the comb-like structure necessary for high-fidelity recov-
ery.

discussed in the previous section. The optimal recovery
properties of the codes are analyzed according to the fol-
lowing standard procedure: 1. two logical states |0L〉
and |1L〉 are defined according to the µ parameter for
the various encodings discussed in the previous section,
2. a noise channel Nξ of interest is applied for a subset of
valid noise strengths ξ, and 3. the optimal recovery per-
formance is quantified according to the optimal channel
fidelity

FNγ = max
R

〈ψρ|(R ◦Nξ)⊗ 1 (|ψρ〉 〈ψρ|) |ψρ〉 (16)

where |ψρ〉 is a purification of the state ρ = 1
2Pcode,

Pcode = |0L〉 〈0L| + |1L〉 〈1L|. With the code states be-
ing in a Hilbert space of dimension N + 1, one can show
that (16) can be solved using an SDP with a positive
(N + 1)2 × (N + 1)2 matrix variable [19]. Even using
efficient SDP solvers like SeDuMi [33], this optimization
is computationally expensive for N = O(10). An al-
ternative and more computationally efficient approach is
obtained by considering the encoding and noise channel
as a single noise channel from a qubit system to the spin-
N/2 system and the recovery channel as a recovery from
the spin-N/2 system to the qubit system. This “diversity
combining” approach [19] allows us to analyze optimal re-
covery for spin-N/2 GKP codes with N = O(10) quickly
on a laptop computer and is discussed in more detail in
Appendix A.

In the first two subsections of this section, we apply the
diversity combining method to a scenario in which one
has perfect encoding, recovery, and decoding and the only
error we assume is the one arising from the specific noise
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channel considered. Thus the fidelity (16) that we cal-
culate provides a theoretical bound on the performance
of these codes for a specific noise channel. Note that
the corresponding optimal recovery channels obtained do
not necessarily correspond to an experimentally feasible
design. Lastly, in the third subsection, we introduce a
noise-agnostic recovery that is intended to work for any
weak noise channel or compositions thereof.

The noise channels considered in Section IVA, IVB
may not prove to be the most relevant ones for the ex-
perimental implementations, however, to our knowledge,
there is not a widely agreed upon set of typical noise mod-
els for atom ensemble-based control, unlike the situation
in, e.g., quantum optics. Thus, instead of considering
more general noise models, we find it instructive to focus
on two noise channel corresponding to different physical
processes (atom loss and dephasing, respectively) and un-
derstand the optimal recovery performance of the spin-
N/ GKP codes under these decohering processes.

A. Stochastic relaxation channel

The single-mode quantum photon detection process

ρ 7→ Nγ(ρ) :=

∞
∑

ℓ=0

(1− e−γ)ℓ

ℓ!
e−

γ
2
a†aaℓρa†ℓe−

γ
2
a†a (17)

is a quantum channel describing random photon loss
in both free-space and waveguide-based photonics [34].
We consider a spin-N/2 analog of the above process,
which describes the stochastic relaxation of a two-level
atom system to a uniform ground state. To get the
atomic version, define orthonormal internal states |0〉
and |1〉 and assume that |0〉 has lower energy. Analo-
gous to the no-count photonic process defined in Ref.[34],

the no-count atomic detection process is S(0)
τ (ρt) =

e−
λτ
2
(N−2Jz)ρte

−λτ
2
(N−2Jz) (note that N − 2Jz = a†1a1,

so the no-count process results in an exponential decay
of the amplitudes for |N −m,m〉 with m > 0). This pro-
cess is analogous to the backaction photon decay in (17).
Analogous to the one-count, instantaneous photon detec-
tion process, we define an instantaneous relaxation that
transfers an atom from |1〉 to |0〉, and one can describe its
action on the rank-1 operators |N −m,m〉 〈N −m′,m′|
as

S(1)(|N −m,m〉 〈N −m′,m′|)

=
λJ+ |N −m,m〉 〈N −m′,m′| J−
√

(N −m+ 1)(N −m′ + 1)
. (18)

The prefactor can be interpreted as an occupation-
dependent scaling of the probability of an atom decay-

ing from |1〉 to |0〉. Using the fact that e
λ
2
JzJk

+e
−λ

2
Jz =

e
kλ
2 Jk

+, we obtain the full stochastic relaxation channel

Tt(ρ) =

N
∑

ℓ=0

(1 − e−λt)ℓ

ℓ!λℓ
e−

λt
4
(N−2Jz)(S(1))ℓ(ρ)e−

λt
4
(N−2Jz)

(19)
which one can verify to be completely positive and trace-
preserving. The trace-preserving property is shown ex-
plicitly in Appendix B.

The stochastic relaxation channel is a generalization
of the amplitude damping channel for the qubit, similar
to how the CV detection loss channel is a generalization
of single-photon attenuation dynamics [35]. This can be
seen from the Eq. (18), where the action of the deco-
herence process is the action of the ladder operator J+,
which increases the Jz projection, lowering the energy
of the ensemble. The steady state of the decoherence
process is the uniform state in which each spin is in the
ground state, thus generalizing the single-qubit ampli-
tude damping channel.

The performance of the various code-words under the
stochastic noise channel is given in Fig. 4, one could see
that the GKP codes outperform the binomial code and
rail code for a large range of γ. These results are very
similar to the results for the CV GKP codes in [36] for
the case of the photon loss case. In the inset, we show
the small γ behavior to further illustrate the behavior of
these codes. This numerical data indicate the usefulness
of the GKP states based on TACT or displaced coherent
states for stochastic relaxation, similar to known results
for the CV GKP states with respect to amplitude damp-
ing. However, the oatgkp performs worse than all other
channels considered here and we account for this fact
that the error channel destroys the comb-like structure
and creates superposition between the combs which is the
crucial ingredient in recovering errors for the GKP kind of
states. This also underlies the significance of comb struc-
ture for the GKP states and the effect of these codewords
for γ = 0.2 is given in Fig. 5. The effect of the channel
for these two codewords are significantly different and
the distinguishability of the combs in the oatgkp is lost
whereas the spingkp still preserves the comb-like struc-
ture even after the action of the quantum channel. This
manifests in the better recovery of the spingkp compared
to the oatgkp as given in Fig. 4. The results can also be
interpreted by examining the underlying physical inter-
actions creating these states, which limits the range of
δ that define quasiorthogonal code states for the oatgkp
(see Fig. 3).

B. Ballistic dephasing channel

Ballistic dephasing along a single spin axis is known to
destroy the spin-squeezing generated by one-axis twist-
ing of an orthogonal spin direction [37]. Such a one-axis
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(a) (b)

FIG. 4. Channel fidelity for stochastic relaxation. In (a) the channel fidelity is given as a function of γ for the noise model
E = Nγ given in Eq. (19) for N = 64 and cut off T = 5 for all codes except unigkp and oatgkp (uni) where we all optimize
the cut off value too. The inset in the figure gives the channel infidelity as a function of γ for the small values of γ suggesting
that the GKP codes outperform the binomial code and rail code for a large range of γ and thus showing its potential advantage
compared to other codes for spin systems for stochastic relaxation channel. In (b) the average fidelity for the spingkp without
any recovery for 20 random states are given for reference to show the fact the recovery is crucial.

 Y

 X
 Z

FIG. 5. Code states under stochastic relaxation. Husimi distribution of the code states for the oatgkp and spingkp

for the quantum channel considered in Eq. (19) for γ = 0.2. The plots are shown for δ = 0.2, T = 5, δ = 0.04, T = 5, and

δ = 0.2, T = 2 respectively for the spingkp,oatgkp, and tactgkp(uni). The states
∑

k Mk|0〉〈0 |M†
k and

∑

k Mk|1〉〈1 |M†
k are

the states one obtains after the action of the decoherence channel for the state |0〉 and |1〉 respectively.

ballistic dephasing channel can be written [38]

Φσ(ρ) ∝
∫ π

−π

dθ e−
1
2σ θ2

e−iθJzρeiθJz . (20)

where the x-axis is chosen just for illustration. More
details about this channel are given in App. (D).

Here we consider an isotropic ballistic dephasing chan-
nel, a generalized version of the one-axis ballistic dephas-
ing channel, defined as

Φσ(ρ) ∝
∫ π

−π

dθ

∫ π/2

0

dξ

∫ 2π

0

dφ sin ξ e−
θ2

2σ e−iθ~n· ~Jρeiθ~n·
~J

(21)
where ~n = (sin ξ cosφ, sin ξ sinφ, cos ξ) is a unit vector.
We focus on the isotropic case because the isotropic phase

space structure of the spin-N/2 GKP codes is an advan-
tage in this case compared to codes that are defined rel-
ative to a specific axis, such as cat. One can view this
channel, which delocalizes whatever information isotrop-
ically in all directions as can be seen from Fig. (7)

The noise strength regime σ & N−2 is where the opti-
mal recovery of different spin-N/2 codes can be usefully
compared. The optimal recovery results for the isotropic
ballistic dephasing are shown in Fig. 6 for N = 64 (see
Appendix C for code parameters associated with the op-
timized data in the figure). From the figure, one can
see that the spingkp and oatgkp states outperform all
other codes for the ballistic dephasing channel. When
the dephasing is only along one axis, we find that cat
outperforms all other codes we considered (see Appendix



10

(a) (b)

FIG. 6. Channel fidelity for isotropic ballistic dephasing. (a) The channel fidelity as a function of σ for the noise model
given in Eq. (21) for N = 64. The inset figure is the same data given in a log scale for σ. From the figure, one can infer
that the spingkp and oatgkp outperforms all other codes. In (b) the case of small values of σ is given to further illustrate
the performance of different spin-N/2 GKP code states. Thus in the very low error limit tactgkp outperforms other codes for
small noise, and oatgkp outperforms other codes for intermediate noise values

D for detailed discussion). However, when the noise is
isotropic, cat is no longer the optimal code.

To further understand the nature of the isotropic bal-
listic dephasing channel, the Husimi distribution of the
code states for the oatgkp and spingkp are shown in
Fig. 7 for noise strength σ = 0.2. The effect of the chan-
nel is to isotropically widen the phase space support of
the code states, as can be seen clearly from the case of
the coherent state and from the general equation

VarΦσ(ρ) ~m1 · ~J = (1− 2σ

3
)Varρ ~m1 · ~J

+
σ

3
〈(~m2 · ~J)2〉ρ +

σ

3
〈(~m3 · ~J)2〉ρ +O(σ2)

(22)

where ~m1,2,3 is an orthonormal basis of R3. This behav-
ior is reminiscent of the thermal noise bosonic Gaussian
channel in the CV setting. For the oatgkp and spingkp

code states, the comb-like structure is preserved which
allows high optimal channel fidelity even for moderate
noise strengths.

Although a specific recovery channel could be used to
obtain a lower bound for the channel fidelity for the noise
channel (21), one can show that, for mixed unitary chan-
nels, the correctable part of the QEC kernel is a rigorous
lower bound for the channel fidelity. Consider a quan-
tum channel of the form ρ 7→ E(ρ) := EU∼pUρU

† where
the expectation is taken with respect to some probability
density p(U) on the unitary group, and define the QEC
kernel by

ǫ(U,U ′) = aU,U ′Pcode + bU,U ′Xcode

+ cU,U ′Ycode + dU,U ′Zcode (23)

where the coefficient kernel a(U,U ′) = 1
2 trPcodeU

†U ′ is
designated as the correctable part. In other words, the
QEC kernel takes as input two unitary operators and
outputs a 2×2 matrix. Note that channel (21) has the
mixed unitary form. We show that the expected square
of the correctable part of the QEC matrix provides a
lower bound for the optimal channel fidelity. One simply
considers the recovery channel

R(·) = R1(·)R†
1 +R2(·)R†

2 (24)

with R1 = S†U † and R2 is any other Kraus operator that
completes the channel and notes that

maxR
∑

j

EV ∼p|trRjV Sρ
′|2 ≥ maxUEV ∼p|trR1V Sρ

′|2

= maxUEV ∼p|trS†U †V Sρ′|2

≥ 1

4
E(U,V )∼p×2

∣

∣trU †V Pcode

∣

∣

2

≥ 1

4

∣

∣E(U,V )∼p×2trU †V Pcode

∣

∣

2

(25)

where we refer to (A3) for the notation ρ′ and S. We
also note that the first two inequalities in (25) still hold
when ρ′ is replaced by an arbitrary linear operator on C2.
Since for small noise values, the trivial recovery chan-
nel is optimal, we expect the right-hand side of (25) to
give an indication of FE at small noise strengths. Simi-
larly, a rapidly vanishing expected non-correctable part
with respect to decreasing noise indicates a recovery rate
rapidly approaching 1 for small noise. The benefit of
analyzing (25) as a lower bound to the optimal channel
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FIG. 7. Code states under isotropic ballistic dephasing. Husimi distribution of the code states for the oatgkp and
spingkp for the quantum channel considered in Eq. (19) for σ = 0.2. The plots are shown for δ = 0.2, T = 5, δ = 0.04, T = 5,
respectively for the spingkp and oatgkp. The effect of the channel is to isotropically displace the state as can be seen clearly
from the case of the coherent state. For the case of the spin-N/ GKP codes oatgkp and spingkp, the comb-like structure is
preserved which helps in the recovery of the ideal code states. This in turn leads to the better recovery fidelity (see Fig. 6) for
the GKP based codes compared to the other codes.
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FIG. 8. Channel fidelity lower bounds for isotropic

ballistic dephasing. Comparison of the channel fidelity ob-
tained by the optimal recovery map for the ballistic isotropic
channel (solid lines) to the lower bounds on the recov-
ery map obtained in the second line of the Eq.(25) (color-
corresponding dashed lines).

fidelity is that it does not require one to identify a clev-
erly chosen recovery map. In Fig. 8, we compare the
lower bound in the second line of the (25) to the maxi-
mal channel fidelity obtainable by recovery map for the
ballistic isotropic channel.

C. Noise Agnostic Recovery for Spin GKP

We have seen that the GKP codes for spin systems
outperform other codes for optimal recovery of specific
error channels. However, neither the optimal recovery
channel solving (16) nor the optimal unitary recovery in
(25) are necessarily implementable in practice since they

are obtained by optimizing over large sets of channels
acting on the symmetric subspace. Here we introduce a
recovery process that is defined irrespective of any spe-
cific noise model (i.e., noise-agnostic), and is motivated
by the comb-like structure of the GKP codes. Similar to
the continuous variable GKP recovery process, the spin
analog also follows from two steps as given in the fol-
lowing circuits, To understand how this recovery process

FIG. 9. circuit for noise agnostic recovery

works, we can focus on the rotation error in the y direc-
tion. First, note that the |+〉L ∝ |0〉L + |1〉L has an ap-

proximate comb structure with angular spacing
√

2π
N on

the circle defined at latitude y. An interaction between

the spin ensembles given by e−2i
Jx⊗Jy

N can be used to ap-
proximately imprint the rotation error onto an ancillary
spin ensemble prepared in |+〉L. Thus one could recover
the state as long as the error is small. Similarly, for large
N , the state |0〉L has an approximate comb structure

with angular spacing
√

2π
N on the circle defined at lati-

tude x and again using the interaction e−2i
Jx⊗Jy

N can be
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used to approximately imprint the rotation error onto an
ancillary spin ensemble.

In the CV setting, one carries out a homodyne mea-
surement to diagnose the error. Here we introduce an
analog of the homodyne measurement for the spin-N/2
system defined by the positive operator-valued measure-
ment containing the rank one projections onto

{|ψz(a)〉 := e−iaJye
z

2N (J2
+−J2

−) |N, 0〉}πa=−π (26)

(if one is considering correcting errors on tactgkp)
allows to obtain a syndrome a, from which a residue
R√

2π/N
(a) ∈ [−

√

π/2N,
√

π/2N ] is computed from

R√
2π/N

(a) = a − λa, where λa is the element of

{−⌊
√

Nπ/2⌋, . . . ,−
√

2π/N, 0,
√

2π/N, . . . , ⌊
√

Nπ/2⌋}
nearest to a. Note that the measurement (26) is the
spin-N/2 analog of the position measurement for CV
GKP correction of q-displacement errors, but that for
finite N , one must complete the measurement with the
positive operator I−Πz where Πz is the projection onto
the span of the |ψz(a)〉 for all a.

To see the performance of noise agnostic recovery, con-
sider the following example where we have the initial
state,

|ψ〉initial = e
z

2N (J2
+−J2

−) |N, 0〉 (27)

where z is defined according to Eq. (6) with δ = 0.2 so
that the state is spin-squeezed. Now a unitary rotation
error eibJy acts on the state and we want to see how
the noise agnostic recovery performs in this simple case.
If the recovery process works, we will be able to obtain
the ideal state after the recovery process. The fidelity
of the final state compared to the initial state for both
in the presence and absence of the noise agnostic recov-
ery is given in Fig. (10). The figure shows the fidelity
of the recovered state with (27) as a function of the spin
j (j = N/2) for the recovery corresponding to the syn-

drome with the maximum probability for b =
√

2π/N/4.
From the figure, one can see the significant improvement
in fidelity when we do the recovery operation compared to
the lack of recovery, also as we go to a larger value of spin
the recovered fidelity increases, whereas in the recovery-
less case, the fidelity decreases and saturates to the value

e−(0.2)2/4 predicted by the quantum central limit the-
orem. This example indicates that the inter-ensemble
interaction defining the noise agnostic recoveries in (9)
allows high-fidelity recovery. Similarly, to implement the
noise-agnostic recovery of a shift in Jy expectation in the
second figure of (9), one utilizes the rotated POVM con-
structed from projections onto e−iπJz |ψx〉.

{|φz(a)〉 := e−iπJze−iaJye
z

2N (J2
+−J2

−) |N, 0〉}πa=−π. (28)

More generally, the full recovery channel acting on the
noisy state Nγ(ρ) for the first part of the circuit in (9) is

FIG. 10. Performance of the noise agnostic recovery.

Comparison of the fidelity of the recovered state with the
state is given in Eq. (27) for a rotation error eibJy with b =
√

2π/N/4. The recovered fidelity is calculated by identifying
the syndrome with the maximum probability for the first part
of the recovery circuit given in Fig. (9). For larger values of
j, the recovery operation results in larger fidelity, indicative
of the success of our noise-agnostic recovery circuit (9).

given by,

R(q)(Nγ(ρ)) =
∫ π

−π

da e
iR√

2π/N
(a)Jy tr2

[

e−2i
Jx⊗Jy

N Nγ(ρ)⊗ |+L〉 〈+L|

e2i
Jx⊗Jy

N (I⊗ |ψz(a)〉 〈ψz(a)|)
]

e
−iR√

2π/N
(a)Jy

(29)

where R(q)(Nγ(ρ)) becomes normalized as N → ∞ be-
cause the measurement (26) becomes complete in that
limit. Recovery channels correcting for Jx rotation er-
rors can be defined act similar to (29), and concatenating
the recovery channels would lead to higher performance
recovery protocols.

The noise agnostic recovery introduced in this section
works in the limit of small δ and large N because in
those limits it becomes equivalent to the CV error cor-
rection circuit proposed in the original GKP paper [1].
Note that when finite energy versions of the CV GKP
codes are utilized in the recent experimental implemen-
tations, it was also necessary to adapt the original recov-
ery method [10, 39, 40]. One can view the finite N and
non-infinitesimal δ cases of the spin-N/2 GKP code as
analogous to finite-energy versions of the CV GKP code,
and in future work, it may prove advantageous to port
noise-agnostic error correction schemes for finite-energy
CV GKP codes to the atomic ensemble setting.
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V. PREPARATION OF GKP STATES USING

LINEAR COMBINATION OF UNITARIES

Even though CV GKP states are widely considered
as optimal states for error correction of various optical
decoherence models, high-fidelity preparation protocols
for these states remain a major roadblock for their use
in applications. There have been multiple approaches
for preparing the CV GKP states [41, 42]. In this sec-
tion we discuss a general approach for preparing spin-
N/2 GKP states using the well-known technique of lin-
ear combination of unitaries (LCU), which is widely de-
ployed in quantum algorithms [20–22]. The goal of the
LCU is to implement a linear combination of unitaries
X =

∑

j αjUj, with αj > 0, using ancillary qubits and
entangling interaction. The following circuit implements
the LCU, where the action of the preparation unitary is

Uprep |0〉 = 1
∑

j α2
j

∑

j αj |j〉 and the select unitary defined

by

Uselect =
∑

j

|j〉〈j | ⊗ Uj (30)

implements Uj controlled on the |j〉 state of the ancilla
register, which we assume is a quantum system with dis-
crete addressable levels. The state |ψ〉 in the above fig-
ure is the parent state for the spin-N/2 GKP code and is
given by a pure coherent state or spin-squeezed coherent
state for the code states discussed in this work. Thus the
final state is given as,

|Φ〉 = 1
∑

j α
2
j

|0〉X |ψ〉+ |φ〉 (31)

where the state |φ〉 has only support on the space orthog-
onal to the ancilla state |0〉. Further, the oblivious am-
plitude amplification techniques can be used to increase
the probability of heralding the desired state X |ψ〉 [20].

LCU approach is ideal for the preparation of a GKP
state as in general a GKP state can be written as

|µ〉 =
T
∑

t=−T

αtU(t)Rr(µ) |VAC〉 (32)

for an appropriate notion of vacuum state |VAC〉 and
structure unitary Rr(µ) which defines the phase space
squeezing structure and logical index of the code state.
The coefficients αt define the weights of the superposed

nonorthogonal states according to the specific code at
hand. For example, consider code states such as those
for tactgkp and oatgkp which have the general form

|µ〉 =
T
∑

t=−T

αte
2itJy

√
2π
N Rr(µ) |N, 0〉 (33)

where the generic vacuum state has been defined as
|N, 0〉, the unitary U(t) is now an indexed rotation
around Jy, and Rr(µ) |N, 0〉 is the spin-squeezed state
produced using TACT or OAT, respectively (r is a
generic parameter characterizing the squeezing).

To apply the LCU method, one can write the prepara-
tion unitary Uprep on the ancilla mode as

Uprep |0〉 =
T
∑

t=−T

αt |t〉 (34)

and

Uselect = exp

(

2i
√
2π√
N

T ⊗ Jy

)

=
T
∑

t=−T

|t〉 〈t| ⊗ e2it
√

2π
N Jy .

(35)

The coupling to the ancilla in (35) is given here by an

operator with integer spectrum T =
∑T

t=−T t|t〉〈t |, but
could be replaced by an operator with positive integer
spectrum such as the photon number operator if the an-
cilla is a CV mode. This would require a rotation of the
system at the end of the LCU circuit if a certain orienta-
tion of the code state is desired. Application of the LCU
circuit, therefore, yields

|Φ〉 = 1
∑T

t=−T αt
2
|0〉 |µ〉+ |φ〉 . (36)

The Uselect in (35) has been implemented for the light-
matter interaction for spin systems [43, 44] and for Bose-
Einstein condensates [45]. The main limitation of the
above approach is the number of accessible levels in the
ancilla. To obtain a large number of combs in the phase
space distribution for large atom number N requires in-
creasing the T value, and the decoherence rate scales with
the number of accessible levels in the ancilla [43]. Simi-
lar techniques can be implemented for the CV GKP case
using the cross-Kerr interaction as the Uselect interaction
[46]. In this case, the correct GKP state is heralded on a
vacuum (no-photon) measurement result on the ancilla.

As an illustrative example consider the case of
tactgkp(uni) given in Eq.(5), for this case one can find
that the Uprep is proportional to a complex Hadamard
matrix, viz.,

Uprep =
1√

2T + 1

T
∑

i,j=−T

ωij |i〉〈j | (37)
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FIG. 11. Performance of the LCU approach for

GKP state preparation. The fidelity of a noisily-prepared
tactgkp(uni) to an ideal tactgkp(uni) as a function of the
error parameter for T = 5, δ = 0.1 and N = 64. The fidelity
remains large even for a significant error.

where ω = exp(2iπ/(2T + 1)).
Now as a possible source of error, one can consider

coherent errors acting on the ancilla system register prior
to application of Uselect. This model of errors is chosen
because the entangling interaction is the hardest step of
the LCU method to implement in practice. Specifically,
the select unitary is replaced by the noisy select unitary

Uselect → Uselect exp(−iǫHrand)⊗ 1 (38)

where Hrand is a random Hermitian operator acting on
the ancilla and we restrict the operator norm of the error-
generating random Hermitian matrices to be T . Fig. 11
shows the state preparation fidelity as a function of the
error parameter ǫ for the case of T = 5, δ = 0.1, and
N = 64. Numerically it is found that the state fidelity
for the preparation of |0L〉 for tactgkp(uni) is large even
for a significant error ǫ and thus our approach is robust
to imperfections. A similar analysis can be done for other
GKP states as well showing that the state preparation is
robust to imperfections.

A modification of the previous analysis allows one to
use LCU to generate the codes spingkp and unigkp,
which have the generic form

|ν〉 =
∑

t1,t2

αt1,t2U(t1)V (t2) |N, 0〉 , (39)

for rotations U and V . Unlike the previous case, two
ancillae are sufficient and the LCU circuit is given by

where we have

Uprep |0〉 |0〉 =
1

∑

t1,t2
α2
t1,t2

∑

t1

αt1,t2 |t1〉 |t2〉 . (40)

The select unitary now has two control registers

Uselect =
∑

t1,t2

|t1〉 〈t1| ⊗ |t2〉 〈t2| ⊗ Ut1Vt2 (41)

and the final state is given as,

|Φ〉 = 1
∑

t1,t2
α2
t1,t2

|0, 0〉X |N, 0〉+ |φ〉 (42)

where X =
∑

t1,t2
αt1,t2Ut1Vt2 .

VI. UNIVERSAL FAULT-TOLERANT

QUANTUM COMPUTATION

The fact that the Clifford gates for the single-mode
CV GKP code are given by symplectic transformations
of the single-mode CV phase space R2 allows one to uti-
lize (1) to define approximate Clifford gates for the spin-
N/2 GKP codes. Specifically, because every symplectic
transformation corresponds to a CV unitary generated
by a self-adjoint operator quadratic in a and a†, we can
write the analogue of the fault-tolerant CV GKP Clif-
ford group generators for a spin-N/2 GKP code such as
tactgkp:

SUM = exp

(

−2i
Jx ⊗ Jy
N

)

F = exp
(

−iπ
2
Jz

)

,

P = exp

(

i
J2
x

N

)

.

(43)

The approximate stabilizer generators are

exp

(

−2i

√

2π

N
Jx

)

and exp

(

2i

√

2π

N
Jy

)

(44)

where the choice of rotation generators can be inferred
from the phase space distributions of the code states
shown in Fig. 2. The SUM gate for two spin-N/2 sys-
tems requires access to an all-to-all coupling between the
individual atoms of the two subsystems. For example, in
ion traps the availability of all-to-all couplings provides
a path to implement the SUM gate using the Mølmer-
Sorenson interaction [47, 48]. Also, in a Rydberg atom
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system in which coherent transport of entangled atom
arrays has recently been demonstrated, this technique
could be used to implement the SUM gate [49]. It may
also be possible to extend methods for generating spin
squeezing in a single atomic ensemble [43, 44, 50], to a
scheme in which total spin operators of two atomic en-
sembles are coupled by off-resonant interaction with a
single laser. Such an approach would not require single-
atom addressability, but may not be able to enter a
strongly-interacting regime.

A non-Clifford resource is required to make a univer-
sal gate set for quantum computing. One approach is
to utilize a magic state and, analogous to the method
proposed in [23], one can create an H-type magic state
for the spin-N/2 GKP code by initializing a spin-N/2 co-
herent state (analog of the CV vacuum state) and using
the GKP error correction protocol using the SUM gate a
state of the distillable H-type magic state [51, 52].

The main difference between the fault-tolerant gates
for the continuous variable case to the spin case we de-
fined here is that all the gates for the continuous variable
case are generated by symplectic interactions whereas,
for the case of the spin case, we need SU(2) plus one
non-linear interaction for the P gate.

A. Propagation of errors

To show the feasibility of the fault-tolerant gates for
computation with spin-N/2 GKP states, one needs to
determine whether the gates amplify errors present in a
specific implementation[53]. For simplicity, we focus on
coherent rotation errors,

Mθ = exp(−iθJx),
Nφ = exp(−iφJy).

(45)

Now consider the F gate, we get that,

FMθF
† = exp

(

−iπ
2
Jz

)

Mθ exp
(

i
π

2
Jz

)

= N−θ,

and similarly

FNφF
† = exp(−iφJx) =Mφ. (46)

Concatenating the noise-agnostic recovery channels R(q),
R(p) of Section IVC allows to correct for small Jx and
Jy errors, so the error propagation is controllable.

Next consider the gateP , it commutes with Mθ and
the effect of P on Nφ is given as,

PNφP
† = exp

(

i
J2
x

N

)

Nφ exp

(

−iJ
2
x

N

)

. (47)

Using the canonical commutation relationship between
the continuous variables q and p, and the isometry V

from (1) we get for large N ,

V ei
J2
x

N e−iφJye−i
J2
x

N V † ∼ eiq
2/2e−iφ

√
N
2
pe−iq2/2

V NφM−φV
† ∼ e−iφ

√
N
2
peiφ

√
N
2
q. (48)

But the operators on the right-hand sides of these equa-
tions are equal up to an overall phase. We conclude
that for large N , the Nφ error propagates through the P
gate by introducing NφM−φ errors, which are again cor-

rectable by concatenation of the recovery channels R(q),
R(p).

Next, first noting that certain local Mθ and Nφ errors
on the SUM gate are benign due to

SUM (Mθ ⊗ 1) SUM† = 0,

SUM(1⊗Nφ) SUM
† = 0,

(49)

we find that

V SUM(Nφ ⊗ 1) SUM†V † ∼ e−i
√

N
2
(p⊗I+I⊗p)

V N⊗2
φ V † ∼ e−iφ

√
N
2
p ⊗ e−iφ

√
N
2
p (50)

so the effect of the Nφ error on the SUM gate is to fan out
the error to another atom ensemble register. If the other
register is also a spin-N/2 GKP qubit, the local errors are
individually correctable. An analogous conclusion holds
for the Mφ error.

The final ingredient in the fault-tolerant quantum com-
putation scheme is magic state preparation, which in-
volves initial preparation of a spin coherent state followed
by an error correction scheme composed of SUM gates.
Therefore, the possibility of controlling error propagation
in the SUM gate indicates the possibility of fault-tolerant
magic state preparation, at least for coherent rotation er-
rors. Thus all the gadgets in the fault-tolerant scheme for
the spin-N/2 GKP code propagate these errors in a con-
trollable manner.

VII. DISCUSSION

CV GKP codes are considered as primary candidates
for implementing fault-tolerant, scalable quantum com-
putation because of the natural robustness of these codes
to errors in CV bosonic systems. In this paper, we uti-
lized spin squeezing interactions and the quantum cen-
tral limit theorem to develop a notion of GKP codes for
atomic ensembles, which are candidates for large scale
quantum information processing with ultracold matter.
In particular, our code states exhibit a well-defined comb-
like phase space structure similar to the CV GKP states,
and the free parameters defining the comb-like struc-
ture can be optimized to obtain high optimal recovery
rates under the stochastic relaxation noise and ballistic
dephasing. The stochastic relaxation channel is anal-
ogous to the CV amplitude damping process and the
isotropic ballistic dephasing noise is analogous to CV
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Gaussian thermal noise. For the stochastic relaxation
channel, the spinGKP code is the spin-N/2 GKP code
allowing the best optical recovery, and it further out-
performs the standard bosonic codes even for interme-
diate noise strengths. For isotropic ballistic dephasing,
oatgkp, which presently has no well-studied CV GKP
analogue, outperforms other bosonic codes for interme-
diate noise strength values. We studied how to use tech-
niques from quantum algorithms to create the spin-N/2
GKP states, as there is no fundamental atomic interac-
tion that generates the GKP state. We used the linear
combination of unitaries (LCU) to prepare the spin-N/2
GKP code states with the only controlled being rota-
tions. This approach is in principle adaptable to CV
GKP and other non-trivial state preparations which are
superpositions of Gaussian states or approximately Gaus-
sian states with fixed interaction strength. Finally, we
again used the quantum central limit theorem to outline
the correspondence between a gate set allowing univer-
sal, fault-tolerant computation with CV GKP-encoded
qubits and a gate set with generators given by total spin
operators of a spin-N/2 system. For sufficiently large N ,
these gates provide a route to universal, fault-tolerant
quantum computation using a spin-N/2 GKP-encoded
qubits.

In this work, we have focused on atomic ensembles
which can be prepared in SU(2) coherent states, which
are relevant when the atoms are distributed among two
orthogonal modes (e.g., internal or motional). Similar
codes can be defined for SU(d) coherent states, which are
relevant in the case of cold atoms with a larger number
of accessible internal states or distributed in an optical
trapping lattice[54–57]. Analyses of such GKP codes for
extended ultracold matter are an important direction for
future studies. We also expect that concatenation of spin-
N/2 GKP codes with standard surface code schemes po-
tentially provides a route to fault-tolerant quantum com-
putation with ultracold atoms, analogous to proposals for
incorporating CV GKP codes in larger QEC schemes.
Detailed threshold analyses and comparison to state-of-
the-art atomic gates are necessary to substantiate this
claim as a realistic proposal.

Lastly, we note that spin-N/2 GKP codes are not the
only quantum error correction codes for atomic ensem-
bles in the symmetric subspace. Such symmetric logical
qubits have previously been considered as possible can-
didates to achieve fault-tolerant quantum computation
[58–60]. In [58], the ground state space of Heisenberg
ferromagnets was used as physical motivation for intro-
ducing permutation-invariant codes for ensembles of N
atoms. In contrast, the present work was motivated by
the relationship between quadrature squeezing in infinite-
dimensional CV systems and spin squeezing in the sym-
metric subspace of N two-level atoms. This relationship
is made rigorous by the QCLT, which we further uti-
lized in translating noise-agnostic error correction pro-
tocols and fault-tolerant gates from the CV GKP set-
ting. Because the relevant spin-squeezing interactions

have already been implemented experimentally, and be-
cause several methods for utilizing CV GKP codes for
fault-tolerant measurement-based CV quantum compu-
tation have now been proposed [2–5, 61, 62], it is inter-
esting to consider the possibility of implementing spin-
N/2 GKP codes in schemes for fault-tolerant quantum
computation in atomic ensembles.
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Appendix A: Diversity combining method for

optimal recovery

Here we provide an overview of our implementation
of the diversity combining method for finding the recov-
ery channel that maximizes the channel fidelity [19]. Let
the logical code states be elements of a d-dimensional
Hilbert space H. The diversity combining method of-
fers a quadratic advantage in the size of the semidef-
inite program (from d4 to 4d2 optimized parameters)
compared to a standard optimization of the entangle-
ment fidelity because the logical states are replaced by
qubit states. Consider the ensemble of code states: ρ =
1
2 |0L〉 〈0L| + 1

2 |1L〉 〈1L|, where we assume 〈0L|1L〉 = 0
(if the code states are not orthogonal, use the Gram-
Schmidt procedure to define orthonormal code states
|0L〉 and |1L〉). The encoding isometry is defined as
S = |0L〉 〈0| + |1L〉 〈1|. We consider the following error
channel:

Nγ ◦ S ◦ S†(ρ) = Nγ(SS
†ρSS†). (A1)

Since SS† = Pcode, the above error map is equal to Nγ(ρ)
(note that PcodeρPcode = ρ). Note that

ρ′ := S†(ρ) = S†ρS =
1

2
|0〉 〈0|+ 1

2
|1〉 〈1| (A2)

is a 2×2 matrix. The map Nγ ◦ S has Kraus operators
{EℓS}ℓ, where each Kraus operator is a d × 2 matrix,
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and one can see that the map in (A1) is Nγ ◦ S(ρ′). We
implement recovery for Nγ ◦ S by a recovery channel R
with Kraus operators Rj which are 2× d matrices (so R
takes the noisy encoded state back to the qubit space).
Then any purification |ψρ′ 〉 of ρ′ satisfies

〈ψρ′ |(R◦Nγ ◦S)⊗I (|ψρ′〉 〈ψρ′ |) |ψρ′〉 =
∑

j,ℓ

|trRjEℓSρ
′|2.

(A3)
The latter expression is expressed as an inner product

of Choi matrices by using the vec map from H⊗Hdual to
H⊗2 given by vecEi,j = |Ei,j〉〉 := |i〉 |j〉, where Ei,j :=
|i〉 〈j|. Write (A3) as

∑

j,ℓ

|trRjEℓSρ
′|2 =

∑

j,ℓ

〈〈ρ′|RjEℓS〉〉〈〈RjEℓS|ρ′〉〉

=
∑

j,ℓ

〈〈ρ′|(I ⊗ STET
ℓ )|Rj〉〉〈〈Rj |(I ⊗ E∗

ℓS
∗)|ρ′〉〉

=
∑

ℓ

〈〈ρ′S†E†
ℓ |JR|ρ′S†E†

ℓ 〉〉

= trCρ′,NγJR (A4)

with Cρ′,Nγ :=
∑

ℓ |ρ′S†E†
ℓ 〉〉〈〈ρ′S†E†

ℓ |. Note that JR
is a 2d× 2d Hermitian matrix and that trCρ′,Nγ = 1/2.

Therefore, the maximal channel fidelity

FNγ = max
R

〈ψρ′ |(R ◦Nγ ◦ S)⊗ I (|ψρ′〉 〈ψρ′ |) |ψρ′〉

is given by the solution to the semidefinite program

maximize
X

tr(Cρ′,NγX)

subject to X > 0

tr1X = Id

(A5)

minimize
Y

tr(Y )

subject to − Cρ′,Nγ + I2 ⊗ Y > 0
(A6)

over d× d, Hermitian Y .
Note that if one considers the Kraus operators Rs,j :=

{ 1√
2
|s〉 〈j|}s=1,2;j=1,...,d for the recovery channel R, one

has
∑

s,j R
†
s,jRs,j =

∑

s,j tr1|Rs,j〉〉〈〈Rs,j | = Id, as re-

quired. Since
∑

s,j tr1|Rs,j〉〉〈〈Rs,j | = 1
2 I2 ⊗ Id, it follows

that the maximum value of the above semidefinite pro-
gram is at least 1/4. Physically, one can see that this
lower bound is attained by considering the identity noise
channel and the recovery that randomly sends each of the
orthogonal code states to |0〉, |1〉 with equal probability.

Appendix B: Properties of stochastic relaxation

channel

We have the stochastic relaxation channel given as in
(19):

Tt(ρ) =

N
∑

ℓ=0

(1 − e−λt)ℓ

ℓ!λℓ
e−

λt
4
(N−2Jz)(S(1))ℓ(ρ)e−

λt
4
(N−2Jz),

(B1)
where we have defined,

S(1)(|N −m,m〉 〈N −m′,m′|)

= λJ+
|N −m,m〉 〈N −m′,m′|

√

(N −m+ 1)(N −m′ + 1)
J−. (B2)

To show that this map is trace-preserving, it suffices
to verify that tr [Tt(|N −m,m〉 〈N −m′,m′|)] =
δm,m′ . For m 6= m′, it is clear that
tr [Tt(|N −m,m〉 〈N −m′,m′|)] = 0 because

Jℓ
+ |N −m,m〉 〈N −m′,m′| Jℓ

− ∝
|N −m+ ℓ,m− ℓ〉 〈N −m′ + ℓ,m′ − ℓ| . (B3)

For m = m′, one has

tr [Tt(|N −m,m〉 〈N −m,m|)] = tr

[

N
∑

ℓ=0

(1− e−λt)ℓ

ℓ!(N −m+ 1) · · · (N −m+ ℓ)
e−

λt
4
(N−2Jz)Jℓ

+ |N −m,m〉 〈N −m,m| Jℓ
−e

−λt
4
(N−2Jz)

]

= tr

[

N
∑

ℓ=0

(1− e−λt)ℓ

ℓ!

m!

m− ℓ!
e−

λt
4
(N−2Jz) |N −m+ ℓ,m− ℓ〉 〈N −m+ ℓ,m− ℓ| e−λt

4
(N−2Jz)

]

= tr

[

N
∑

ℓ=0

(1− e−λt)ℓ
(

m

ℓ

)

e−λt(m−ℓ) |N −m+ ℓ,m− ℓ〉 〈N −m+ ℓ,m− ℓ|
]

=
m
∑

ℓ=0

(1− e−λt)ℓ
(

m

ℓ

)

e−λt(m−ℓ)

= e−λtm
m
∑

ℓ=0

(

m

ℓ

)

(eλt − 1)ℓ

= 1. (B4)
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We now consider the ℓ = 0 and ℓ = 1 contributions to the channel in the limit of small γ := tλ and find that up to

linear order in γ, one has
∑1

ℓ=0E
†
ℓEℓ = I, where

E0 =















1
1− γ

2

1− 2γ
2

. . .

1− Nγ
2















, E1 =
√
γ















0 1

0
√
2

. . .
. . .

0
√
N
0















.

are matrices on the N + 1 dimensional symmetric sub-
space. Embedding the symmetric subspace into two CV
oscillator modes according to |N −m,m〉 7→ |N −m〉 ⊗
|m〉, one can write

E0 = I− γ

2
I1 ⊗ a†2a2

E1 =
√
γR⊗ a2. (B5)

where a1, a2 are the respective annihilation operators of
the CV modes and R is the unilateral shift R |n〉 =
|n+ 1〉. Therefore, for small γ, one can think of the chan-
nel Tt as an attenuation of the second mode which still
conserves the global total particle number.

Appendix C: Numerical Benchmarking details

The value of the parameters that optimize the channel
fidelity FE for the stochastic relaxation channel data in
Fig. 4 is given in Table I. The codewords we are interested
here are are the {spingkp, oatgkp, tactgkp, unigkp}.
For the case of the unigkp we optimize over various
choices of the 1 6 T 6 5 and the best possible T is
chosen. For the codes {spingkp, oatgkp, tactgkp} we
choose T = 5, and for the case of the spingkp and
tactgkp we restrict the value of δ to be with 0 6 δ 6 1
whereas for the case of the oatgkp the value of δ is re-
stricted to 0 6 δ 6 1/

√
N . The parameter domain re-

strictions are made such that the comb-like structure of
the phase space support of the code states persists, which
is essential for the GKP decoding process.

The value of the parameters that optimizes the FE for
the isotropic ballistic dephasing channel in Fig. 6 is given
in Table II. The codewords we are interested here are
are the {spingkp, oatgkp, tactgkp}. For the case of the
spingkp we restrict the value of δ to be with 0 6 δ 6
1 whereas for the case of the oatgkp the value of δ is
restricted to 0 6 δ 6 1/

√
N . For both cases, we studied

the case of T = 5. The restrictions are made such that we
are in a regime where we still have the comb-like structure
essential for the GKP decoding process

Appendix D: Ballistic dephasing along one axis

A one-axis ballistic dephasing, which describes a
Hamiltonian with fluctuating energy levels and studied
in detail in [37] is defined by the following mixed-unitary
channel in Eq. (20). For σ ≪ 1, the effect of this channel
can be seen by considering, e.g., the observable Jx, and
noting that

VarΦσ(ρ)Jx = (1− σ)VarρJx + σ〈J2
y 〉ρ +O(σ2). (D1)

Consider the case when the dephasing occurs about
the z-axis and write the Kraus operators as,

Eθ = e−
θ2

4σ e−iθJz . (D2)

When σ is taken to be small, one can focus on the θ ≈ 0
limit. In this limit, the quantum error correction condi-
tion depends on only the first and second moments of the
total spin operator Jz . To identify codes that have large
value of the correctable part of the QEC kernel (23) in
the small σ limit, we expand about θ, θ′ = 0:

PcodeE
†
θEθ′Pcode = e−

θ2+θ′2
4σ Pcode

− 1

2
e−

θ2+θ′2
4σ (θ − θ′)2PcodeJ

2
zPcode

+O(θ3) +O(θ′3),
(D3)

where Pcode = |0L〉〈0L |+ |1L〉〈1L | and we have assumed
that the code under consideration has no first Jz mo-
ment, i.e., PcodeJzPcode = 0. Codes for which the code
states are not connected by pair tunneling between single-
particle modes will retain a diagonal matrix in the second
line of Eq.(D3), indicating greater correctability. Exam-

ples include the coherent state codes |J, ~n · ~J = N
2 〉 where

~n is a unit vector in the xy-plane, or cat codes along di-
rection ~n.

We now examine the optimal recovery properties of
spin-N/2 GKP codes under one-axis ballistic dephasing.
In Fig. 12, the effect of this channel for the case of de-
phasing along z direction for γ = 0.2 is shown. The
effect of the noise channel is similar for the spingkp and
oatgkp, in particular, the code states have more delocal-
ized support along an axis in phase space. However, the
comb-like structure is maintained, leading to high opti-
mal recovery for both these codes. The spreading of the
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γ spingkp (δ) oatgkp (δ) tactgkp(δ) unigkp (T )

0.0100 0.2926 0.0777 0.2715 3

0.0303 0.3055 0.0785 0.2746 3

0.0505 0.3110 0.0790 0.2746 3

0.0708 0.3096 0.0794 0.2732 3

0.0910 0.3067 0.0797 0.2717 3

0.1113 0.3035 0.0799 0.2698 3

0.1315 0.3002 0.0801 0.2678 3

0.1518 0.2970 0.0803 0.2657 2

0.1721 0.2938 0.0804 0.2657 2

0.1923 0.2909 0.0805 0.2628 2

0.2126 0.2882 0.0806 0.2618 2

0.2328 0.2858 0.0807 0.2613 2

0.2531 0.2838 0.0807 0.2616 2

0.2733 0.2824 0.0807 0.2627 2

0.2936 0.2818 0.0807 0.2650 2

0.3138 0.2821 0.0807 0.2687 2

0.3341 0.2835 0.0807 0.2739 2

0.3544 0.2862 0.0807 0.2815 2

0.3746 0.2904 0.0808 0.2922 2

0.3949 0.2963 0.0808 0.3084 2

0.4151 0.3045 0.0808 0.3349 2

0.4354 0.3153 0.0808 0.3725 2

0.4556 0.3301 0.0808 0.3991 1

0.4759 0.3509 0.0808 0.3999 1

0.4962 0.3816 0.0809 0.3999 1

0.5164 0.4000 0.0809 0.3999 1

0.5367 0.4000 0.0809 0.4000 1

0.5569 0.4000 0.0810 0.4000 1

0.5772 0.4000 0.0811 0.4000 1

0.5974 0.4000 0.0814 0.4000 1

0.6177 0.4000 0.0817 0.4000 1

0.6379 0.4000 0.0821 0.4000 1

0.6582 0.4000 0.0825 0.4000 1

0.6785 0.4000 0.0829 0.4000 1

0.6987 0.4000 0.0834 0.4000 1

0.7190 0.4000 0.0839 0.4000 1

0.7392 0.4000 0.0843 0.4000 1

0.7595 0.4000 0.0848 0.4000 1

0.7797 0.4000 0.0852 0.4000 1

0.8000 0.4000 0.0855 0.4000 1

TABLE I. The optimized code parameters for the stochastic
relaxation channel using diversity combining approaches for
the data Fig. 4 for N = 64. For the case of the unigkp we opti-
mize over various choices of the 1 6 T 6 5 and the best possi-
ble T is chosen. For the codes {spingkp, oatgkp, tactgkp} we
choose T = 5, and for the case of the spingkp and tactgkp we
restrict the value of δ to be with 0 6 δ 6 1 whereas for the case
of the oatgkp the value of δ is restricted to 0 6 δ 6 1/

√
N .

The restrictions are made such that the code states retain the
comb-like structure essential for the GKP decoding process
and the optimal value occurs approximately when the two
code words become orthogonal as shown in Fig. (3).

σ spingkp(δ) oatgkp(δ) tactgkp(δ) unigkp(T )

0.0010 0.2200 0.0682 0.2200 3

0.0012 0.2200 0.0682 0.2200 3

0.0014 0.2200 0.0682 0.2200 3

0.0017 0.2200 0.0682 0.2200 3

0.0020 0.2200 0.0682 0.2200 3

0.0024 0.2200 0.0682 0.2200 3

0.0029 0.2200 0.0682 0.2200 3

0.0035 0.2200 0.0682 0.2200 3

0.0041 0.2200 0.0682 0.2200 3

0.0049 0.2200 0.0682 0.2200 3

0.0059 0.2200 0.0682 0.2200 3

0.0070 0.2200 0.0682 0.2200 3

0.0084 0.2200 0.0682 0.2200 3

0.0100 0.2196 0.0682 0.2200 3

0.0119 0.2183 0.0682 0.2196 3

0.0143 0.1926 0.0681 0.1926 3

0.0170 0.2200 0.0682 0.2049 3

0.0203 0.2201 0.0668 0.2178 3

0.0242 0.1925 0.0629 0.2023 3

0.0289 0.2116 0.0682 0.2062 3

0.0346 0.2201 0.0597 0.2113 3

0.0412 0.2187 0.0673 0.2171 3

0.0492 0.2199 0.0665 0.2199 3

0.0588 0.2178 0.0511 0.2178 3

0.0702 0.2199 0.0544 0.2199 3

0.0838 0.2193 0.0683 0.2308 3

0.1000 0.2199 0.0685 0.2299 3

0.1194 0.2525 0.0683 0.2194 3

0.1425 0.2157 0.0683 0.2199 3

0.1701 0.2393 0.0683 0.2289 2

0.2031 0.2428 0.0630 0.2202 3

0.2424 0.2135 0.0709 0.2173 2

0.2894 0.2362 0.0702 0.2141 1

0.3455 0.2221 0.0513 0.1980 1

0.4125 0.1799 0.0707 0.1652 1

0.4924 0.1909 0.0751 0.1752 1

0.5878 0.1925 0.0731 0.1652 1

0.7017 0.1925 0.0751 0.1864 1

0.8377 0.1652 0.0676 0.1787 1

1.000 0.2205 0.0682 0.2013 1

TABLE II. The optimized parameters for the isotropic bal-
listic dephasing channel using diversity combining approaches
given in Fig. 6 for N = 64. For the case of the spingkp we re-
strict the value of δ to be with 0 6 δ 6 1 whereas for the case
of the oatgkp the value of δ is restricted to 0 6 δ 6 1/

√
N .

For both cases, we studied the case of T = 5. The restrictions
are made such that the code states retain the comb-like struc-
ture essential for the GKP decoding process and the optimal
value occurs approximately when the two code words become
orthogonal as shown in Fig. (3).



20

comb structure causes the fidelity to decay faster com-
pared to the stochastic relaxation case. Fig. 13 shows the
optimal recovery performance of various spin-N/2 codes
with respect to the one-axis ballistic dephasing channel
for N = 64. A cutoff T = 5 is used for all codes ex-
cept unigkp codes where we all optimize for all values
of T . The figure shows that the spin-N/2 codes outper-
form binomial and rail for a large range of σ, however,
cat has the highest optimal recovery performance as pre-
dicted from calculation in (D3).

Appendix E: Optimal recovery for CV GKP codes

There is not a unique finite-energy regularization
scheme for the CV GKP code, and a specific conven-
tion can be chosen with regard to accessible experimental
state preparation schemes [36]. However, at a fixed en-
ergy the finite-energy GKP codes can have different opti-
mal recovery properties. We define four different kinds of
finite energy CV GKP codes. First, we consider Gottes-
man’s original finite energy code CVGKP,

|µλ,d〉 ∝
∑

t∈Z

e−
π
2
λ2(2t+µ)2

D

(√

π

2
(2t+ µ)

)

S

(

1

2
log d

)

|0〉
(E1)

µ ∈ {0, 1}. Often one takes d = 1
λ2 , so that λ is the only

parameter. However, one can also choose d based on fi-
delity minimization or best optimal recovery. In practice,
the infinite sum over t is truncated to the domain [−T, T ]
for integer T .

Another finite energy CV GKP code is defined by a
superposition of CV coherent states on a square lattice

in R2. We refer to this code as SgGKP,

|µλ〉 ∝
∑

t∈Z×2

e−
π
2
λ2((2t1+µ)2+t22)

D

(
√

π

2
(2t1 + µ)

)

D

(

i

√

π

2
t2

)

|0〉,
(E2)

where µ ∈ {0, 1}.
We can also define CV GKP codes for which the code

states have exactly equal energy in expectation. Analo-
gous to CVGKP, one defines the code ECVGKP as,

|νλ,d〉 ∝
∑

t∈Z

e−2πλ2t2

D

(
√

π

2
(2t+ ν)

)

S

(

1

2
log d

)

|0〉
(E3)

ν ∈ {− 1
2 ,

1
2}. There is also an equal expected energy

version of SgGKP which we call ESgGKP. It is given by

|νλ〉 ∝
∑

t∈Z×2

e−
π
2
λ2((2t1+2ν)2+t22)

D

(
√

π

2
(2t1 + ν)

)

D

(

i

√

π

2
t2

)

|0〉
(E4)

ν ∈ {− 1
2 ,

1
2}.

In Fig. 14, the position space wavefunctions for each
of these four codes are shown. From the figure, one can
identify a well-defined comb-like structure for all code-
words. Also for the codes SgGKP and call ESgGKP the
position space peaks have the same amplitudes for the
logical | 12L〉 and |− 1

2L
〉.

Similar to the case of the spin-N/2 GKP states, one
can use the diversity combining method and optimization
of the code parameters to compare the optimal recovery
of the four finite-energy CV GKP codes above (Fig. 15).
The noise channel is given by (17). In (a) the case of
T = 2 is shown whereas in (b) the case of T = 5 is
shown. From these curves, it is clear that the equal ex-
pected energy version of the square grid CV GKP code
has lower optimal achievable fidelity. This suggests that
given a specific noise channel, it is important to consider
an appropriate finite-energy CV GKP code to maximize
recovery.
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FIG. 12. Husimi distribution for ballistic dephasing. Husimi distribution of the codewords for the oatgkp and spingkp

for the quantum channel considered in Eq. (20) for γ = 0.2. The plots are shown for δ = 0.2 and δ = 0.04 respectively for the
spingkp and oatgkp. The effect of the channel for these two codewords are similar in nature for the spingkp and oatgkp. We
can see the effect of this quantum channel for these codewords is to make the codewords more delocalized in phase space; while
still maintaining the comb-like structure. The persistence of these comb-like structures makes the recovery accurate for both
these codes. But the spreading of the comb structure makes the fidelity decay faster compared to the stochastic relaxation
case.
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