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The Vlasov equation is a nonlinear partial differential equation that provides a first-principles de-
scription of the dynamics of plasmas. Its linear limit is routinely used in plasma physics to investigate
plasma oscillations and stability. In this work, we present a quantum algorithm that simulates the
linearized Vlasov equation with and without collisions, in the one-dimensional, electrostatic limit.
Rather than solving this equation in its native spatial and velocity phase-space, we adopt an efficient
representation in the dual space yielded by a Fourier-Hermite expansion. For a given simulation
time, the Fourier-Hermite representation is exponentially more compact, thus yielding a classical
algorithm that can match the performance of a previously proposed quantum algorithm for this
problem. This representation results in a system of linear ordinary differential equations which can
be solved with well-developed quantum algorithms: Hamiltonian simulation in the collisionless case,
and quantum ODE solvers in the collisional case. In particular, we demonstrate that a quadratic
speedup in system size is attainable.

I. INTRODUCTION

Plasma dynamics is difficult to simulate with present-
day computers due to the broad range of time- and
length-scales that are typically exhibited by nonlinear
plasma phenomena. Indeed, direct numerical simula-
tions covering scale ranges approaching those found in
most real systems are beyond the capabilities of both
current supercomputers and those predicted to exist in
the near future. It is therefore natural to seek alter-
native computational platforms that can provide signifi-
cant speedups. Quantum computers are a possible can-
didate since there exist quantum algorithms capable of
outperforming their classical counterparts for a range of
problems such as search via quantum walks [1], simula-
tion of quantum mechanical systems (also called Hamilto-
nian simulation) [2–8], cryptography [9], and simulation
of high-energy physics problems such as 1+1 dimensional
φ4 theory [10], fermionic field theory [11], and conformal
field theory [12]. Furthermore, industrial and research
efforts to commercialize quantum computers have signif-
icantly advanced the technology, bringing us closer to
implementing quantum algorithms with real-world ap-
plications.
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Although quantum algorithms exist to simulate Hamil-
tonians and solve ordinary differential equations (ODEs),
it is a priori not clear if they can be used to solve spe-
cific plasma-physics problems, which are usually formu-
lated in terms of coupled sets of nonlinear partial dif-
ferential equations. Indeed, the field of designing quan-
tum algorithms for nonlinear differential equations and,
specifically, plasma physics, is still at an embryonic stage.
So far, there has been a thorough exploration of quan-
tum linear system algorithms (QLSAs) [13, 14], linear
ODEs [15–18], nonlinear ODEs [19–22], and certain lin-
ear partial differential equations [23, 24]. These algo-
rithms use Hamiltonian simulation as a main subrou-
tine [25]. The application of such algorithms to real-
world problems, such as plasma dynamics, is nontriv-
ial and, in some cases, their promised speedup is lost.
Nonetheless, there has been some progress in this field
over the past few years. Dodin and Startsev [26] per-
formed a survey of various approaches that could be
used to solve plasma dynamics on quantum computers.
Amongst those, they discussed the possibility of using
the Madelung transform to map the governing equa-
tions of a cold electron fluid to the Schrödinger equa-
tion. The Madelung transform was used by Zylberman
et al. [27] to develop a quantum algorithm as well as a hy-
brid algorithm simulating fluids. Linear embedding ap-
proaches have also been investigated, yielding a potential
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speedup if nonlinearities are weak [21, 28] or if the result-
ing system is sparse [29, 30]. Other works have focused
on developing quantum algorithms for wave problems in
plasmas, namely the three-wave interaction [31] and ex-
traordinary waves (an electromagnetic wave in a plasma
where the wave’s electric field is perpendicular to the
background magnetic field) in cold plasmas [32]. As one
might expect, both these wave problems can be mapped
to a Schrödinger-type equation, which can be solved us-
ing Hamiltonian simulation algorithms. A more general
quantum lattice representation for one-dimensional wave
propagation in plasmas has also been developed [33] (but
such an algorithm requires four qubits per node).

Ideally, one would like to have a quantum algorithm
to solve a first-principles description of plasma physics
as offered by the Vlasov equation. A first step in this di-
rection is to understand if the linear limit of the Vlasov
equation can be simulated efficiently on a quantum com-
puter. This problem was explored by Engel, Smith, and
Parker (henceforth referred to as ESP), where a quan-
tum algorithm was developed that simulates the Lan-
dau damping of Langmuir waves [34], a quintessential
plasma physics phenomenon whereby electrostatic waves
in the plasma resonantly transfer energy to electrons and
are thus damped [35]. By linearizing the collisionless
Vlasov equation coupled to Ampère’s law, ESP mapped
the problem to Hamiltonian simulation which can then
be solved using recent algorithms [34]. Using a spatial
grid of Nv points, ESP gave a quantum algorithm to
simulate the linearized Vlasov evolution with gate com-
plexity of O(polylogNv log(1/ε)), with ε being the error
in the norm of the solution state. To extract the Landau
damping rate, the electric field at different times must
be obtained by sampling the final state (so as to obtain
a time history from which the Landau damping rate can
be computed in post-processing). The number of times
one needs to repeat the algorithm is independent of Nv
and depends only on the absolute precision δ with which
one needs to calculate the electric field, leading to overall
run time of O((1/δ)polylogNv), where δ ∼ ε.

In this paper, we revisit this problem with a differ-
ent mathematical approach. We find that, using the lin-
earized Vlasov equation coupled to Poisson’s equation
and expanding the distribution function in velocity space
using M+1 Hermite polynomials (with N = M+1 corre-
sponding to the system size), we can obtain a system ma-
trix which is exponentially smaller than that of ESP for
the same precision ε. Thus, a classical algorithm solving
this system can be as efficient as the quantum algorithm
of ESP. Furthermore, the Fourier-Hermite representation
allows for the inclusion of collisions without changing the
system matrix structure. We also find that a quantum al-
gorithm using this framework yields a quadratic speed up
compared to classical ODE solvers, which are the fastest
classical algorithms for solving this problem [36].

This paper is structured as follows. Section II pro-
vides a brief background on the Vlasov equation, Landau
damping and the Hermite representation, and rigorously

defines the problem we aim to solve in addition to its key
parameters. Section III discusses the performance of a
quantum algorithm based on the Hermite formalism for
both collisionless and collisional cases, and demonstrates
that a quadratic speedup is possible. Section IV reviews
the ESP formulation and performs a comparative error
analysis of that system and ours. Finally, Section V sum-
marizes our results and discusses their implications.

II. BACKGROUND

A. The Vlasov Equation

The collisional Vlasov-Poisson system is given by

∂fs
∂t

+ v · ∇fs +
qs
ms

E · ∇vfs = C[fs], (1)

ε0∇ ·E = ρ, (2)

where ε0 is the permittivity of free space, s denotes a
species (ions or electrons) of charge qs and mass ms, and
ρ denotes the charge density. The collision operator is
represented by C[·] and E is the electric field. We are
going to restrict ourselves to the electrostatic limit, so
E = −∇ϕ, where ϕ is the electrostatic potential.

The Vlasov-Poisson system describes the time evolu-
tion of the species’ distribution function fs(x,v, t) in
three-dimensional physical space and three-dimensional
velocity space. The distribution function is defined such
that the number of particles per unit volume in the vicin-
ity of position x and velocity v is fs(x,v, t)d

3xd3v. It is
normalized such that∫

fs(x,v, t)d
3v = ns(x, t), (3)

where ns is the species’ number density. Therefore, the
charge density is obtained from the distribution functions
as

ρ =
∑
s=i,e

qs

∫
fsd

3v. (4)

For simplicity, in this work we will limit ourselves
to one spatial and one velocity dimensions–z and v,
respectively–as in the textbook formulation of the Lan-
dau damping problem [37]. In this case, Eqs. (1,2) be-
come

∂fs
∂t

+ v
∂fs
∂z

+
qs
ms

E
∂fs
∂v

= C[fs], (5)

ε0
∂E

∂z
=
∑
s=i,e

qs

∫
fsdv. (6)

We can linearize Eqs. (5-6) about a Maxwellian back-
ground, and consider the case where the ions are station-
ary, meaning that their distribution function is not per-
turbed, so we need only consider the evolution of the elec-
tron distribution function. Then, f ≈ F0 + g, where we
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have dropped the species subscript for simplicity, g � F0

is the perturbation to the distribution function, and F0 is
the (one-dimensional) Maxwellian distribution function:

F0(v) =
1√
π

n0
vth

e−v
2/v2th , (7)

where n0 is the background density and

vth =

√
2kBT

m
, (8)

is the electron thermal velocity, with T and kB denoting
the temperature and Boltzmann constant, respectively.
We carry out the linearization by noting that C[F0] =
0, ignoring quadratic perturbative terms, and using the
normalizations

z ← z√
2λD

,

t← ωpt,

v ← v

vth
,

f ← vth
n
f,

ϕ← e

kBT
ϕ,

(9)

where e is the fundamental charge and

ωp =

√
n0e2

ε0m
, λD =

√
ε0kBT

n0e2
, (10)

are, respectively, the plasma frequency and the Debye
length. Thus, the linearized Vlasov-Poisson system be-
comes

∂gk
∂t

+ ikvgk + ikvF0ϕk = C[gk], (11)

ϕk = α

∫ +∞

−∞
gkdv, (12)

where we have also Fourier-transformed both equations,
with k representing the Fourier wavenumber, and α =
2/k2 is the physics parameter. By choosing a different
value of α satisfying α ≥ −1, different target problems
can be described, where Eqs. (11-12) consider the evolu-
tion of only one species, and α prescribes the behavior
of the other species (Boltzmann, isothermal, or no re-
sponse) [38, 39].

While the Vlasov equation is typically coupled to Pois-
son’s equation in the electrostatic case, it can also be
coupled to Ampère’s law:

∂Ek
∂t

= −Jk, (13)

where Jk is the k-th Fourier mode of the current. For
the case of Langmuir waves, the linearized Ampère’s law,

coupled to the Vlasov equation in Fourier space, yields
the following set of equations:

∂gk
∂t

+ ikvgk − vF0Ek = C[gk], (14)

∂Ek
∂t

=

∫
vgk dv. (15)

While Eqs. (11-12) and (14-15) are two different formu-
lations, they describe the same physics.

B. Landau Damping

Landau damping is a textbook plasma phenomenon
whereby wave energy is resonantly transferred to plasma
particles. Despite what its name might suggest, Lan-
dau damping is a reversible process: in the absence
of collisions, the total energy in a plasma is conserved
throughout this process. During Landau damping, the
plasma distribution function attains continuously finer
structures in velocity space. In a collisionless plasma,
these structures continue to develop until the end of the
linear regime. In a collisional plasma, such structures
are eventually smoothed out by collisions. This will be-
come important when we perform the error analysis in
Section IV.

To calculate the Landau-damping rate of a plasma
wave, one typically tracks the time evolution of the ampli-
tude of the electric potential (or, equivalently, the electric
field) in the plasma. The amplitude can be fitted by an
e−γt envelope, where γ > 0 is the Landau damping rate.
The density perturbation in a plasma can also be used to
calculate the Landau damping rate, since the electric po-
tential and density perturbation are proportional to each
other, as per Eq. (12). This procedure is illustrated in
Fig. (1), where the time evolution of the norm of the elec-
tric potential |ϕ| is tracked. The peaks are fitted with an
e−γt envelope, and the Landau damping rate is recovered
from the fit. The Landau damping rate can also be an-
alytically calculated by solving the following dispersion
relation:

1 +

√
2

πk2

∫ ∞
−∞

ve−v
2/2

v −
√

2ω/k
dv = 0, (16)

where the imaginary component of the frequency ω con-
tains γ.

C. The Hermite Representation

Working with the linear Vlasov-Poisson system, it is of-
ten convenient, and numerically advantageous, to express
the distribution function as a series of Hermite polyno-
mials [38, 40–46]:

gk(v, t) =

∞∑
m=0

Hm(v)F0(v)√
2mm!

gm,k(t), (17)
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FIG. 1. The norm of the electric potential |ϕ| as a function of
time t. The blue solid line is obtained by numerically solving
Eqs. (11-12) with k = 0.4

√
2, and α = 2/k2. The red dashed

line is an e−γt envelope, where γ = 0.066237. The parameters
used here match those used in [34].

where Hm(v) denotes the Hermite polynomial of order m
and gm,k(t) is its coefficient given by

gm,k(t) =

∫ +∞

−∞
dv

Hm(v)√
2mm!

gk(v, t). (18)

Adopting a Lenard-Bernstein-type collision operator for
simplicity [47],

C[gk] = ν
∂

∂v

(
1

2

∂

∂v
+ v

)
gk, (19)

where ν ≥ 0 is the collision frequency, and introducing
new variables defined as

g̃0,k = g0,k, (20)

g̃m,k =
1√

1 + α
gm,k, m ≥ 1, (21)

the Hermite-transformed equations become a coupled set
of linear advection equations for the Hermite-Fourier co-
efficients, as follows:

dg0,k
dt

+ ik

√
1 + α

2
g1,k = 0, (22)

dg1,k
dt

+ ik

(
g2,k +

√
1 + α

2
g0,k

)
= 0, (23)

dgm,k
dt

+ ik

(√
m+ 1

2
gm+1,k +

√
m

2
gm−1,k

)
= −νmgm,k, m ≥ 2, (24)

where tildes have been dropped for notational simplic-
ity [48]. Provided that an infinite number of Hermite

moments are kept, these equations are formally equiv-
alent to Eqs. (11-12). For practical purposes, however,
only a finite number of moments, M+1, must be retained.
Since the equation for the Hermite moment of order m
couples to the successive moment, m + 1, a truncation
is needed to integrate these equations on a computer.
We adopt the customary closure gM+1 = 0, yielding the
following system

dgk
dt

= Agk, (25)

with solution

gk(t) = eAtgk(t = 0), (26)

where gk = [g0,k · · · gM,k]T , gk(t = 0) is the initial condi-
tion, and A is a 3-sparse matrix containing the relevant
coefficients,

A = −iH − ν diag([0, 0, 2, . . . ,M − 1,M ]), (27)

with

H = k



0
√

1+α
2√

1+α
2 0 1

1 0
√

3
2

. . .
. . .

. . .√
M−1

2 0
√

M
2√

M
2 0


. (28)

The initial condition for the canonical Landau damp-
ing problem is g0(z, v, t = 0) = ḡ0 cos(k0z), where ḡ0 is
a constant (an arbitrary amplitude). In Fourier-Hermite
space, this initial condition is

gm,k(t = 0) = δm,0(δk,k0 + δk,−k0), (29)

where we have chosen ḡ0 =
√

2/π.
While M is in principle a free parameter, typically one

wishes to have M & ω/ν in order to capture the physics,
where ω is a characteristic frequency of the system, to
ensure that the higher Hermite moments are properly
dissipated by collisions. If ν = 0, M will be a function of
simulation time T . This will be relevant to the discussion
in Section IV.

III. THE QUANTUM ALGORITHM

In this Section we will show that a quantum algorithm
solving Eq. (25) yields a quadratic speedup with respect
to system size compared to the most efficient classical
algorithms. Fig. 2 shows a workflow diagram of the pro-
posed quantum algorithm.
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FIG. 2. Workflow diagram of the quantum algorithm in both
the collisionless and collisional cases. Here, N is the system
size, T is the simulation time, and Ns refers to the number
of samples required at different times to calculate the Landau
damping rate.

A. Collisionless Case and Hamiltonian Simulation

When ν = 0 we have a collisionless system where
A = −iH with H a Hermitian matrix. Such a system
conserves total energy and, thus, is governed by unitary
time evolution generated by H:

dgk
dt

= −iHgk, (30)

Since this is equivalent to a Schrödinger equation, it can
be simulated on a quantum computer using Hamiltonian
simulation techniques. An efficient quantum algorithm
for simulating an s-sparse Hamiltonian has query com-

plexity O
(
s‖H‖T + log(1/ε)

log log(1/ε)

)
[7], where s is the spar-

sity, ‖H‖ is the norm, T is the final simulation time, and
ε is the error in the norm of the solution state. In the
Hermite system, the system matrix has sparsity s = 2.
Furthermore, the norm of the system scales with the sys-
tem size N = M + 1 as

‖H‖ ∼ O(
√
N). (31)

This is also shown in Fig. 3, where we plot the norm of
the system matrix ‖H‖ as a function of system size N

and observe the O(
√
N) scaling.

FIG. 3. Numerically obtained norm of the system matrix ‖H‖
(Eq. (28)) as a function of the system size N = M + 1, where
M is the number of Hermite moments. The orange dashed
line is a

√
N scaling.

B. Collisional Case and Quantum ODE Solvers

For the more realistic scenario where ν 6= 0, unitary
time evolution is lost due to the presence of the collision
terms. In this case, we need to solve an ODE rather
than simulate a Hamiltonian. We use the results from
Ref. [18], which state the following. Suppose A is an
s-sparse matrix with oracle access to its entries. Then
Eq. (25) can be solved to produce a quantum state pro-
portional to the solution in time O(G T ‖A‖ C(A)), where
G = maxt∈[0,T ]‖gk(t)‖/‖gk(T )‖ measures the solution
decay and C(A) = supt∈[0,T ]‖exp(At)‖. For our system,

the matrix A has negative log norm and so C(A) ≤ 1.
Furthermore, since M ∼ ω/ν, the addition of collisions

does not change the O(
√
N) scaling of ‖A‖ as long as

ν � k. To see this, we can approximate ω by choosing
M = 2 and solving for the dispersion relation, giving us

ω =

√
1 + α

2
k. (32)

Typically, α = O(1), so ω ∼ k. To maintain the O(
√
N)

scaling of ‖A‖, we demand that the off-diagonal terms
of Eq. (27) dominate the diagonal terms, yielding the
following constraint:

ν
√
M � k. (33)

Knowing that M ∼ ω/ν ∼ k/ν, we obtain ν � k. This
is satisfied in most plasmas of interest because ν, which
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is normalized by the plasma frequency ωp, is very small
compared to k, which is normalized by Debye length λD.
Thus, even in the presence of collisions, we can still ob-
tain a quadratic speedup in system size. However, the
time dependence of the algorithm suffers. This is because
collisions cause the norm of the solution to decay ex-
ponentially, meaning that for large T , ‖gk(0)‖/‖gk(T )‖
scales as eO(ν)T . To obtain gk(T ) efficiently, we can re-
strict the simulation time, which we will discuss in Sec-
tion III C.

C. Oracle Representation, State Preparation, and
Output

The Hamiltonian simulation and quantum ODE
solvers require access to the system matrix A through
an oracle OA. The oracle has the following action:

OA|i, j, 0〉 = |i, j, Aij〉, (34)

where Aij denotes the element in the i-th row and j-th
column of A. The representation of OA is as follows:

OA = (|1, 2〉〈1, 2|+ |2, 1〉〈2, 1|)⊗

∣∣∣∣∣−ik
√

1 + α

2

〉
〈0|

+

M∑
l=2

|l, l + 1〉〈l, l + 1| ⊗

∣∣∣∣∣−ik
√
l

2

〉
〈0|

+

M+1∑
l=3

|l, l − 1〉〈l, l − 1| ⊗

∣∣∣∣∣−ik
√
l − 1

2

〉
〈0|

+

M+1∑
l=3

|l, l〉〈l, l| ⊗ |(l − 1)ν〉〈0|.

(35)
This oracle can be block-encoded using the methods
in [49].

The initial condition for the Hermite system is given
by Eq. (29). This is trivial to construct, and does not
add to the complexity of the algorithm.

In general, one has access to all Hermite moments in
the solution state. If one is interested only in computing
the Landau damping rate, then it suffices to measure
the zeroth Hermite moment g0,k, from which the electric
potential can be calculated

ϕk = αg0,k. (36)

To obtain the Landau damping rate, g0,k needs to be
sampled at various times. To obtain g0,k at a particu-
lar time, amplitude estimation can be used [50]. This
requires O(1/δ) repetitions of the algorithm to calculate
g0,k to absolute precision δ. Once the amplitude is ob-
tained, the algorithm must be repeated for the other sam-
ple times. Doing amplitude estimation efficiently at all
times is contingent upon the electric potential decaying
slowly. Furthermore, in the collisional case, the simula-
tion time must be limited due to the solution norm de-
caying as e−O(ν)t. In general, one is interested in kinetic

effects, which are captured when ν � γ. This means that
the collisions are occurring on a timescale which is longer
than the timescales of interest (Landau damping, in this
case). Thus, by choosing T ∼ 1/γ, we can ensure that we
recover the Landau damping rate accurately without the
decay of both the solution norm and the electric potential
hindering the performance.

These repetitions required for extracting the Landau
damping rate increase the complexity of the quantum al-
gorithm with respect to error. Efficient Hamiltonian sim-
ulation algorithms to prepare the solution state scale as
O(log(1/ε)), but extracting a classical parameter (such
as the Landau damping rate) by using amplitude esti-
mation – assuming that δ ∼ ε – turns this scaling into
O(1/ε).

IV. ERROR ANALYSIS

A. Statement of the Problem

Given a precision ε, we would like to determine the
system size N required to obtain g0,k from Eq. (25), as
well as the system size Nv required to obtain Ek from
Eqs. (14-15). In the former case, the input parameters
are the simulation time T [51], the Fourier coefficient k0
for the initial condition, the collision frequency ν, and
physics parameter α. For the ESP system, in addition to
T and k0, the velocity grid truncation value vmax is re-
quired (their algorithm only solves the collisionless case,
ν = 0).

B. The Hermite System

The error analysis for the Hermite system is non-
trivial and depends on the function that is being Hermite-
expanded. Typically, for the types of functions involved

in this problem (decaying as e−v
2

), the convergence of
the Hermite series is super-exponential [52, 53]. That is,

ε = O
(
e−βM

)
, (37)

where β = β(k, T ).
Since an exact analytical solution to Eqs. (11-12) is not

known, for the purpose of the error analysis we analyze
the case α = 0 (as done in other works, e.g. [42, 43]),
which corresponds to the free-streaming equation

∂gk
∂t

+ ikvgk = 0, (38)

with initial condition

gk(v, 0) = e−v
2

, (39)

whose exact solution is

gk(v, t) = e−ikvt−v
2

. (40)
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The Hermite coefficients of this solution which solve
Eq. (25) are given by

gm,k(t) =
e−k

2t2/4(−ikt)m√
2mm!

. (41)

The factorial in the denominator scales as O(em logm)
and results in a super-exponential convergence as m in-
creases. Fig. 4 plots the convergence of the Hermite series
for the zeroth moment g0,k. An ODE solver is used to
solve Eq. (25) and the solution is compared with Eq. (41)
to obtain the relative error. The figure shows the pre-
dicted convergence.

FIG. 4. The relative error ε as a function of the number of
Hermite moments M . The blue solid line is the error obtained
from solving Eq. (25) using an ODE solver with α = ν = 0,
k = 2, and T = 2.5, and the dashed orange line is an e−2M

scaling.

This exponential convergence can also be demon-
strated in the collisional case. Indeed, as shown in
Ref. [46], seeking a steady-state solution to Eq. (24) with
m� 1 results in a Hermite spectrum given by

|gm| = O

(
1

m1/4
exp

[
−1

2

(
m

mc

)3/2
])

, (42)

where mc corresponds to the collisional cutoff (a func-
tion of the collision frequency and other physical inputs
of the problem). While the convergence is polynomial
with 1/m for small values of m, it becomes exponential
asymptotically for larger values of m.

The fast convergence means that the system size N =
M + 1 scales logarithmically with the error:

N = O (log(1/ε)) . (43)

C. The ESP System

Here we will briefly overview the approach of ESP [34]
and perform an error analysis. The reader is referred to

their paper for further details.
Instead of using the Poisson equation, as we do in

our formulation, ESP couple the linear (collisionless)
Vlasov equation to Ampère’s law, as in Eqs. (14-15) with
C[gk] = 0. They then restrict velocity space to the do-
main [−vmax, vmax], where vmax is an input parameter,
and approximate the integral in Eq. (15) using a Rie-
mann sum on a velocity grid of Nv points. This, along
with variable transformations, allows them to write the
system as a Schrödinger-type equation,

dψk
dt

= −iHψk, (44)

where ψk stores the (Fourier-transformed) distribution
function in velocity space, as well as the amplitude of
the electric field.

The error in the amplitude of the electric field origi-
nating from Eq. (15) is given by

ε = O
(
e−v

2
max +

2L1v
2
max

Nv

)
, (45)

where L1 = maxv∈[−vmax,vmax] |dgk/dv|. The first term
corresponds to the domain truncation error [53], and the
second corresponds to the Riemann sum error [54]. Be-
cause L1 is dependent on the amount of structure present
in the perturbed distribution function, we can conclude
that L1 = L1(k, T ) (as per the discussion in Section II B).
As an example, Fig. 5 is a convergence plot for approx-

imating
∫∞
−∞ e−v

2

dv as a domain-truncated Riemann
sum, showing convergence of the error with respect toNv.
The Gaussian function is specifically chosen for the error
analysis because gk decays as a Gaussian as |v| → ∞. We
can see the total error [55] and the Riemann sum error,
and we observe that the latter converges as N−1v , as pre-
dicted. The saturation of the total error as Nv increases
is due to the domain truncation error (the difference be-
tween the blue and orange lines).

For simplicity, let us take the domain truncation error
and the Riemann sum error to be of the same order:

e−v
2
max ∼ 2L1v

2
max

Nv
∼ ε. (46)

Then, to achieve a precision ε, we have the following ex-
pression for Nv:

Nv = O
(

log(1/ε)

ε

)
. (47)

Thus, the ESP system size Nv scales polynomially with
1/ε.

D. Comparison

Comparing Eqs. (43) and (47), we see that the Hermite
system can achieve the same precision ε with an exponen-
tially smaller system size N compared to the ESP system.
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FIG. 5. The relative error in integrating
∫∞
−∞ e

−v2 dv as a
function of the number of velocity space grid points Nv with
vmax = 3. The blue solid line is the total error, as shown
in Eq. (45), the dash-dotted orange line is the Riemann sum
error, as shown by the second term on the right-hand-side of
Eq. (45), and the dashed yellow line is an N−1

v scaling.

This means that a classical ODE solver – whose complex-
ity scales as O(N) – implementing the Hermite system
has the same performance as the quantum algorithm of
ESP.

While we have excluded the dependence of the system
size on the simulation time T in the error analysis, we
note that this dependence is different for the Hermite and
ESP representations. Inspecting Eq. (40), we find that
structures develop from the exp(−ikTv) term, meaning
that the ESP representation would need Nv ∼ kT grid
points to resolve such structures. On the other hand,
from Eq. (41) we find that the peak of |gM,k(T )| occurs
when M = (kT )2/2; this sets the minimum resolution
required to capture the physics. Thus, in the long sim-
ulation time limit, the ESP system size has better de-
pendence on T . However, this does not affect the results
of this paper as long as ε is not held fixed. This is be-
cause the ESP system size’s dependence on T and ε goes
as Nv ∼ T log(1/ε)/ε, whereas for the Hermite system
size the dependence is N ∼ T 2 log(1/ε). Thus, we still
have N = O(logNv), so the Hermite system size remains
exponentially smaller than the ESP system size. It is im-
portant to note that the system size’s dependence on T
exists only in the collisionless case. Upon adding colli-
sions, the number of Hermite moments required to cap-
ture the fine structures is dictated by M & ω/ν, which
is independent of T .

V. DISCUSSION AND CONCLUSION

In this paper we have demonstrated two main results.
First, using a Hermite representation of velocity space,
we can obtain a system that is exponentially smaller than

the one obtained via finite-difference discretization, as
proposed in the work of ESP [34], for the same error
ε. This implies that a classical implementation of the
Hermite approach will have similar performance to that
of ESP’s quantum algorithm. Second, a quantum algo-
rithm for the Hermite formulation can yield a quadratic
speedup compared to classical algorithms that solve the
same system of equations. An exponential speedup, how-
ever, does not seem possible with currently known meth-
ods due to the large norm of the matrices involved. Table
I summarizes the complexities of the algorithms discussed
in this paper.

Gate Complexity
Representation Classical Quantum

ESP [34] O(Nv/ε
θ) O(polylog(Nv)/ε)

Hermite O(N/εθ) O(
√
N log(N)/ε)

TABLE I. Gate complexities of the algorithms to estimate
Landau damping discussed in this paper. Here N is the Her-
mite system size, Nv is the ESP system size, ε is the absolute
error in amplitude estimation, and θ ≤ 1 is the order of the
classical ODE solver, with smaller values corresponding to
higher-order solvers. Note that N = O(log(Nv)), so the clas-
sical Hermite algorithm matches the performance of the ESP
quantum algorithm. The simulation time T is a constant and
is omitted from the complexity analysis.

The problem analyzed in this paper is somewhat nu-
anced in that system size is conflated with the compu-
tation error. This is because the resolution required in
velocity (or Hermite) space is strictly a function only of
the error one wishes to achieve in the computation of
the Landau damping rate (physically, running the com-
putation for longer times so that a longer-in-time decay
stage is obtained leads to more phase-mixing and thus
finer-scale structure in velocity space — or, correspond-
ingly, structure at higher Hermite moments). However,
this only applies when the minimum resolution required
to capture the relevant physics is achieved (e.g., for the
collisional case, M & ω/ν). Similarly, in more general
problems in plasma physics, there are minimal require-
ments imposed on velocity- and position-space grid sizes,
set by the need to resolve specific physics processes (for
example, one typically wishes to simulate a system of a
given size, L, but is forced to resolve kinetic-scale physics
happening at scales below, say, the ion Larmor radius, ρi.
Frequently, L/ρi � 1, implying, therefore, a very large
number of grid points in position space before one can
even consider the error convergence with respect to sys-
tem size. A comparable situation in velocity space is one
where there is a super-thermal particle population, in ad-
dition to a Maxwellian bulk). Therefore, the scaling with
system size of quantum algorithms for plasma problems
is of intrinsic interest.

Our results also highlight the challenge of applying cur-
rently existing quantum algorithms to real-world prob-
lems. In applying quantum algorithms for Hamiltonian
simulation or differential equation solvers to the Vlasov
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equation, we encounter matrix norms that scale as the
square-root of the system size. In addition, extracting
classical information such as the Landau damping pa-
rameter increases the complexity from O (log(1/ε)) to
O(1/ε).

We also note that it is possible to formulate the lin-
ear Vlasov equation as an eigenvalue problem and use
quantum phase estimation [56, 57] and quantum eigen-
value solvers [58–62] to determine the smallest eigen-
value for the collisionless and collisional systems, respec-
tively. However, in both cases, finding the smallest eigen-
value requires knowledge of the corresponding eigenvec-
tor. Since we don’t know the eigenvector a priori, this
approach is ineffective. Furthermore, Landau damping
cannot be captured with an eigenvalue formulation, as it
inherently requires an initial-value problem approach.

Possible extensions of this work include generalizing

the system to higher dimensions, as well as extending
the quantum algorithm to the fully nonlinear Vlasov
equation. For the latter, in the regime of weak non-
linearity, it is possible that quantum approaches such
as those proposed by Liu et al. [21] could lead to a
speedup. Whether a quantum speedup can be obtained
in a strongly nonlinear regime remains an open and
important problem.
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