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We numerically study two methods of measuring tunneling times using a quantum clock. In
the conventional method using the Larmor clock, we show that the Larmor tunneling time can be
shorter for higher tunneling barriers. In the second method, we study the probability of a spin-
flip of a particle when it is transmitted through a potential barrier including a spatially rotating
field interacting with its spin. According to the adiabatic theorem, the probability depends on the
velocity of the particle inside the barrier. It is numerically observed that the probability increases
for higher barriers, which is consistent with the result obtained by the Larmor clock. By comparing
outcomes for different initial spin states, we suggest that one of the main causes of the apparent
decrease in the tunneling time can be the filtering effect occurring at the end of the barrier.

I. INTRODUCTION

Measurement of time is often ambiguous in quantum
mechanics due to the absence of time operator [1–4]. In
particular, the problem of quantum tunneling time, i.e.,
“How long does quantum tunneling take?”, has been a
long-standing controversial issue of quantum mechanics
[5–14]. Quantum tunneling has been studied in var-
ious fields, including superconductors [15], spintronics
[16], micromaser fields [17], nuclear fusion [18], biolog-
ical or chemical processes [19, 20], composite particle dy-
namics [21–25] and relativistic quantum mechanics [26–
28]. Many attempts have been made to define tunnel-
ing times, including the phase times [5, 6], the dwell
time [29], the Larmor time [30], or by using the time-
dependent potential barrier [31], paths integrals [32] and
weak measurements [33, 34]. It has now become possi-
ble to address the problem experimentally using strong
field tunneling ionization [35] or ultracold atoms [36, 37].
One of the simplest possible methods to measure tunnel-
ing times can be to compare the difference in the time
of arrival of a wave packet with and without a tunnel-
ing barrier [12, 13]. Precise measurement by this method
requires that both the initial wave packet and the wave
packet after tunneling through a barrier have small un-
certainty in position. However, this results in large un-
certainty in momentum, making it difficult to restrict the
modes of the wave packet to have energies less than the
barrier height. It is generally known that the position
uncertainty of the wave packet should be greater than
the width of the barrier in order to simultaneously sat-
isfy the conditions that most modes in the wave packet
have energies less than the barrier height and that the

∗ fsuzuki@lanl.gov
† unruh@physics.ubc.ca

transmission probability of the particle through the bar-
rier is reasonably large. As a result, the uncertainty of
the measurement can be greater than the measured tun-
neling time by this method. Another method that has
been recently implemented by an experiment is to use
the Larmor clock [30, 36, 37]. In this method, a quantum
system such as spin is attached to a particle as a clock.
The clock then could be used to measure tunneling times
when it is made to run only within the barrier [1, 30].
It was observed that the Larmor time, interpreted as the
tunneling time, appears to become shorter as the bar-
rier height increases [36, 37]. Although many analytical
studies have been done on tunneling times, there are few
numerical calculations on the subject. In this paper, we
numerically study the use of quantum clocks for measur-
ing tunneling times. In particular, we focus on the impact
of the measurement-induced backaction and the filtering
effect of the barrier, i.e., the preferential transmission
of high momentum modes by the barrier. In addition
to the method using the Larmor clock, we introduce a
new method using the adiabatic theorem to investigate
time-of-flight and tunneling times. Comparing the two
methods may clarify the differences in behaviors caused
by the backaction and the filtering effect.

This paper is organized as follows: In Sec. II, we re-
view the measurements of time-of-flight and tunneling
times using the Larmor clock. We show that the decrease
of the Larmor time for higher barriers is observed in the
numerical simulation of the wave packet dynamics. The
numerical results obtained are similar to those observed
experimentally in [36, 37]. In Sec III, we introduce a
new method of investigating time-of-flight and tunneling
times using the adiabatic theorem. The adiabatic the-
orem [38] has been applied to a wide range of contexts
in quantum mechanics, such as quantum phase transi-
tions [39–45], geometric phase [46], quantum computa-
tions [47], chemical reactions [48] and atomic or molec-
ular collision theory [49, 50]. We consider the adiabatic
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theorem for a spin of a particle that propagates through
the region with a gradual rotation of the direction of the
field interacting with the spin. The model could be rele-
vant to electronic transport through a domain wall in a
ferromagnet [51–53] and spin transistor action [54, 55].
The high probability of a spin flip of the particle after
transmission can indicate that the particle traversed the
barrier non-adiabatically. It is observed that the par-
ticle transmitted through the higher barrier exhibits a
higher probability of a spin flip, which is consistent with
the results discussed in Sec. II. By performing numerical
simulations with different initial spin states, we explore
the relevance of the backaction and the filtering effect to
these observations. Finally, we conclude that the filtering
effect occurring at the end of the barrier can be one of
the main causes of the apparent decrease in the tunneling
time with increasing potential height (Sec. IV).

II. LARMOR CLOCK FOR TUNNELLING
TIMES

In this section, we review the measurements of time-
of-flight and tunneling times using the Larmor clock by
performing numerical simulations. The Larmor clock can
be described by the dynamics of a spin-1/2 particle whose
spin experiences Larmor precession in the region where
it interacts with the magnetic field, i.e., ∣y∣ ≤ D. The
Hamiltonian is given by

H =H0 +HSF = k̂2

2m
− ω0

2
g(y)σz (1)

where m is the mass of the particle, ω0 is the coupling
constant, σz is Pauli matrix, and g(y) = 1 for ∣y∣ ≤D and
g(y) = 0 otherwise.

We assume that the particle travels in the ŷ-direction
and its spin is initially polarized in the x̂-direction. When
the particle initially starts at y ≪ −D, the time-of-flight
in the region where ∣y∣ ≤D is measured using the Larmor
precession. On the measurement of the spin state of the
particle at y ≫D, we define

τy =
1

ω0
arctan − ⟨Sy⟩

⟨Sx⟩
, τz =

1

ω0
arctan

⟨Sz⟩√
⟨Sx⟩2 + ⟨Sy⟩2

(2)

where ⟨Sx⟩, ⟨Sy⟩ and ⟨Sz⟩ are the expectation values of
the spin component. τy represents the time-of-flight of
the particle in the region where ∣y∣ ≤ D and τz is asso-
ciated with the measurement-induced backaction caused
by the interaction of the magnetic field with the spin of
the particle.

As an example, we prepare the initial wave packet of
the particle, ∣Ψin⟩ = ψ0(y)∣s⟩ where ∣s⟩ = ∣ ↑⟩ is the spin-
up state in the x̂-direction, and

ψ0(y) =
1

(2πσ2
y)1/4

exp(−(y − y0)2
4σ2

y

+ ik0y) (3)

FIG. 1: τy with different initial velocities obtained
numerically (black circles). The solid black line
represents the analytical estimate τy = 2D/v0 for
comparison.

FIG. 2: τy, τz (upper panel), and transmission
probability (lower panel) as the function of U0/E0

obtained numerically.

with the uncertainty of position σy and k0 representing
the momentum in the ŷ-direction.

The particle is initially located at y0 = −9.5D at time
t = 0 and we choose σy/D = 1. We numerically solve
the time-dependent Schrödinger equation with H (1) us-
ing finite-difference methods to obtain the time evolution
of the wave packet. After the propagation of the parti-
cle through the region ∣y∣ ≤D, we obtain the wave packet
∣Ψout⟩ = e−iHt∣Ψin⟩. We evaluate τy from the wave packet
arriving at y >D at t = 15D/v0 with different v0 such that
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ω0/E0 ∈ [0.01,0.13] where v0 = k0/m and E0 = k20/2m.
Fig. 1 shows τy obtained by the above numerical method
(black circles). Since the expectation value of the particle
velocity is given by ⟨k⟩/m = v0, the time-of-flight of the
particle over the region ∣y∣ ≤ D is analytically estimated
as 2D/v0 (solid black line). It can be seen from the figure
that the Larmor clock makes it possible to measure time-
of-flight. However, this measurement has limitations. In
order to have a good resolution of time, a large energy
transfer between the clock and the translational motion
of the particle is necessary. This energy transfer modi-
fies the dynamics of the particle. In [1], it was estimated
that ω0 ∼ 1/∆T where ∆T is the time resolution of the
clock. Assuming ω0 ≪ E0 so that the effect of measure-
ment is small, the lower limit of the time resolution of the
clock is given by ∆T ≫ 1/E0. It has been further argued
that this lower limit imposes a limitation on the accuracy
of the measurement of the particle velocity over a dis-
tance 2D. Since v ∼ 2D/T where T is the time-of-flight,
∆v ∼ v2∆T /2D ≫ 1/2Dm or ∆k ≫ 1/2D. Therefore
only measurements on the particle with k0 ≫ 1/2D can
have reasonable accuracy. These are inherent limitations
of time-of-flight measurements through quantum clock.
Nevertheless, the Larmor clock is commonly used to in-
vestigate tunneling times. In the following, we discuss
the results which can be obtained when the tunneling
time is measured using the Larmor clock despite these
limitations.

In order to study the quantum tunneling problem, we
introduce the potential barrier:

H = k̂2

2m
− ω0

2
g(y)σz +U(y) (4)

where U(y) is the rectangular potential barrier such that
U(y) = U0 for ∣y∣ ≤D and U(y) = 0 otherwise.

We prepare the wave packet ∣Ψin⟩ as above with
y0 = −50D and ∣s⟩ = ∣ ↑⟩. We choose σy/D = 10 and
ω0/E0 = 0.1. As in the previous case, the wave packet
propagates through the region ∣y∣ ≤ D. τy and τz are
measured from the wave packet arriving at y > D at
t = 120D/v0. Fig. 2 shows τy, τz (upper panel), and
transmission probability of the particle through the bar-
rier (lower panel) as the function of U0/E0 obtained nu-
merically. Since the velocity inside the barrier can be ap-

proximated by v′ ∼
√

2m(E0 −U0)/m when U0/E0 ≪ 1,
it can be seen that τz ∼ 2D/v′ increases with U0/E0 in
the regime. However, as U0 approaches E0 and exceeds
it, τy starts to decrease. On the other hand, τz gen-
erally tends to increase with U0/E0. It was confirmed
that the expectation value of the kinetic energy ⟨E⟩ for
the wave packet arriving at y > D gives ⟨E⟩ < U0 when
U0/E0 > 1. Therefore, most modes of the transmitted
wave packet have experienced the tunneling effect in the
regime. Similar results were obtained in the experiment
attempting to measure the tunneling time using the Lar-
mor clock [36, 37]. The decrease of τy in the tunneling
regime was interpreted as the tunneling taking less time
for higher barriers. In the next section, we introduce an

alternative method to investigate time-of-flight and tun-
neling times using the adiabatic theorem and explore the
possible causes of these results.

III. ADIABATIC THEOREM FOR
TUNNELLING TIMES

In the previous section, the backaction τz results in
different transmission probabilities for spin-up and spin-
down states in the ẑ-direction, while the initial spin state
is prepared in the spin-up state in the x̂-direction. In this
section, we introduce a new method to investigate time-
of-flight and tunneling times using the adiabatic theorem
where the initial spin state can be set to the spin-up or
spin-down state in the x̂-direction, and the spin-field in-
teraction causes different transmission probabilities for
these spin states in the x̂-direction as well. For this rea-
son, the following method may clarify the relationship
between outcomes of tunneling time measurements and
measurement-induced backaction.

We consider the Hamiltonian for the spin-1/2 parti-
cle whose spin is interacting with the spatially rotating
field1:

H =H0 +HSF = k̂2

2m
+ ω0

2
f⃗ ⋅ σ⃗ (5)

where f⃗ represents the direction of the field, and σ⃗ =
(σx, σy, σz) are the Pauli matrices. We assume that the
particle travels in the ŷ-direction.

We choose

f⃗ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

− sin πy
2D

x̂ + cos πy
2D

ŷ, for ∣y∣ <D
−sgn(y)x̂, for D ≤ ∣y∣ ≤ L
0⃗, for ∣y∣ > L

(6)

where L ≥D.
In this choice, the field rotates in the x−y plane. How-

ever, the following arguments are equally applicable to
other choices (e.g., the rotation of the field in the x − z
plane). We have

HSF =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ω0

2
( 0 −i exp(−i πy

2D
)

i exp (i πy
2D

) 0
) , for ∣y∣ <D

−ω0

2
( 0 sgn(y)

sgn(y) 0
) , for D ≤ ∣y∣ ≤ L

02×2, for ∣y∣ > L

.

(7)

It is assumed that f⃗ = 0⃗ when ∣y∣ > L. However, the
discussions below also apply to the case where the uni-
form field f⃗ = −sgn(y)x̂ exists for ∣y∣ > L. The particle

1 The situation relevant to our toy model could be a conduction
electron locally exchange coupled to electrons in a fixed config-
uration responsible for the magnetization of domains (separated
by a domain wall).
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FIG. 3: The probability of a spin flip P obtained
numerically. The initial spin state is prepared in ∣ ↑⟩
(blue circles) and ∣ ↓⟩ (red crosses) respectively. The
solid grey line is given by the analytical expression Eq.
(8) for comparison.

FIG. 4: A model used for investigating quantum
tunneling dynamics using the adiabatic theorem. The
particle propagates through the potential barrier
including the spatially rotating field.

initially starts at y ≪ −L with the spin-up or spin-down
state along the field at y = −D. Its initial wave packet is
given by (3) as before. We calculate the probability of a
spin flip after the propagation through the region ∣y∣ ≤D.
If the particle propagates such that ⟨y(t)⟩ = v0t where
v0 = k0/m, HSF (y(t)) appears as the time-dependent
Hamiltonian with the field rotating at the angular veloc-
ity ω(v0) = πv0/2D from the point of view of the spin
degrees of freedom. Therefore the approximate time-
dependent Schrödinger equation for a spin state χ(t),
ih̵ ∂
∂t
χ(t) ≈ HSF (t)χ(t) gives the familiar problem of a

particle with a spin in the rotating field, and the proba-
bility of a spin flip can be calculated as [56]

P =
⎡⎢⎢⎢⎣

1√
1 + (ω0/ω(v0))2

sin(π
2

√
1 + (ω0/ω(v0))2)

⎤⎥⎥⎥⎦

2

.

(8)

This indicates that the adiabaticity is maintained when
the velocity is small and the rotation of the field is slow
in the perspective of the spin state so that the spin can
track the reorientation of the field. In other words, P → 0

when τD ≫ τ0 where τD = 1/ω(v0) is the characteristic
time for a change in HSF and τ0 = 1/ω0.

In the following, we choose σy/D = 1 and L/D =
2. The particle is initially located at y0 = −9.5D at
time t = 0. We numerically solve the time-dependent
Schrödinger equation with H (5). After the propaga-
tion of the particle through the region ∣y∣ ≤D, we obtain
the wave packet ∣Ψout⟩ = e−iHt∣Ψin⟩ = ∑s=↑,↓ ψs(y)∣s⟩.
We evaluate the probability of a spin flip at t =
15D/v0 by normalizing the wave packet at y ≥ D, i.e.,
P = ∫

∞

D ψ∗s (y)ψs(y)dy/∑s′=↑,↓ ∫
∞

D ψs′(y)∗ψs′(y)dy where
s =↓ or ↑ when the initial spin state starts with ∣ ↑⟩ and
∣ ↓⟩ respectively. This is the probability for finding the
spin state ∣ ↓⟩ or ∣ ↑⟩ along the direction of the field at
y = D when the state is initially prepared in ∣ ↑⟩ or ∣ ↓⟩
respectively along the direction of the field at y = −D
before the propagation.

By repeating the above numerical computations with
different v0 so that ω0/E0 ∈ [0.01,6.2] where E0 = k20/2m,
we obtain the result in Fig. 3. When ω(v0)/ω0 ≳ 1, it
can be seen that the result agrees well with the analytical
plot from Eq. (8) represented by the solid grey line. This
confirms that, in the regime of the weak field, the prob-
ability of a spin flip for the particle propagating through
the spatially rotating field can be estimated by the adi-
abatic theorem where the nonadiabaticity is determined
by the velocity of the particle v0. On the other hand,
the strong field modifies the dynamics of the particle sig-
nificantly. As a result, the time evolution of the particle
becomes different depending on the initial spin state, and
the numerical result deviates from the analytical estimate
(8) when ω(v0)/ω0 < 1.

In this model, the spin interacting with the field
can measure time-of-flight T ∼ πτD by observing the
velocity of the particle. However, we have P → 0
and P → 1 when τD ≫ τ0 and τD ≪ τ0 respectively.
Therefore, for a reasonable resolution of time, it is
necessary to have T ∼ τ0. This indicates that the
energy transfer between the spin and the translational
motion of the particle should be large when T is small.
Since the uncertainty of the momentum of the particle
becomes ∆k ∼ ω0/v0 ∼ 1/2D by the energy transfer, only
measurements on the particle with k0 ≫ 1/2D would
have reasonable accuracy. Therefore, this method also
cannot avoid the inherent limitations, similar to the
previous method using the Larmor clock. However,
in this method, both time-of-flight measurement and
backaction occur to the spin-up and spin-down states in
the x̂-direction, which may clarify the relation between
the two more directly. By comparing outcomes for
different initial spin states, we investigate the effect of
the backaction when the method is applied to the study
of tunneling times.

Let us consider the situation where there exists the
potential barrier in addition to the field (Fig. 4). The
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FIG. 5: The probability of a spin flip P (left) and transmission probability (right) as the function of U0/E0 obtained
numerically. The initial spin state is prepared in ∣ ↑⟩ (navy squares) and ∣ ↓⟩ (pink triangles) respectively.
ω0/E0 = 0.1 (upper panel) and ω0/E0 = 0.5 (lower panel).

Hamiltonian can be written as

H = k̂2

2m
+ ω0

2
f⃗ ⋅ σ⃗ +U(y) (9)

where we introduce the rectangular potential barrier such
that U(y) = U0 for ∣y∣ ≤ L and U(y) = 0 otherwise.

When E0 > U0 ± ω0/2, it is known that the velocity
inside the barrier can be approximated by v′ ∼ k↑,↓/m =√

2m(E0 −U0 ∓ ω0/2)/m where k↑ and k↓ correspond to
the momentum of the particle with spin-up state and
spin-down state respectively. However, k↑,↓ inside the
barrier in the tunneling regime E0 < U0 ± ω0/2 is imag-
inary. We use this model to study the nonadiabatic-
ity of the propagation of the particle in the tunneling
regime. Fig. 5 shows the probability of a spin flip
P of the transmitted wave packet after the propaga-
tion through the potential barrier (left) and transmission
probability of the particle through the barrier (right) ob-
tained numerically using the Hamiltonian (9) and the
initial wave packet ∣Ψin⟩ = ψ0(y)∣s⟩ (3) with ∣s⟩ = ∣ ↑⟩
(navy squares) or with ∣s⟩ = ∣ ↓⟩ (pink triangles). Here
P = ∫

∞

L ψ∗s (y)ψs(y)dy/∑s′=↑,↓ ∫
∞

L ψs′(y)∗ψs′(y)dy with

∣Ψout⟩ = e−iHt∣Ψin⟩ = ∑s=↑,↓ ψs(y)∣s⟩ and P is plotted as
the function of U0/E0. We chose σy/D = 10, L/D = 1,
and ω0/E0 = 0.1 in the upper panels and ω0/E0 = 0.5
in the lower panels respectively. It was confirmed that
the expectation value of the kinetic energy ⟨E⟩ for the
wave packet arriving at y > L gives ⟨E⟩ < U0 ± ω0/2
(for ∣s⟩ = ∣ ↑⟩ and ∣ ↓⟩ respectively) when U0/E0 > 1
with ω0/E0 = 0.1, while the condition is satisfied when
U0/E > 1 for ∣s⟩ = ∣ ↑⟩ and U0/E0 > 1.27 for ∣s⟩ = ∣ ↓⟩

with ω0/E0 = 0.5. This indicates that most modes of
the transmitted wave packet have undergone a tunneling
process in these regimes. When L and D are large and
the interaction time between the field and the spin can
be long, it is possible to measure the nonadiabaticity of
the propagation with a small ω0. However, the tunneling
probability becomes extremely low in the situation. In
order to obtain a reasonably high tunneling probability,
the length of the barrier 2L should be around 1/κ where

κ =
√

2m(U0 −E0). With this length, an appropriate
resolution for the measurement can be obtained with ω0

which causes the momentum transfer ∆k ∼ 1/2D ≥ κ. In
other words, the energy transfer ∆E ≥ κ2/2m is neces-
sary. Comparing the upper and lower left panel for the
probability of a spin flip, it can be seen that P is more
dependent on U0/E0 in the lower panel. This makes it
appear that the case of the lower panel allows a more
precise determination of the nonadiabaticity of the prop-
agation. However, a large ω0 has a great effect on the
dynamics of the particle instead and can alter it signif-
icantly. This can be confirmed by the larger difference
in the transmission probability depending on the initial
spin state in the lower right panel. Since the transmission
probability of the spin-down state is higher than that of
the spin-up state, P is higher when the initial spin state
is prepared in the spin-up state ∣s⟩ = ∣ ↑⟩, as can be seen
in the left panels. The difference in P at each U0/E0 be-
tween the initial state ∣s⟩ = ∣ ↑⟩ and ∣ ↓⟩ is approximately
the same as the difference in the transmission probability
between these states at each U0/E0. This suggests that
the backaction is mainly responsible for this difference
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FIG. 6: Wave packet propagating through the barrier
and examples of modes inside the barrier. The energies
of the modes are lower than the barrier height for the
dashed purple line and the thick red line, and they are
higher than the barrier height for the dotted black line
and the solid blue line. The dynamics of the wave
packet inside the barrier is generally given by the sum
of these modes.

by causing spin-dependent transmissions. In both the
upper and lower panels, P decreases as U0/E0 increases
when U0/E0 is sufficiently smaller than 1 since the veloc-
ity of the particle decreases inside the potential barrier.
However, as U0 approaches E0 and exceeds it to enter
the tunneling regime (U0/E0 ≳ 1), P starts to increase
again. Remarkably, this behavior can be seen in both
initial spin states ∣ ↑⟩ and ∣ ↓⟩. This indicates that the
behavior can be attributed to the filtering effect rather
than the spin dependence of the transmission probability
due to the backaction. It may be understood as follows.
The study of tunneling dynamics generally requires the
initial preparation of a spatially localized wave packet
rather than a single plane wave, since the latter extends
all over space and the question of tunneling times for
the wave is obscure. Due to the spatial localization of
the wave packet and the energy transfer from a spin, the
wave packet is broadened in momentum space. Conse-
quently, few modes with energies higher than the barrier
height can exist even when U0/E0 > 1 and the expecta-
tion value of the kinetic energy ⟨E⟩ < U0 ± ω0/2 for the
transmitted wave packet. The constructive interference
between these modes and the modes with energies lower
than the barrier height form the wave packet propagating
through the barrier from left to right. When the wave
packet arrives at the right end of the barrier and is trans-
mitted out of the barrier, some modes get reflected at
the boundary of the barrier. As the energy of the barrier
increases, the higher energy modes are selectively trans-
mitted at the boundary. Therefore, the parts of the wave
packet which propagated non-adiabatically are preferen-
tially transmitted, and it appears that the probability of
a spin-flip increases with the height of the barrier.

IV. CONCLUSION

To conclude, we numerically investigated the use of
quantum clock for measuring time-of-flight and tunnel-
ing times. In particular, our study focused on the in-
fluence of the measurement-induced backaction and the

filtering effect on outcomes. We performed numerical
simulations of measurements using the Larmor clock and
the adiabatic theorem, respectively. It was observed that
the Larmor tunneling time is shorter and the nonadia-
batic transition probability of spin is larger for higher
barriers. These results are consistent with each other
and with recent experimental result in [36, 37]. Concerns
about measuring time-of-flight and tunneling times with
a quantum clock have been the backaction due to the
unavoidable energy transfer from a spin. Its strength is
approximately equal to the inverse of the time resolu-
tion of the clock [1]. Its effects are mainly recorded in τz
for the Larmor clock. In the case of the method using
the adiabatic theorem, they give rise to the spin depen-
dence of the nonadiabatic transition probability P and
the transmission probability. We showed that P is al-
ways higher for the spin-up state than for the spin-down
state due to the effects. Interestingly, it was observed
that P increases with the height of the barrier in the
tunneling regime for both initial states. This suggests
that the shorter Larmor tunneling time and the larger
P for higher barriers can be caused by the filtering ef-
fect. In the rectangular barrier, the filtering effect occurs
at both the left and right edges. The high momentum
modes are preferentially transmitted while low momen-
tum modes are largely reflected as the wave packet enters
and exits the barrier. One of the ambiguities in the tun-
neling time problem is that the study of time-dependent
tunneling dynamics generally requires the preparation of
the spatially localized wave packet. This localization, to-
gether with the energy transfer from a spin, broadens the
wave packet in momentum space. Therefore, rather than
a single plane wave, it becomes important to investigate
the time-dependent behavior of the constructive inter-
ference of modes within the wave packet. In particular,
even if the wave packet consists mostly of modes with
energies lower than the barrier height, there may exist
few modes with energies higher than the barrier height
for the reasons above. The dynamics of the wave packet
inside the barrier composed of these two types of modes
is complex (Fig. 6). It can be expected that the wave
packet traverses the barrier from left to right. Then the
faster propagated parts can be preferentially transmitted
when exiting the barrier from the right end, resulting in
the short Larmor tunneling time or large P. Note that
the filtering effect at the right end of the barrier becomes
pronounced when the barrier height approaches the en-
ergy of the particle and exceeds it to enter the tunneling
regime. Since the transmitted wave packet can still con-
sist mostly of modes with energies less than the barrier
height, the expectation value of its energy can be less
than the barrier height. The question remains how small
the proportion of the modes with energies higher than
the barrier height should be so that the dynamics of the
wave packet can still be called quantum tunneling. Real-
istically, however, modes with energies lower and higher
than the barrier height often coexist inside the barrier.
Therefore the study of the dynamics given by their sum
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may provide insight into tunneling time problems. In
this paper, we numerically investigated two methods for
measuring tunneling times using a quantum clock. Each
method of measuring tunneling times has its inherent
limitations. However, our study suggests that a com-
parison of outcomes from each method may clarify the
origins of the behaviors observed and provide a deeper
understanding of tunneling dynamics and measurements
of it.
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