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Variational quantum algorithms are a class of techniques intended to be used on near-term quan-
tum computers. The goal of these algorithms is to perform large quantum computations by breaking
the problem down into a large number of shallow quantum circuits, complemented by classical op-
timization and feedback between each circuit execution. One path for improving the performance
of these algorithms is to enhance the classical optimization technique. Given the relative ease and
abundance of classical computing resources, there is ample opportunity to do so. In this work,
we introduce the idea of learning surrogate models for variational circuits using few experimental
measurements, and then performing parameter optimization using these models as opposed to the
original data. We demonstrate this idea using a surrogate model based on kernel approximations,
through which we reconstruct local patches of variational cost functions using batches of noisy
quantum circuit results. Through application to the quantum approximate optimization algorithm
and preparation of ground states for molecules, we demonstrate the superiority of surrogate-based
optimization over commonly-used optimization techniques for variational algorithms.

I. INTRODUCTION

As the quality and scale of quantum information pro-
cessors (QIPs) increase, the question of whether they can
derive some advantage over conventional (classical) com-
puters, even before reaching the fault-tolerant regime, is
becoming increasingly important to the field. Hybrid al-
gorithms that utilize quantum and classical computing
are perhaps the most promising route to such an advan-
tage, and variational algorithms (VQAs) where the QIP
evaluates a parametrized cost function that is then opti-
mized by a classical computer are the prime example of
such hybrid algorithms [1, 2].

Conventional implementations of variational algo-
rithms evaluate a parametrized cost function, V (θ), usu-
ally representing a parametrized quantum circuit, and
then optimize over θ using off-the-shelf multi-parameter
optimization routines like COBYLA, SPSA, and Nelder-
Mead [3, 4]. Such an approach only minimally exploits
the structure of the underlying problem, and moreover,
only minimally utilizes the computational power of the
classical computing layer. While this approach has been
used to demonstrate variational algorithms with a hand-
ful of parameters, |θ| ≡ D ≤ 10, it is unclear how its
effectiveness and the experimental resources it requires
will scale to larger problems, where the number of varia-
tional parameters becomes hundreds or thousands.

Motivated by this, we introduce a new approach to
optimization in variational algorithms that utilizes mod-
ern statistical inference tools to reduce the experimen-
tal burden when running variational algorithms. This
in effect, moves more of the burden from the QIP to
the classical computing layer. The core of our approach
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is the construction of a surrogate model for the varia-
tional cost function from QIP experimental data, and
performing optimization with this surrogate model in-
stead of the original data. This is an established ap-
proach in optimization theory, and surrogate-based opti-
mization (SBO) has found uses in applications where the
optimization cost function is difficult to evaluate due to
paucity of data or computational expense [5]. There are
a variety of techniques for learning a surrogate model
from data, including spline-based fitting, kriging, and
neural network models [6]. In this work we demonstrate
SBO for VQAs using local kernel approximation tech-
niques. Kernel approximation is particularly useful for
building surrogate models for variational quantum cir-
cuits for several reasons: (i) the resulting models are ex-
plicitly smooth and smooth out unavoidable shot noise
in quantum circuit measurements, (ii) the models can be
learned with batches of circuit outputs, which has practi-
cal advantages for quantum computing platforms where
circuit loading incurs latency, and (iii) the models allow
numerically efficient computation of V (θ) and its deriva-
tives, thus enabling optimization by scalable gradient-
based algorithms. Intuitively, surrogate models based on
a kernel approximation can be seen as explicitly taking
advantage of the fact that the underlying variational cost
function is smooth (V (θ) ∈ C∞), and thus its value at
θ indicates its value in its neighborhood. We couple this
local surrogate model with an adaptive optimization pro-
cedure to efficiently find local optima of the variational
cost function.

There have been several recent efforts to develop
custom optimizers for VQAs, including: variations of
stochastic gradient descent that adapt the number of
experimental circuit evaluations (shots) to manage the
tradeoff between cost function and gradient estimation
quality and experimental burden [7–9], techniques based
on Bayesian optimization [10–12], and machine learning-
based optimization approaches for specific VQAs [13].

mailto:mnsarov@sandia.gov


2

Most relevant to this work is the study of Sung et
al. [14], which in the framework of SBO, developed lo-
cal quadratic models based on experimental data and
coupled this with a trust-region optimization algorithm.
Our work expands on this result by considering more gen-
eral, non-parametric surrogate models that are designed
to be valid over larger regions in parameter space, where
the quadratic model might break down. We note that
a related approach based on Gaussian process surrogate
models has recently been proposed by Mueller et al. [15].

In the following, we introduce our optimization algo-
rithm (Section II), analyze its theoretical properties and
hyperparameter choices (Section III), and present several
numerical illustrations of the approach, including com-
parisons to conventional variational optimization algo-
rithms (Section IV). Finally, we conclude with a sum-
mary and discussion of possible extensions of our ap-
proach (Section V).

II. SURROGATE-BASED OPTIMIZATION

The goal of the classical computing layer in quantum
variational algorithms is to compute

min
θ
V (θ) (1)

and, often, also the argument that attains this minimum.
Here, θ = (θ1, ...θD) ∈ [0, 2π)D are parameters that dic-
tate the variational quantum circuit ansatz for the prob-
lem, V (θ) : [0, 2π)D → R is the variational cost function,

which is related to the parametrized circuit, Û(θ), act-

ing on n qubits: V (θ) = tr[ÔÛ(θ)ρ̂0Û
†(θ)], for some

initial n-qubit state ρ̂0 and observable Ô. This quan-
tum expectation must be estimated using many measure-
ments on the circuit output. To do so, we first decompose
the observable into a sum of non-commuting operators,
Ô =

∑ν
i=1 αiôi, with [ôi, ôj ] 6= 0 for i 6= j. For all prac-

tical VQAs, ν = O(poly(n)). Then, writing the circuit

output as ρ̂(θ) ≡ Û(θ)ρ̂0Û
†(θ),

V (θ) =
ν∑
i=1

αitr(ôiρ̂(θ)) =

ν∑
i=1

αiE{Xi(θ)}, (2)

where Xi(θ) is a random variable distributed as pi(θ)
that represents the outcome of measuring ρ̂(θ) in the
eigenbasis of ôi. In practice, the expectation in the final
expression is estimated using a sample mean of a number
of shots (executions of the circuit at θ and measurements
in one of the ν bases). That is, one takes Ki measure-
ments of Xi(θ) : Xi

1(θ), ..., Xi
Ki

(θ), and approximates

E{Xi(θ)} ≈ 1
Ki

∑Ki
j=1X

i
j(θ). The total number of shots,

or circuit executions, necessary to form an estimate of
the cost function at a given parameter value,

Ṽ (θ) =

ν∑
i=1

αi

 1

Ki

Ki∑
j=1

Xi
j(θ)

 (3)

is K =
∑ν
i=1Ki.

Since V (θ) must be estimated from a finite number
of measurement results, the resulting optimization land-
scape is noisy and becomes increasingly so as the num-
ber of available measurements, K, decreases. This is the
impact of so-called quantum shot noise (the irreducible
uncertainty of quantum systems that results in indeter-
minate measurement outcomes in general) on the varia-
tional optimization problem. The poor performance of
most optimization algorithms in such noisy landscapes
places a burden on the QIP to produce as many mea-
surements as possible to increase the accuracy of this
expectation estimate, and therefore the smoothness of
Ṽ (θ). In addition to this shot noise, in present and
near-future generations of noisy intermediate scale quan-
tum (NISQ) devices [16] there are other sources of noise
coming from poor control, measurement, and isolation
(decoherence) that produce distortions of the underly-
ing probability distribution over measurement outcomes;
i.e., pi(θ) → p̃ i(θ). We do not directly address this
source of noise, although we note that several error mit-
igation techniques have been developed to address this
problem, e.g., [17–20], and they can be used in tandem
with our optimization approach to achieve some degree
of robustness to both sources of noise (shot noise and
decoherence).

We now introduce the concept of a local surrogate
model to V (θ). This is a function W : Θ → R that is
an approximation of V (θ) in a local patch, Θ ⊂ [0, 2π)D.
We demand that this surrogate model must be (i) smooth
and (ii) efficient to evaluate on a classical computer, re-
quiring no additional measurements from a QIP than
those required to construct it. In this work, we construct
such a surrogate model using a kernel approximation;
i.e.,

WΘ(θ) =

τ∑
j=1

Ṽ (θj)κ(θ,θj), (4)

where Ṽ (θj) are standard estimates of V (θ) (constructed
using K shots) at τ distinct sample points θj ∈ Θ, and
κ(·, ·) is a kernel function. Note that the subscript on
WΘ serves to remind us that the surrogate model is valid
in some local patch of parameter space, since it is formu-
lated based on data from that local patch.

The choice of κ determines most of the properties of
kernel-based surrogate models. In this work, we choose
a Gaussian kernel, κ(θ,θj) = exp(−||θ−θj ||

2
/2σ), for two

reasons. First, it is a simple kernel with only one free
parameter, σ, that can be set in a data-driven manner,
as we show below. And second, its form allows for easy
analytic evaluation of derivatives of WΘ(θ), which is a
useful property for gradient-based optimization of W (θ).

It is known that this kernel can result in a systematic
bias [21]. In the context of VQAs, this is often mani-
fest in an “offset” of the kernel-produced variational cost
function values from the experimental values. However,
given the prevalence of systematic noise in experimen-
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FIG. 1. An illustration of a local patch of (a) a true objective function V (θ) with dimension D = 2 where θ = (θ1, θ2),

(b) interpolated samples Ṽ (θ) using K = 100 shots at each of the τ = 20 sample points, and (c) surrogate function W (θ)
constructed using a Gaussian kernel κ(θ,θj) = exp(−||θ−θj ||2/2σ).

tal measurements on current quantum hardware, there
is frequently no gain to be made from expending com-
putational resources to get the true experimental surface
because it is offset already, and only relative magnitudes
matter for optimization. Moreover, in applications where
the goal is finding the parameter argument of the mini-
mal objective function, the offset is irrelevant. Finally, in
applications where the minimal variational cost function
value is desired, it is often possible to fix the offset, both
from experimental noise and the kernel, by appealing to
special cases when the parameter values simplify the ob-
jective function to known values, and shifting the offset
of the full surface accordingly.

Fig. 1 provides an illustration of a true objective func-
tion V (θ), interpolated samples Ṽ (θj), and surrogate
function WΘ(θ) constructed using a Gaussian kernel.

A. Adaptive optimization

As described above, the kernel-based surrogate model
is learned over a local patch Θ. In order to find a local
optimum of V (θ), we couple this construction with an
adaptive optimization procedure that we describe in this
section.

We begin with an initial seed for the variational pa-
rameters, θ(0), and define a local patch around it as a D-

dimensional hypercube of length `: Θ(0) = ∪Dm=1[θ
(0)
m −

/̀2, θ
(0)
m + /̀2]. Then we randomly sample τ points in

this patch, execute variational circuits defined by each
of those sample points, and use the resulting data to
form estimates Ṽ (θ1), ..., Ṽ (θτ ). We assume for simplic-

ity that each of the estimates Ṽ (θj) is formed using K
shots, i.e., K does not depend on j, although this is not
an essential assumption. The τ samples of θj are sam-

pled sparsely in Θ(0); to achieve this in practice, we use
Latin hypercube sampling over Θ(0) to choose each θj .
The number of samples τ and the patch “size” ` are im-
portant parameters; we develop heuristics for choosing
their values and study their scaling with n and D in Sec-
tion III (and also in Appendix A). The estimates Ṽ (θj)

are then used to formulate a surrogate model WΘ(0) for
V (θ) on the patch Θ(0), as defined in Eq. (4).

GivenWΘ(0)(θ), we perform optimization over this (ex-
plicitly smooth) function over the local domain Θ(0). We
do not specify the method to use for this optimization.
However, given a smooth objective and easily computable
gradients, gradient-based optimizers that incorporate pa-
rameter constraints (since the optimization should only
be over Θ(0)) are well-suited for this task. In practice, it
may be helpful to optimize over a slightly smaller domain
to avoid edge effects in the kernel approximation; i.e.,

min
θ∈Θ

(0)
ε

WΘ(0)(θ), (5)

with Θ
(0)
ε = ∪Dm=1[θ

(0)
m − (`−ε)/2, θ

(0)
m + (`−ε)/2]. The argu-

ment that achieves the above minimum defines the center
of the next patch, θ(1), and this process is repeated.

We refer to the process above as one iteration of the
optimization run. Each iteration thus requires Kτ shots.
We perform a fixed number of iterations M , giving a total
of KτM shots in a full optimization run. To assist in the
convergence of the optimization run, we linearly increase
ε from some initial (small) value εi in the first iteration
to a value near ` in the final iteration.

If the minimum θ(i+1) found after iteration i falls
within the interior of the current patch Θ(i), i.e., if

θ(i+1) ∈ Θ
(i)
εint for some small εint ∼ /̀20 which excludes

the boundary of the patch, then we add the minimum
θ(i+1) to a list of local minima Θminima. After complet-
ing M iterations, we calculate the final estimated opti-
mum θopt by taking the coordinate-wise mean of all of
the elements of Θminima that fall within a distance `− εf
(for εf ∼ /̀2) of the minimum θ(M) found in the final

iteration; i.e., for Θ
(M)
εf ,minima = Θminima ∩Θ

(M)
εf ,

θopt =
1∣∣∣Θ(M)

εf ,minima

∣∣∣
∑

θ∈Θ
(M)
εf ,minima

θ. (6)

Fig. 2 provides a graphical description of the surrogate-
based adaptive optimization approach described above.
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FIG. 2. A graphical description of the adaptive surrogate-
based optimization procedure on a two-dimensional objective
function surface parameterized by θ = (θ1, θ2), showing snap-
shots of an optimization run during the first iteration (upper
left), after the first iteration (upper right), after the fourth
iteration (lower left), and at the completion of the run after
M = 10 iterations (lower right). The larger, connected points

mark the patch centers θ(i) of each iteration, with the red
point indicating the center of the most recent patch. The
smaller, unconnected points mark the locations of the τ = 8
samples taken during each iteration. The solid black rect-
angles mark the boundaries of the sampling region Θ(i) for
each iteration, where each side has fixed length ` = 0.2. The
dashed red rectangles mark the boundaries of the optimiza-

tion region Θ
(i)
ε for each iteration, where ε is linearly increased

from 0 to ` = 0.2 over the course of the optimization run. The
green point in the final plot (lower right) marks the final es-
timated optimum θopt.

We note that the optimization approach is decoupled
from the surrogate model. Although we have found that
the adaptive optimization detailed above is effective, it is
by no means unique or optimal. It is possible to modify
it or even replace it with another approach while keep-
ing the surrogate model idea intact. In particular, it
is likely advantageous to incorporate a memory element
that inclues information from previous patches into the
decisions made at the current patch – this is a promising
area for future study.

III. CONVERGENCE AND
HYPERPARAMETER CHOICES

In this section we discuss practical considerations for
choosing various hyperparameters of SBO and the adap-
tive optimization technique described in Section II.

Optimization adjustments εi, εint, εf . These parame-
ters are used primarily to avoid boundary effects near the
edges of each patch region, since during each iteration we

sample from only the interior of the patch. In this work,
we have used εi = 0, εint = /̀20, and εf = /̀2 with good
results.

Measurement shots per measurement basis per sample
point, K. The choice of K will be primarily driven by
experimental considerations. Larger K is always better
since it will reduce shot noise and therefore improve the
accuracy of the surrogate model, and in turn the perfor-
mance of the optimization, but at the cost of increased
experimental demands (especially run time). As we shall
demonstrate in the next section, one of the advantages of
constructing a surrogate model is an increased robustness
of optimization performance to shot noise, and thus SBO
can alleviate the experimental burden without sacrificing
optimization performance.

Patch size ` and sample points per patch τ . These pa-
rameters are intimately related. Intuitively, the larger
the patch size, `, the larger the number of sample points
per patch, τ , will need to be in order for the surrogate
model to be accurate to the true cost function V (θ).
Since τ is closely tied to experimental resources, we find
it most useful to think in terms of keeping τ fixed at
a constant, and varying `. In practice, especially in the
near-term, experimental constraints such as device insta-
bility and access constraints will dictate how large τ can
be, and therefore we think of it as a fixed parameter, in-
dependent of variational problem parameters such as n
and D. In all of our numerical experiments, including the
ones reported in the next section, we have kept τ ∼ 20.

Given a fixed, constant τ , the choice of ` is dictated
by the need to accurately capture the shape of the ob-
jective function V (θ) over the patch in each of the D pa-
rameter dimensions. A conservative way to ensure that
a fixed number of samples captures the objective func-
tion is to demand that this function varies minimally
within the patch – i.e., to choose ` such that there is
likely no more than one critical point of V (θ) in any `D

volume in parameter space. In Appendix A we study
the number of critical points in a general variational cost
function and based on a loose bound, derive the scaling
` = Ω(1/poly(D,n)). For the empirical studies reported in
this paper, we have found that patch sizes in the range
0.1 ≤ ` ≤ 0.2 worked well for QAOA problems with
n ≤ 12 and p ≤ 7 (D ≤ 14), as well as VQE problems
with n ≤ 8 and D ≤ 8, using K ∼ 100.

Perhaps the most robust solution to determining ` is
to employ an adaptive method that dynamically adjusts
` along the optimization path according to a quality of
fit metric. This would be possible by moving to a trust-
region framework for the optimization [22].

Surrogate model parameters. The procedure used to
construct the surrogate model will typically have param-
eters to set. In this work we only consider kernel-based
surrogate models, and specifically an isotropic Gaussian
kernel κ(θ,θj), which has one parameter, the Gaussian
bandwidth σ. Intuitively, this parameter describes the
volume over which one sample data point influences the
behavior of the surrogate model. There is a rich liter-
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ature on Gaussian kernels and their use in approxima-
tion, regression, and smoothing, and as a result, many
data-driven heuristics exist for choosing σ. In practice,
we have observed good performance using the Silverman

bandwidth heuristic [23] σ = [4/τ(D+2)]
1/(D+4)

, where τ is
the number of sample points in the current patch.

IV. ILLUSTRATIONS

In this section we demonstrate our SBO procedure on
some model VQAs through numerical simulation. We
also compare optimization performance with one of the
most commonly used and recommended optimization
methods for VQAs, simultaneous perturbation stochas-
tic approximation (SPSA) [24]. SPSA is designed to find
optima in the presence of noise in the objective function.
Key to its popularity in the resource-constrained setting
of VQAs is the fact that it estimates gradients using only
two evaluations of the (multiparameter) objective func-
tion.

A. Quantum Approximate Optimization Algorithm

The quantum approximate optimization algorithm
(QAOA) is a variational circuit approach to combina-
torial optimization [25], where the optimization problem

is encoded in a problem Hamiltonian, Ĥp, whose ground
state encodes the solution to the problem. A commonly
studied example is the MaxCut problem, which aims to
partition an n-node graph into two sets of nodes, such
that the weight of the edges going between the par-
titions is maximized. A MaxCut problem instance is
encoded in an n-qubit Ising Hamiltonian of the form
Ĥp =

∑
(i,j)∈E wijẐiẐj , where Ẑi is a Pauli Z matrix

on qubit i tensored with the identity on all other qubits,
and E is the set of edges in the graph, each with weight
wij ∈ R.

QAOA approaches the goal of preparing low energy
eigenstates of Ĥp by p iterated applications of a two-layer
ansatz to a product input state to produce the output
state:

|ψ(γ,β)〉 =

p∏
l=1

e−iβpĤde−iγpĤp |+〉⊗n, (7)

where |+〉 = 1/
√

2(|0〉 + |1〉), and Ĥd =
∑n
i=1 X̂i.

The variational parameters γ = (γ1, ..., γp) and β =
(β1, ..., βp) are optimized such that the energy of the
output state is minimized; i.e., the objective function is
VQAOA(γ,β) = 〈ψ(γ,β)|Ĥp|ψ(γ,β)〉. The approxima-
tion ratio, which quantifies how close to the true ground
state any |ψ(γ,β)〉 is, is defined by r = VQAOA/E0,

where E0 is the true ground state energy of Ĥp.
If global optima to VQAOA can be found, in the p→∞

limit QAOA prepares the ground state of Ĥp, which en-

codes the solution to the original combinatorial optimiza-
tion problem [25]. Moreover, in this case r increases
monotonically with p, although the question of what p
is required for r to surpass approximation ratios achiev-
able by classical approximation methods is an open one.
It is clear that the variational optimization, and even
finding good quality local minima of VQAOA, becomes
challenging with increasing p.

In terms of the parameters defined in the general de-
scription of VQAs in Section II, it is important to note
that the QAOA objective is defined through an observ-
able, Hp, that only consists of commuting terms. There-
fore, one only needs to measure in the computational
basis for QAOA, meaning that we have ν = 1 and we
require K = K total shots per sample point.

Fig. 3 shows the results of simulated L-BFGS-B, SPSA,
and SBO optimization runs of QAOA applied to MaxCut
instances on (Erdős-Rényi) random unweighted graphs of
(a) n = 4 vertices using p = 2 layers, (b) n = 6 vertices
using p = 4 layers, and (c) n = 10 vertices using p = 7
layers. We plot the results of each run using Kτ = 5000
shots per iteration. We repeated these tests with vari-
ous values of Kτ ranging from 103 to 105 and observed
qualitatively similar results.

We choose L-BFGS-B here as an example of a gradient-
free optimizer. We use a gradient-free optimizer because
the gradient of our noisy objective function is not directly
available and therefore traditional gradient descent can-
not be used. We found that L-BFGS-B, although it still
performs very poorly due to the noisy objective function,
significantly outperformed Nelder-Mead, another widely-
used gradient-free optimizer.

At the smallest problem size, SBO achieves a lower
error than SPSA for up to M ∼ 103 iterations, indi-
cating that it converges on a good approximation of the
local minimum more efficiently. At the larger problem
sizes, SBO achieves a lower error than SPSA for even
larger numbers of iterations. For perspective, we note
that an optimization run with Kτ = 5000 shots per it-
eration and M = 103 iterations would require a total
of KτM = 5 × 106 experimental shots. This would re-
quire an experimental duration on the order of several
minutes using a typical superconducting QIP, or on the
order of several days using a typical trapped-ion QIP.
Because our results indicate that SBO significantly out-
performs SPSA in this regime, it appears likely that SBO
will achieve lower error than SPSA for many QAOA ex-
periments that can be realistically implemented on cur-
rent and near-future devices.

B. Variational Quantum Eigensolver

The first VQA was the so-called variational quan-
tum eigensolver (VQE) [26], which aims to prepare the

ground state of an n-qubit Hamiltonian, ĤE , that en-
codes the energy of a molecule. The variational cir-
cuits and parameters, θ, that prepare candidate states
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FIG. 3. Performance of L-BFGS-B, SPSA, and Gaussian kernel-based SBO optimization runs on QAOA applied to unweighted
MaxCut problems of various sizes using an ideal simulator which has only shot noise (and no other errors). Each plot displays
the results of running p-layer QAOA on a single randomly-generated connected graph with n vertices. The x-axis represents
the number of optimization iterations M . The y-axis represents the relative absolute error achieved by the optimization run,
i.e., |1− VQAOA(γopt,βopt)/VQAOA,min|, where γopt,βopt are the optimal coordinates obtained by the optimization run and
VQAOA,min = minγ,β VQAOA(γ,β) is the true optimum of the objective function. Each run uses Kτ = 5000 total shots per
iteration, where τ is the number of sample points per iteration and K is the number of shots taken per sample point. Each
data point represents the mean of 50 independent optimization runs on one representative problem instance, represented by an
Erdős-Rényi random unweighted graph. The initial parameter choice, θ(0) is the same for all runs; however, the sample points
on each patch obtained via Latin hypercube sampling are chosen independently for each run. Error bars indicate standard
error of the mean. Additional details on hyperparameter choices and implementation notes can be found in Appendix B.

vary according to the wavefunction ansatz that is used
[27]. In all cases, the objective function is defined as

VV QE(θ) = 〈ψ(θ)|ĤE |ψ(θ)〉. In general, ν > 1 for non-

trivial ĤE and hence measurements in multiple bases are
necessary.

Fig. 4 shows the results of simulated SPSA and SBO
optimization runs of VQE for estimating the ground state
energy of H2 and LiH molecules at various interatomic
bond lengths using the unitary coupled cluster ansatz
with Hartree-Fock initial state. The H2 ansatz uses four
qubits and |θ| = 3 variational parameters, while the LiH
ansatz uses four qubits and |θ| = 8 variational param-
eters. In Fig. 4 (a) and (b), under shot noise only, we
observe that SBO produces a much more accurate esti-
mate of the ground state energy than SPSA using the
same number of energy measurements τM , and it re-
mains more accurate even than using SPSA with τM
increased by a factor of 2.5 to 5. In Fig. 4 (c) and (d), us-
ing a simulator with a realistic hardware noise model, we
observe that SBO achieves consistently lower estimates
of the ground state energy than SPSA. In addition, by
taking the parameters θ found by the noisy optimiza-
tion runs and evaluating the ansatz with those values on
an ideal simulator, we observe that the parameter val-
ues obtained by SBO correspond to energy values which
are much closer to the exact ground state than those ob-
tained by SPSA.

V. DISCUSSION

From both the QAOA and VQE illustrations in Sec-
tion IV, we observe that SBO often achieves a lower er-
ror than SPSA for an equivalent number of iterations or
experimental shots. From the QAOA results in Fig. 3,
we note that this advantage tends to become more pro-
nounced as the problem complexity increases. We believe
these results are a good indication that, for many near-
term applications, SBO will achieve better variational
parameter estimates with fewer experimental repetitions
than existing techniques such as SPSA. Additionally, be-
cause the surrogate function smooths out shot noise, SBO
often requires fewer shots per sample point than SPSA
to produce a result that is equivalent or better.

One unique feature of SBO is that each iteration re-
quires taking samples for many different parameter set-
tings, as opposed to a technique like SPSA which uses
only two sample points per iteration. This may provide a
particular advantage for experimental platforms that suf-
fer a high latency cost from loading new circuits between
each optimization iteration. If the system can program
and execute an entire batch of circuits without paying
this latency cost between each circuit, this may provide
an additional speed advantage, as well as increased ro-
bustness against drift in experimental parameters.

Finding global optima of parametrized quantum cir-
cuits often suffers from the problem of “barren plateaus”
[27], wherein the objective function, V (θ), exhibits
exponentially-vanishing gradients, both in the absence
and presence of hardware noise, making optimization ex-
ceeding challenging. Some techniques around this prob-
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FIG. 4. Performance of SPSA and Gaussian kernel-based SBO optimization runs on common small-scale VQE problems using
simulators with and without realistic hardware noise. Each plot displays the minimum energy obtained for each bond length
under the specified optimization conditions. The x-axis represents the interatomic distance (in angstroms) used for the energy
calculation. The y-axis represents the energy value (in hartrees) obtained at the conclusion of each optimization run. τM
is the total number of energy measurements performed in the optimization run, where τ is the number of sample points per
iteration and M is the number of optimization iterations. To measure the energy, K = 100 shots are taken per measurement
basis per sample point. Each data point represents the mean of five independent optimization runs at the given setting. Error
bars indicate standard error of the mean. On each plot, a solid black curve indicates the exact minimum energy value for
the given setting. In (a) and (b), we use an ideal simulator which has only shot noise and no other errors. The data points
connected by dashed curves represent the energy value obtained by evaluating the ansatz on the ideal simulator at the found
optimal parameter values θ. In (c) and (d), we use a noisy simulator implementing a typical noise model and coupling map
obtained from the seven-qubit IBM Q Lagos device. The data points connected by dashed curves represent the energy value
obtained by evaluating the ansatz on the noisy simulator at the found optimal parameter values θ. The data points connected
by solid curves represent the energy value obtained by evaluating the ansatz at θ using an ideal simulator. Additional details
on hyperparameter choices and implementation notes can be found in Appendix B.

lem are to formulate local cost functions [28] and to uti-
lize variational circuit forms that do not exhibit barren
plateaus [29]. We emphasize that SBO is not a technique
to address the problem of barren plateaus. Instead, it is
an approach to increase the performance of classical op-
timization loops and to reduce the experimental burden
in the VQA setting. These issues are orthogonal to the
barren plateaus issue – strategies to construct variational
circuits that do not possess barren plateaus and the use
of more advanced classical optimization techniques like
SBO will be critical for scaling VQAs.

A promising avenue for future work is the application
of more powerful surrogate models to the VQA setting,
e.g., neural network-based methods for approximation
[30] might have better rates of convergence with limited
experimental data. In addition, building surrogate mod-

els to not only perform smoothing and approximation, as
we have done here, but also physics-informed error mit-
igation to counter decoherence is a potentially fruitful
direction.

CODE AVAILABILITY

A freely-available Python implementation of the Gaus-
sian kernel-based SBO optimizer, including examples of
integration with IBM’s Qiskit library, is available at
https://github.com/sandialabs/sbovqaopt.

https://github.com/sandialabs/sbovqaopt
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Appendix A: Bound on number of critical points in a variational cost function

As discussed in the main text, a conservative heuristic for choosing the SBO patch size, `, is to choose it such
that there are O(1) critical points in the variational cost function within a `D hypercube. In the following, we will
formulate a bound on the total number of critical points in general variational cost functions, Ncrit, in terms of the
key parameters in a variational circuit: n, the number of qubits, and D, the number of variational parameters. If we
then assume that these critical points are distributed uniformly in parameter space, we require(

`

2π

)D
Ncrit ∼ 1 ⇒ ` ∼ N−1/D

crit . (A1)

First, we write a general variational cost function as

V (θ) = tr

Ô
 D∏
j=1

e−iθjĤj

 ρ0

 D∏
j=1

eiθjĤj

 , (A2)

where Ĥj are the n-qubit Hamiltonians representing the variational ansatz. The Hj are multi-qubit Hamiltonians
in general, and to derive an informative bound on Ncrit we should take into account the complexity in decomposing

e−iθĤj into implementable unitaries. To make things concrete, we will work with a decomposition of the form:

e−iθjĤj = Û
(j)
λj+1Ẑι(λj)(θj)Û

(j)
λj−1...Ẑι(1)(θj)Û

(j)
1 , (A3)

where the Û
(j)
i are θj-independent n-qubit unitaries, and Ẑι(i)(θj) is a Z rotation on qubit ι(i). This decomposition

implements e−iθĤj with λj rotations by the variational parameter θj , and we think of λj as parametrizing the

complexity of Ĥj . Note that λj can have a dependence on n since it is the complexity of decomposing an n-qubit
unitary. For practical quantum computations, λj = O(poly(n)). The decomposition above is not unique, but we note
that it is experimentally relevant since in many modern quantum computing architectures the only variable angle
gates are single qubit Ẑ(θ) rotations.

As an example, consider the decompositions of the two terms in a layer of the QAOA ansatz:

e−iβ
∑n
i=1 X̂i = Ĥ⊗nẐ(β)⊗nĤ⊗n, (A4)

e−iγ
∑

(i,j)∈E wijẐiẐj =

|E|∏
k=1

cnotik,jk Ẑjk(wikjkγ)cnotik,jk , (A5)

where Ĥ in the first line is a Hadamard gate, and in the second line ik and jk index the nodes that edge k connects.
λ = 1 in the first line, and in the second line λ ≤ |E|. The exact λ for a decomposition of the ẐẐ interactions
will depend on the QAOA problem graph and which cnot gates can be executed in parallel – since a cnotij and

a cnotjm cannot be simultaneously applied, a node j that has edges to both node i and node m will need its ẐẐ
interactions implemented sequentially (even assuming full connectivity in the hardware). In general, for a κ-regular

problem graph, λ = κ if the device is fully connected (i.e., a ẐẐ gate can be implemented between all qubits connected
by an edge in E).

Returning to the general variational cost function in Eq. (A2) and substituting the compiled form of each unitary,
we get

V (θ) = tr

Ô
 D∏
j=1

Û
(j)
λj+1

λj∏
k=1

Ẑι(k)(θj)Û
(j)
k

 ρ0

 D∏
j=1

λj∏
k=1

Û
(j)†
k Ẑι(k)(−θj)Û

(j)†
λj+1

 . (A6)

Finally, without loss of generality taking ρ0 = |0〉〈0| (where |0〉 is shorthand for the n-qubit state |0〉⊗n), we write

V (θ) = 〈0|
D∏
j=1

λj∏
k=1

Û
(j)†
k Ẑι(k)(−θj)Û

(j)†
λj+1 Ô

D∏
j=1

Û
(j)
λj+1

λj∏
k=1

Ẑι(k)(θj)Û
(j)
k |0〉 = 〈0|

D∏
j=1

U†j Ô
D∏
j=1

Uj |0〉, (A7)



11

where Uj ≡ Û (j)
λj+1

∏λj
k=1 Ẑι(k)(θj)Û

(j)
k are the decompositions. Taking the derivative with respect to one of the angles,

we get

∂V (θ)

∂θt
=

λt∑
r=1

〈0|

t−1∏
j=1

U†j

(r−1∏
k=1

Û
(t)†
k Ẑι(k)(−θt)

)
Û (t)†
r Ẑι(r)(−(π/2 + θt))

(
λt∏

k=r+1

Û
(t)†
k Ẑι(k)(−θt)

)
Û

(t)†
λt+1

 D∏
j=t+1

U†j


Ô

 D∏
j=1

Uj

 |0〉 + c.c, (A8)

since ∂/∂θ Ẑ(−θ) = ei(π/2+θ)Ẑ .

Since all the dependence of this expression on the angles θ are within the Ẑ rotations, and Ẑ(θ) = cos(θ)Î+i sin(θ)Ẑ,
we conclude that ∂V (θ)/∂θt, and V (θ) for that matter, are trigonometric polynomials in the angles. Since taking the

derivative of V (θ) does not introduce any new Ẑ rotations, and only shifts the angle of some of the rotations in V (θ),
the maximum degree of this trigonometric polynomial is the same for ∂V (θ)/∂θt and V (θ).

Now we write each decomposition more explicitly as a trigonometric polynomial, using the fact that Û Ẑ(θ)Û† =

cos(θ)Î − i sin(θ)Û ẐÛ†:

Uj = Λ̂
(j)
λj+1

λj∏
k=1

(
cos(θj)Î − i sin(θj)Λ̂

(j)
k

)
=

∑
{α,β≥1:α+β=λj}

cosα(θj) sinβ(θj)Γ̂
(j)
α,β , (A9)

where Λ̂
(j)
k = Û

(j)†
1 ...Û

(j)†
k Ẑι(k)Û

(j)
k ...Û

(j)
1 for k ≤ λj , Λ̂

(j)
λj+1 =

∏λj+1
s=1 Û

(j)
s , and Γ̂

(j)
α,β is an operator that is a multiple

of some of the Λ̂
(j)
k that we do not need to specify. Thus Uj is a trigonometric polynomial with maximum degree λj

and operator coefficients. Using the same argument for all the Uj , we can write V (θ) as:

V (θ) = 〈0|
D∏
j=1

 ∑
{αj ,βj≥1:αj+βj=λj}

cosαj (θj) sinβj (θj)Γ̂
(j)†
αj ,βj

 Ô

D∏
j=1

 ∑
{αj ,βj≥1:αj+βj=λj}

cosαj (θj) sinβj (θj)Γ̂
(j)
αj ,βj

 |0〉
=

∑
{αj ,βj≥1:αj+βj=2λj}

D∏
j=1

cosαj (θj) sinβj (θj)g
(j)
αj ,βj

, (A10)

where in the final line g
(j)
αj ,βj

∈ R. Not all of the terms in this sum will be present since g
(j)
αj ,βj

could be zero.

However, without further assumptions about the problem, we must assume they are all present. In that case, this is

a trigonometric polynomial with maximum degree d =
∑D
j=1 2λj . And as argued above, all derivatives of V (θ) are

trigonometric polynomials with the same maximum degree. Therefore, critical points of the variational cost function
are defined by a set of D trigonometric polynomial equations in D angle variables; i.e., ∂V (θ)/∂θt = 0 for all t.

To count the number of critical points, we wish to count the number of solutions to this system of equations. We
are unaware of any applicable bounds on the number of solutions of such trigonometric polynomial systems, and
therefore proceed by transforming this into a system of standard polynomials. To do so, we introduce new variables,
sj = sin(θj), and cj = cos(θj), 1 ≤ j ≤ D, which transforms Eq. (A10) into a degree d polynomial equation in 2D
variables. Hence in these two variables, the system ∂V (θ)/∂θt = 0 for all t, is a system of D polynomial equations in
2D variables, with each equation being degree d. We supplement these with the equations encoding the constraint
between cj and sj , namely c2j + s2

j − 1 = 0, for 1 ≤ j ≤ D, to arrive at a system of 2D polynomial equations in 2D
variables. D of these equations have degree d, and D of them (the constraints equations) have degree 2.

Now that we have a system of polynomial equations we can formulate a bound on the number of solutions to this
system. For this purpose, we use Bézout’s theorem, which states that in general, the number of common zeros for a
set of n polynomials in n variables in Cn is given by the product of the degrees of the polynomials [31]. Applying
this, we arrive at our bound for the number of critical points in V (θ):

Ncrit ≤ (2d)D =

4

D∑
j=1

λj

D

(A11)

In cases where λj = λ for all j, Ncrit ≤ (4λD)D.
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FIG. 5. Numerical estimation of the optimal SBO patch size ` for various instances of n-qubit, p-layer MaxCut QAOA on
randomly-generated κ-regular graphs. Each data point is obtained by averaging the final error of 10 independent SBO runs
for each ` ∈ {0.02, 0.04, . . . , 0.40}, and then using cubic splines to fit the results and find the value of ` which minimizes the
average error. Each run uses τ = 30 sample points per patch, K = 60 measurement shots per sample point, and M = 100
optimization iterations.

We pause to emphasize that this is a particularly loose bound. Firstly, it is well-known that the bound provided
by Bézout’s theorem is loose. Compounding this, Bézout’s theorem counts the number of zeros over C2D, whereas we
are concerned with zeros over the domain [−1, 1]2D. Thus, although we do not expect this bound to be tight, it does
highlight some useful parameter dependencies: (i) there is an exponential dependence on the number of parameters
D, and (ii) the only dependence on n is through the ansatz complexity λj .

Returning to the scaling of the patch size parameters, `, Eq. (A1), we arrive at:

` &

4

D∑
j=1

λj

−1

, (A12)

which, taking into account λj = O(poly(n)), results in the scaling ` = Ω(1/poly(D,n)).
As an example, consider QAOA on κ-regular graphs. For a QAOA variational ansatz with p layers, D = 2p, and

as discussed above, λj alternates between 1 and κ. Therefore, for this example we get ` & (4p(κ+ 1))
−1

. Note that
since the λj have no dependence on n in this case, we get n-independent scaling.

In Fig. 5 we present numerically-determined optimal ` for QAOA on κ-regular graphs as we vary the relevant
parameters: the number of QAOA layers p (where D = 2p), the number of qubits n, and the graph regularity κ. The
independence of ` from n is supported by this data, as the variation of the surfaces is negligible as n is varied. In
order to test the scaling prediction above, we fit the data in Fig. 5(a) to a functional form

` = β(κp+ κ)−α, (A13)

where the parameters α, β allow for numerical factors in the relations Eq. (A1) and Eq. (A11), and accommodate for
the looseness of the bound in Eq. (A11). The fit of this form to the n = 8 data, along with the error of the fit, is
shown in Fig. 6.

Appendix B: Implementation notes for simulations in Sec. IV

Here we collect the implementation notes and hyperparameter choices for the simulations presented in the main
text.

1. Quantum Approximate Optimization Algorithm

The QAOA circuit simulations were implemented using the pyQAOA package from https://github.com/gregvw/
pyQAOA. SPSA was implemented using the noisyopt package from https://github.com/andim/noisyopt. L-BFGS-B
was implemented using the optimize.minimize function in scipy.

https://github.com/gregvw/pyQAOA
https://github.com/gregvw/pyQAOA
https://github.com/andim/noisyopt
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FIG. 6. Fit (left) and error in fit (right) of data in Fig. 5(a) to the functional form shown in Eq. (A13), with fitting parameters
α = 0.5, β = 0.7.

Simulation hyperparameters: For Fig. 3, we chose hyperparameters by manual scans to optimize the perfor-
mance of both SBO and SPSA on these problems. We use τ = 20 for SBO, while τ = 2 for SPSA by definition. In
Fig. 3(a,b,c), we use SBO parameter ` = (0.2, 0.2, 0.1) and SPSA parameter a = (0.2, 0.2, 0.1), respectively. We use
SPSA parameters c = 0.2, α = 0.602, and γ = 0.101 for all simulations presented in this figure.

2. Variational Quantum Eigensolver

VQE simulations were implemented via qiskit using unitary coupled cluster (UCC) ansatz with Hartree-Fock
initial state, following the procedure described at https://qiskit.org/documentation/nature/tutorials/03_
ground_state_solvers.html. For SPSA, we used the implementation provided by qiskit at https://qiskit.org/
documentation/stubs/qiskit.algorithms.optimizers.SPSA.html, which includes automatic hyperparameter cal-
ibration.

Simulation hyperparameters: In Fig. 4 (a,b,c,d), we used τ = (4, 5, 8, 10) and ` = (0.15, 0.1, 0.15, 0.1) for SBO,
respectively, while τ = 2 for SPSA by definition.

https://qiskit.org/documentation/nature/tutorials/03_ground_state_solvers.html
https://qiskit.org/documentation/nature/tutorials/03_ground_state_solvers.html
https://qiskit.org/documentation/stubs/qiskit.algorithms.optimizers.SPSA.html
https://qiskit.org/documentation/stubs/qiskit.algorithms.optimizers.SPSA.html
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