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Homodyne measurements are a widely used quantum measurement. Using a coherent state of
large amplitude as the local oscillator, it can be shown that the quantum homodyne measurement
limits to a field quadrature measurement. In this work, we give an example of a general idea:
injecting non-classical states as a local oscillator can led to non-classical measurements. Specifically
we consider injecting a superposition of coherent states, a Schrödinger cat state, as a local oscillator.
We derive the Kraus operators and the positive operator-valued measure (POVM) in this situation.

I. INTRODUCTION

Homodyne measurement is a low noise, high sensitivity
technique to detect a quadrature of the electromagnetic
field. This is achieved by the mixing of a high power,
phase stable local oscillator with an input signal and de-
tecting the resulting low frequency components. In prac-
tice, homodyne detection can in operate very close to the
noise limits imposed by quantum mechanics [1]. Hence
homodyne measurements have become a vital component
of optical and microwave quantum– optics, communica-
tion, and computation.

Balanced homodyne detection is performed by mix-
ing an arbitrary input signal state |Ψ〉, with a prepared
reference state or local oscillator (LO) on a 50:50 beam-
splitter, see Fig. 1. The two outputs of this beam-splitter
are then measured by detectors that produce currents
that are proportional to the intensity of the field. The
difference between the two currents is the output signal
and effectively measures a quadrature of electromagnetic
field [2]. The output is considered to be destructively
measured, that is all energy contained within the field is
fully absorbed in the act of measurement.

In the quantum analysis of homodyne measurements
all elements of of the scheme (fields, beamsplitters, and
detectors) must be treated as quantum objects. The
goal of the analysis is to predict the statistics of the
measurement. Many quantum treatments of homodyne
detection [3–10] calculate moments of the detectors (or
output signal) and show this limits to moments of a
quadrature variable. Another approach, taken by Tyc
and Sanders [11, 12], is to calculate the Kraus operators
and positive operator valued measure (POVM) and show
that these limit to the POVM for an ideal quadrature
measurement.

Little consideration to date has been given to states
of the LO that are not effectively classical (or non-
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FIG. 1. Balanced homodyne setup. An arbitrary signal state
|signal〉 is mixed on a 50:50 beam-splitter with a local oscil-
lator. The two outputs are measured by detectors (D1, D2)
that produce currents Ii proportional to the intensity of the
field. The homodyne measurement result is proportional to
the difference of these currents i.e. I2−I1 and the sum current
I2+I1 does not contain useful information. In standard quan-
tum homodyne detection the local oscillator is a large ampli-
tude coherent state i.e. |LO〉 = |β〉. The phase of the coherent
state, θ in β = |β|eiθ, determines the measured quadrature.
In this work we consider local oscillators prepared in super-
positions of coherent states i.e. |LO〉 ∝ |β〉 ± |−β〉.

Gaussian). However there has been related work that
has considered variations of standard homodyne mea-
surement. In Refs. [13, 14] Sanders et al. considered ho-
modyne detection using a squeezed LO. Recent work by
Thekkadath et al. [15] shows that using the setup in Fig. 1
one can project onto an even parity states by using a "re-
versed" quantum interference argument, a control state
and postselecting on an equal number of quanta at the
output detectors. The control state determines the even
parity state detected and does not necessarily play a role
like a local oscillator. Another recent work by Thekka-
dath et al. [16] shows a calculation of the properties of
homodyne detection with local oscillators that are coher-
ent states with strengths down to zero, i.e. a weak field
local oscillator [17]. This shows that one can smoothly
transition from photon counting style detections to field
quadrature variables. Related issues have been examined
by Olivares et al. in Refs. [18, 19]. However in all these

mailto:joshua.combes@gmail.com
mailto:a.lund@uq.edu.au


2

cases, the local oscillator here is always a coherent state
which is generally considered to have classical properties.

In this work we consider using superpositions of coher-
ent states as local oscillators and derive the correspond-
ing Kraus operators and POVM elements in the strong
LO limit. In Sec. II we give an alternative derivation
of the results of Tyc and Sanders [11, 12]. We show
through application of the algebra of creation and an-
nihilation operators for bosonic fields, that a coherent
state LO |β〉, where β = |β|eiθ, results in the measure-
ment of an arbitrary quadrature projector |xθ〉〈xθ|, in
the limit where |β| → ∞. In Sec. III we use this alterna-
tive derivation to consider a LO that is proportional to
|β〉 ± |−β〉. For this local oscillator there are two inter-
esting cases: one where we look at both the sum and dif-
ference photo-current and one where we only look at the
difference photo-current. In the first case the POVM is
∝ |xθ〉〈xθ|±|−xθ〉〈xθ|±|xθ〉〈−xθ|+|−xθ〉〈−xθ|. Here the
quadrature is set by θ of the LO and quadrature outcome
is readout via the difference current. The parity ± is de-
termined by the sum current. In the second case POVM
is the reflection symmetric measurement of an arbitrary
quadrature, i.e. ∝ |xθ〉〈xθ|+ | − xθ〉〈−xθ|. In Sec. IV we
give numerical examples of the statistics of these mea-
surements in the moderate local oscillator limit. Then
in Sec. V we show how the non-classical measurements
can be used to prepare a non-classical state of a remote
system using only a EPR state. Finally we conclude in
Sec. VI.

II. HOMODYNE MEASUREMENT WITH
COHERENT STATE LOCAL OSCILLATOR

In this section, we re-derive the Kraus operators and
POVM elements for a standard homodyne measure-
ment. Our method is inspired by the work of Tyc and
Sanders [11, 12] and later Puentes et al. [20]. However,
we use different techniques and variables that are better
suited for the later consideration of non-classical local
oscillator states.

A. Exact Kraus operator

We will now construct the Kraus operator for Fig. 1 by
working backwards from the detectors towards the states.

A departure from the usual treatment of Homodyne
measure in the method of Tyc and Sanders is to model the
measurement of intensity by ideal photon number resolv-
ing detection at detectors 1 and 2.1 Whereas balanced
Homodyne measurement typically involves the light im-
pinging on detectors that respond to intensity. Both

1 This idea has seen further investigation see e.g. Refs. [15, 18, 20,
21].

treatments consider the photocurrents I produced by the
detectors to be proportional to the number operator e.g.
I ∝ 〈a†a〉 and the measurement result is the difference of
the photocurrents i.e. I1 − I2 ∝ 〈a†a〉 − 〈b†b〉.

Typically the number resolving measurements are
modelled by Kraus operators that are projectors onto a
Fock state basis, e.g. Πn = |n〉〈n|, which might represent
a quantum non-demolition detection of photon number.
In virtually all cases, optical detectors completely absorb
the field and hence the field state after the measurement
is mapped to vacuum for any measurement outcomes. We
could introduce operators to denote this case Pn = |0〉〈n|.
However, we are never going to be interested in this con-
ditional state and hence consider this detection to be a
“partial projection” Pn = 〈n|, which effectively traces out
the post-measurement state.

The object that precedes the detectors is a 50:50 beam-
splitter and we denote the unitary representing this ob-
ject as UBS. The Heisenberg evolution of the annihilation
operators due to UBS is

aout := U†BS ain UBS =
1√
2

(ain + bin) (1a)

bout := U†BS bin UBS =
1√
2

(ain − bin) (1b)

where ain is an annihilator operator for the signal mode
and bin is an annihilation operator for the LO mode.

The next step is to include the input states. By intro-
ducing the input states we may define a Kraus operator
M

[β]
n,m that acts on the input Hilbert space of mode a

M [β]
n,m |signal〉 = (Pn ⊗ Pm)UBS(|signal〉 ⊗ |LO〉), (2)

the superscript β is in anticipation of taking a “large local
oscillator limit” using a parameter β. By itself the Kraus
operator is

M [β]
n,m = 〈n| 〈m|UBS |LO〉 ≡ Pn⊗PmUBS(I⊗|LO〉). (3)

This equation represents the Kraus operator for mea-
suring the detection event for n and m photons. The
Fock basis dual vectors within the Kraus operator M [β]

n,m

of Eq. (3) can be written in terms of annihilation opera-
tors acting on a vacuum tensor product space to give,

M [β]
n,m = 〈0| 〈0| (aout)

n

√
n!

(bout)
m

√
m!

UBS |LO〉 . (4)

It is not yet apparent that this is an operator on the
input Hilbert space so we perform further manipulations
to elucidate this fact.

We transform aout and bout to linear combination of
the input operators by inserting identity UBSU

†
BS many

times between the powers of the annihilation opera-
tors and substituting Eq. (1); we also use the fact that
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〈0|〈0|UBS = 〈0|〈0|. Doing so gives a Kraus operator

M [β]
n,m =〈0|〈0| 1√

n!m!
UBSU

†
BSa

n
outUBSU

†
BSb

m
outUBS |LO〉 ,

= 〈0| 〈0| 1√
n!m!

(
ain + bin√

2

)n(
ain − bin√

2

)m
|LO〉 .

(5)

At this point the quantum state of the local oscillator
|LO〉 is arbitrary and could be replaced with any quan-
tum state. If we now use the fact that in homodyne
measurement the LO is a coherent state, i.e. |LO〉 = |β〉,
on mode bin. Then we arrive at the Kraus operator, with
no approximations, (See Eq. 2 in Ref. [20])

M [β]
n,m = 〈0| (ain + β)n(ain − β)m

2(n+m)/2
√
n!m!

e−|β|
2/2. (6)

This expression is now an operator acting only on the
input signal mode ain, and is valid for all values of β
including small values. From now on we drop the sub-
script “in” on the operator to reduce notational clutter
i.e. ain 7→ a.

The positive operator valued measure (POVM) corre-
sponding to Eq. (6) is

E[β]
n,m =

(
M [β]
n,m

)†
M [β]
n,m, (7)

that this is a valid POVM is evident because E[β]
n,m ≥ 0

and
∑
n,mE

[β]
n,m = I.

B. Kraus operator approximations

In the Kraus operators and POVM above have not
yet seen the emergence of a quadrature-like measure-
ment result. In order to proceed towards our goal of
deriving a quadrature measurement from the Kraus op-
erator Eq. (6) we will need to make some assumptions
and approximations. Specifically, we will repeatedly take
the large amplitude local oscillator (LO), i.e. |β| → ∞.
Naively one would expect that implies the LO intensity
is much larger than the signal i.e. |β|2 � 〈ψ| n̂ |ψ〉,
however the approximate condition [11, Sec. 4.4] is
|β|2 � 〈ψ| n̂2 |ψ〉.

At this point we will assume n > m. This assumption
is not actually a significant restriction due to the sym-
metry between n and m. With this assumption Eq. (6)
can be factored as

M [β]
n,m = 〈0|

(
1 +

â

β

)n−m(
1− â2

β2

)m
e−|β|

2/4

√
n!

(
β√
2

)n
e−|β|

2/4

√
m!

(−β√
2

)m
, (8)

as n−m is positive.

Following Tyc and Sanders’ logic (see appendix A) we
change variables representing the measurement output to
the difference of the counts

x = e−iθx̃ =
n−m√
2|β|eiθ

=
n−m√

2β
, (9)

which is essentially an estimator for the quadrature com-
ponent (hence the use of the variable x). Using this new
variable we can write 2

(
1 +

â

β

)n−m
=

(
1 +

e−iθâ

|β|

)√2x̃|β|

→
|β|→∞

e
√
2e−iθx̃â.

(10)
In appendix A we show the distribution of outcomes m
and n will be peaked around |β|2/2, due to the Poisson
statistics of the LO overwhelming the signal mode. Thus
we replace the random variable m with it’s mean: |β|2/2.
Using this approximation on the second bracketed oper-
ator term in Eq. (8) we arrive at

[
1− e−2iθâ2

|β|2
]m
≈
[
1− e−2iθâ2

|β|2
] |β|2

2

→
|β|→∞

e−
1
2 e
−2iθ â2

(11)
The leading order correction to the above approximation
is O(1/|β|2), as shown in appendix B, which tends to zero
in the large LO limit.

So far we have assumed that n > m. In appendix C 1
we show that when m > n a cancellation of signs occurs
in the expressions equivalent to Eq. (10) and Eq. (11) ,
which results in the same asymptotic limit. So finally
we can approximate the Kraus operator in the strong
oscillator limit for all cases as

M [β]
n,m ≈

|β|→∞
〈0| e

√
2e−iθx̃âe−e

−2iθ â2/2

e−|β|
2/4

√
n!

(
β√
2

)n
e−|β|

2/4

√
m!

(−β√
2

)m
. (12)

This Kraus operator is the basic result we use for our
remaining analysis.

The exponentials of â acting on vacuum in the Kraus
operatorM [β]

n,m in the limit of large |β| are a good approx-
imation of a quadrature eigenstate [22]. To see this, we
can write, with the choice of units used here, eigenstates
of an arbitrary quadrature Q(ϕ) = (e−iϕa + eiϕa†)/

√
2

as

|xϕ〉 =
e−x

2/2

π1/4
e
√
2xχa†e−χ

2a†
2
/2 |0〉 , (13)

with χ = eiϕ and |0〉 is the vacuum state. (In appendix D
we show that |xϕ〉 is an eigenstate of Q(ϕ) using tech-

2 Regarding the change of variables. Alternatively one can take
β′ =

√
2xβ, then substitute into the middle equation to get the

standard exponential limit. If x = 0 it also works.
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niques adapted from Ref. [22].) This means the approxi-
mation of the Kraus operator can be written as

M [β]
n,m ≈

|β|→∞
〈xθ|π1/4ex̃

2/2(−1)meiθ(n+m)

e−|β|
2/4

√
n!

( |β|√
2

)n
e−|β|

2/4

√
m!

( |β|√
2

)m
. (14)

with some slight mixing of notation as x is used to repre-
sent a quantity proportional to the difference of n and m
as defined above. The final two terms are the square root
of a Poisson distribution. They can be approximated in
the strong local oscillator limit, |β| → ∞ using the con-
tinuous approximation for the Poisson distribution, that
is[

e−|β|
2/2

n!

] 1
2 [ |β|2

2

]n
2

≈ e−(n−|β|
2/2)2/(2|β|2)

(π|β|2)1/4

√
dn. (15)

Notice we have introduced the square root of the proba-
bility measure of n. This is because the continuous ap-
proximation smooths the differences between the values
of n which were implicitly 1 in the discrete distribution.
This argument on the differential dn applies to the prob-
ability, but this expression involves the probability am-
plitude which is why the square root of this measure is
required [23]. Using this approximation on the final two
terms in Eq. (14) gives two independent normal distribu-
tions for n and m with mean and variance |β|2/2. How-
ever, we wish to resolve the results into scaled sum and
differences of n and m. Specifically the exponent of the
combined distribution for n and m is

− 1

2|β|2

[(
n− |β|

2

2

)2

+

(
m− |β|

2

2

)2
]

= − 1

4|β|2
[(
n+m− |β|2

)2
+ (n−m)2

]
. (16)

This equation shows that the sum of n and m is normal
distribution with mean |β|2 and variance |β|2 and the
difference of n and m is a normal distribution with mean
zero and variance |β|2. The difference of n and m can be
scaled to be written in terms of x and the distribution in
x will be normal with mean zero and variance 1/2. The
distribution in the scaled x cancels the exponential factor
of ex̃

2/2 in Eq. 14 leaving

M [β]
n,m

√
dndm ≈

|β|→∞
eiθ(n+m) 〈xθ| (−1)m

21/4

|β|1/2
e−(n+m−|β|

2)2/(4|β|2)

(2π|β|2)1/4

√
dndm, (17)

where this equation has included the probability measure
due to the continuum limit as explained above. More-
over we have pulled out one of the global phase factors
eiθ(n+m) in anticipation of similar factors in the cat state
local oscillator examined in Sec. III.

The change of variables can be simplified by introduc-
ing w defined as

w =
n+m√

2|β|
(18)

which will be distributed normally with mean |β|/
√

2 and
variance 1/2. To complete the change of variables, the
probability measure must be changed, so we need the
determinant of the Jacobian

dxdw =

∣∣∣∣ ∂(x,w)

∂(n,m)

∣∣∣∣ dndm =
1

|β|2 dndm. (19)

With these changes of variables the final approximation
for the Kraus operator which can be written as (including
changing the m and n subscripts to x and w as there are
no more uses of m and n)

M [β]
x,w

√
dwdx ≈

|β|→∞
ei
√
2|β|wθ 〈xθ| eiπ

√
2|β|(w−x)

1

|β|
e−(w−|β|/

√
2)2/2

π1/4
|β|
√
dwdx. (20)

From the original definitions of
√

2|β|x and
√

2|β|w in
terms of the discrete variables, these values are actually
integers. This means that the first phase factor is either 1
or −1 (though these phase factors disappear in the next
step of our derivation). In Sec. III this phase has an
important role to play.

The Kraus operator is important for determining
the post measurement state, however the measurement
statistics are entirely determined by the POVM. The
POVM for a scaled difference measurement of x will then
be

dx dwE[β]
x,w = dx dw

(
M [β]
x,w)†M [β]

x,w (21a)

= dx dw
e−(w−|β|/

√
2)2

√
π

|xθ〉 〈xθ| (21b)

which agrees with equation (19) in Ref. [11] when differ-
ing notation is taken into account.

In the standard approach to homodyne detection, the
w variable, the exact sum of the photons counted, is un-
observed. We will integrate over it and take the final
large oscillator limit i.e.

dxEx ≈
|β|→∞

dx

∫ ∞
0

dwE[β]
x,w , (22)

where x is the measurement outcome. Thus POVM with
outcome x in homodyne detection of an arbitrary quadra-
ture θ is

dxEx ≈
|β|→∞

dx

∫ ∞
0

dw
e−(w−|β|)

2

√
π

|xθ〉〈xθ|

≈
|β|→∞

1

2

[
erf
( |β|√

2

)
+ 1

]
dx |xθ〉〈xθ| (23a)

= dx |xθ〉〈xθ| , (23b)
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which is a well-defined POVM as all elements are positive
(projectors) and∫

dxEx =

∫
dx |xθ〉〈xθ| = I. (24)

III. HOMODYNE MEASUREMENT WITH A
CAT STATE LOCAL OSCILLATOR

In this section we derive the Kraus operators and
POVM for the case of a local oscillator state that is a
superposition of two coherent states, i.e. a cat state.
Broadly the derivation here follows the procedures devel-
oped Sec. II, i.e. switching to sum and difference vari-
ables and taking a large local oscillator limit.

The measurement we describe here is inspired by the
homodyne measurement paradigm but deviates from it
in a number of ways that we now detail so the reader can
follow along with this knowledge. First, a large LO limit
might actually be undesirable for a number of reasons.
It turns out that in the large LO limit quantum coher-
ence is removed from the measurement outcomes and it
is practically hard to make a large cat state and do num-
ber resolved detection for many photons. Second, inte-
grating over the sum variable also washes out quantum
coherence in the measurement described below. Third,
number resolved detection seems to play a vital role in
the measurement below and in particular the parity of
the sum variable w. In spite of these issues, we proceed
so that we may arrive at an analytical expression for the
measurement operators.

We consider and LO that is a superposition of coherent
states of the form

N±(β)−1 (|β〉 ± |−β〉) , (25)

where N±(β) =
√

2(1± e−2|β|2). Note that as |β| → ∞
the normalization limits to N±(β) →

√
2. The plus su-

perposition consists of only even Fock basis terms as the
odd amplitudes follow the sign of the ±β amplitude and
cancel to zero. A similar argument follow for the mi-
nus superposition but only odd terms survive. Therefore
we say the plus superposition is an even parity state the
minus superposition an odd parity state.

The exact Kraus operator, substituting Eq. (25) into
Eq. (5) instead of |β〉, for the oscillator in a superposition
of coherent states is

M [β]±
n,m = 〈0| e−|β|

2/2

2(n+m)/2
√
n!m!N±(β)

((â+ β)n(â− β)m ± (â− β)n(â+ β)m) , (26)

where the subscript of ± on [β]± denotes the plus or
minus superposition. We assume n > m, as we did in

deriving Eq. (8), and get

M [β]±
n,m = 〈0| e−|β|

2/2

2(n+m)/2
√
n!m!N±(β)

(
1− â2

β2

)m
[
βn(−β)m

(
1 +

â

β

)n−m
± (−β)nβm

(
1− â

β

)n−m]
.

(27)

As shown in appendix C 2, the expression for m > n
is the same as this expression but with the sign of the
superposition possibly changed depending on the parity
of m − n. The up shot is: Eq. (27) covers the case of
m > n if the information as to which superposition phase
applies is incorporated.

It turns out in the large LO limit m is distributed
as a Poisson distribution with parameter λ = |β|2/2 as
before, see appendix E for the details. Thus the reasoning
around Eq. (11) also applies to Eq. (27). We also perform
the change of variables given in Eq. (9) and take the limits
given in Eqs. (10) and (11) and make the replacement
from the large |β| limit i.e. N±(β)→

√
2.

Using these approximations we have

M [β]±
n,m ≈

|β|→∞
〈0|
[
(−1)me

√
2e−iθx̃âe−e

−2iθ â2/2

±(−1)ne−
√
2e−iθx̃âe−e

−2iθ â2/2
] 1√

2

e−|β|
2/4

√
n!

(
β√
2

)n
e−|β|

2/4

√
m!

(
β√
2

)m
.

(28)

At this point we recognise a quadrature eigenstate and a
“π” rotated quadrature eigenstate, as per Eq. (13), and
use that to further simplify the operator to

M [β]±
n,m ≈

|β|→∞
π1/4ex̃

2/2 e
−|β|2/4
√
n!

( |β|√
2

)n
e−|β|

2/4

√
m!

( |β|√
2

)m
eiθ(n+m)

√
2

[〈xθ| (−1)m ± 〈−xθ| (−1)n] . (29)

Next we approximate the square root of Poisson distri-
butions by normal distributions. The mean and variance
of the sum and differences scale in the same way as the
previous section giving

M [β]±
n,m

√
dndm ≈

|β|→∞

21/4

|β|1/2
e−(n+m−|β|

2)2/(4|β|2)

(2π|β|2)1/4

√
dndm

eiθ(n+m)

√
2

[〈xθ| (−1)m ± 〈−xθ| (−1)n] , (30)

which should be compared to Eq. (17). Notice there is
an overall phase of eiθ(n+m) as there was in Eq. (17).
However now we have a relative phase between quadra-
ture eigenstates which is evident in the terms (−1)m and
(−1)n.
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Let’s pause to consider the implications of these phase
factors. For the + cat LO, the Kraus operator isM [β]+

n,m ∝
〈xθ| (−1)m ± 〈−xθ| (−1)n with m and n taking integer
values and the phase factors reflect whether m and n are
odd or even. Thus the four possible combinations of the
m & n and dependant phases result in two distinct Kraus
operators (upto a global phase), namely

M [β]+
n,m ∝

{
〈xθ|+ 〈−xθ| n+m even
〈xθ| − 〈−xθ| n+m odd

. (31)

These measurement operators will project onto states of
definite parity. To see this fact we specialize to the po-
sition quadrature (θ = 0) and recall the parity operator
can be represented as

P = (−1)a
†a =

∫
dx′ |−x′〉〈x′| . (32)

One can show that

P |x±〉 = (±1) |x±〉 (33)

where these eigenstates of the parity operator are

|x±〉 ∝ |x〉 ± |−x〉 , (34)

and the proportionality is due to the fact that |x〉 is non-
normalizable. A similar argument can be made for a LO
using the − cat state but with the signs of the plus and
minus on the right-hand side of Eq. (31) exchanged. That
is to say, in this situation, the measurement is a parity
measurement.

Returning to the derivation, we now complete the
change of variables using the previously defined variable
w, see Eq. (18). From Eq. (30) we can see that w is still
distributed normally with mean |β|/

√
2 and variance 1/2.

This is because both n and m are approximately Pois-
son distributed with parameter λ = |β|2/2 as detailed in
appendix E. This gives the Kraus operator

M [β]±
x,w

√
dwdx ≈

|β|→∞

ei
√
2|β|wθ
√

2

[
〈xθ| eiπ

√
2|β|(x−w)/2±

〈−xθ| eiπ
√
2|β|(x+w)/2

]
e−(w−|β|/

√
2)2/2

π1/4

√
dwdx .

(35)

For the detection process, we care primarily about the
POVM which is

dw dxE[β]±
x,w ≈

|β|→∞
dw dx

(
M [β]±
x,w

)†
M [β]±
x,w . (36)

Substituting our expressions in we find

dw dxE[β]±
x,w ≈

|β|→∞
dw dx

e−(w−|β|/
√
2)2

√
π

1

2[
|xθ〉〈xθ|

± |xθ〉〈−xθ| e
√
2iπ|β|w

± |−xθ〉〈xθ| e−
√
2iπ|β|w

+ |−xθ〉〈−xθ|
]
. (37)

At this point we can still observe a coherence between
the + and − outcomes of the measurement, see the terms
with the ± coefficients above. So if knowledge of both
the sum and difference variables is retained Eq. (37) is
the final result.

However, if we integrate Eq. (37) over w, presuming
that it is unobserved like in homodyne detection, gives
an expression of the form

dx

∫
dwE[β]±

x,w =

dx
[
G(β)(|xθ〉〈xθ|+ |−xθ〉〈−xθ|)
± I(β)(|xθ〉〈−xθ|+ |−xθ〉〈xθ|)

]
, (38)

where

I(β) =

∫ ∞
0

dw e±2
√
2iπ|β|w e

−(w−|β|/
√
2)2

√
π

=
1

2
e−2π

2|β|2e±2πi|β|
2

[
1 + erf

(
(1± 2iπ)|β|√

2

)]
,

G(β) =

∫ ∞
0

dw
e−(w−|β|/

√
2)2

√
π

=
1

2

[
1 + erf

( |β|√
2

)]
.

(39)

Notice that I(β) has an overall envelope of exp[−2π2|β|2]
which very clearly limits to zero as |β| → ∞. Thus in
the large LO limit these expressions limit to

lim
|β|→∞

I(β) = 0 and lim
|β|→∞

G(β) = 1. (40)

With this the limiting case in the probability is

dxEx =
|β|→∞

dx

∫
dwE[β]±

x,w

=
dx

2

(
|xθ〉〈xθ|+ |−xθ〉〈−xθ|

)
(41)

which satisfies the normalisation properties of a standard
probability density, ∫

dxEx = I. (42)

This also implies that Eq. (37) resolved the identity as
dw dxEx,w = I.
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FIG. 2. Click distributions for detecting vacuum (the signal) with a Cat local oscillators where β = 5 and the expected number of
photons in the b mode is 〈b†b〉 = |β|2 = 25. (Row 1) Original click distributions n and m (dimensionless), marginal distributions
are depicted above and right for both the + and − cat LO. The distribution and marginals are centred around |β|2/2 = 12.5.
(Row 2) Sum w = (n+m)/(

√
2β) and difference x = (n−m)/(

√
2β) variables (dimensionless) and the corresponding marginal

distributions for the + and − cat LO. As vacuum is even parity state the parity of the LO is evident in the marginal of the
difference variable. For example the + cat has support on x = 0 (see the marginal x distribution) while the − cat does not.

To summarise so far, using an odd or even cat state
as a local oscillator we derived the Kraus operators and
POVM for a homodyne like measurement. In the limit
of large amplitudes in the cat states, the POVM for each
measurement outcome is a sum of a quadrature eigen-
state e.g. |xθ〉 and it’s negative |−xθ〉. This operator
projects onto this two-dimensional subspace and hence
cannot distinguish between states which equally project
onto that subspace. For example, the states |xθ〉, |−xθ〉
and |cθ〉 = 1√

2
(|xθ〉+ |−xθ〉) will all give the same proba-

bility density. In other words, this measurement is sym-
metric about reflections through the quadrature origin.
For this reason we call it a reflection symmetric measure-
ment.

Note that after integrating out over the sum variable
w and taking the large oscillator limit means that the
coherence of the cat state in the local oscillator is irrel-
evant. So one can see such a measurement as a homo-
dyne measurement with randomly chosen classical phase
of either 0 or π, which corresponds to a mixed state LO
∝ |β〉〈β|+ |−β〉〈−β| .

If we instead consider the POVM before the integra-
tion over w was performed, see Eq. (37), the coherence
terms contain phases of the form

√
2iπ|β|w. But from the

definition of the variable w,
√

2|β|w is an integer. There-
fore this phase factor can be treated as ±1 but only with
the knowledge of w whereas without this knowledge and
the continuum approximation leads to this phase factor
tending quickly to zero. The ability to use (or ignore)
the information contained in the sum variable seems to
be a new feature with the cat state local oscillator and
provides a means to engineer a measurement.

There is hence a large number of interconnected con-
cerns when taking these approximations together that
may be fragile. In the next section we give numerical
computations which try to address these concerns with
computations involving finite sized local oscillator states.

IV. EXAMPLE INPUT STATES

The above analysis exposes some general properties of
homodyne detection with these types of local oscillators,
while the case studies below give rise to some more spe-
cific information about the details of the measurement
without reliance on numerous approximations. To do this
we return to Eq. (30) to calculate the Kraus operators,
but we are guided broadly by the properties uncovered
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in Sec. III.

1. Vacuum

For the case of a vacuum input state as the signal, the
exact Kraus operator from Eq. (26) acting on a vacuum
state gives

M [β]±
n,m |0〉 =

e−|β|
2/2

2(n+m)/2
√
n!m!N±(β)

βn+m [(−1)m ± (−1)n] , (43)

where (1 ± a/β) |0〉 = |0〉 and (1 − a2/β2) |0〉 = |0〉 have
been used to form this expression. The probability of
detecting n and m photons is subsequently

Pr(n,m|β,±, |0〉) =

e−|β|
2/2

n!

( |β|2
2

)n
e−|β|

2/2

m!

( |β|2
2

)m
[

(−1)m−n ± 1

N±(β)

]2
. (44)

This equation shows explicitly the underlying Possion
distribution envelops with equal Possion variables in both
detectors. The signal will be modulated by the alternat-
ing interference in the final term in the square brackets.
This term comes entirely from the superposition state of
the local oscillator.

Now one can change variables into the x and w sum
and difference variables for this particular case. However,
at this stage, as the continuum approximation has not
been made, the expression for this is not much clearer.
However, it should be noted that the final term in the
square brackets only depends on the difference variable
x.

In Fig. 2 we plot the probabilities generated by both
the “+” cat (i.e. |LO〉 ∝ |β〉+ |−β〉) and the “−” cat (i.e.
|LO〉 ∝ |β〉 − |−β〉) as a LO when measuring the vac-
uum. The in the original photodetection variables n,m
(top row) the clicks of each variable individually are ap-
proximately Possion distributed with half to LO intensity
|β|2/2 due to the 50:50 beamsplitter. The effects from
the superposition of the local oscillator are present in the
full distribution of n and m where complete interference
gives zero probability from the final term in Eq. (44).
This gives rise to the “checker-board” style pattern in the
full distribution and the exact terms where the pattern
is non-zero depending on the phase of the LO cat-state
superposition.

In the sum and difference variables x,w (bottom row)
the two marginal distributions exhibit the interference
more directly as they essentially look "diagonally" across
the n,m distribution. The superposition in the local os-
cillator is evident in these distributions having non-zero
probabilities only on odd or even number term depend-
ing on the sign of the local oscillator superposition. Note

that when changing to x,w variables there exist partic-
ular combinations of variables that are permitted for in-
dividual x and w but not necessarily when combined to-
gether. For example, if x = 0 then m = n and hence
m+ n must be an even number and w is an even multi-
ple of 1/(

√
2β). But if x = 1/(

√
2β) (e.g. if n = 1,m = 0

or n = 3,m = 2, etc), then n = m + 1 and n − m is
odd. Hence x = 1/(

√
2β) with w = 1/(

√
2β) is not per-

mitted. As, depending on the superposition sign in the
LO, particular parities of photon number are suppressed,
this leads to stripes in the x and w marginal distribu-
tions. These stripes are shifted by 1/(

√
2β) between the

+ and − superpositions in the LO. This shifting occurs
as the vacuum state has a definite even parity. There-
fore the parity of the sum and difference variables needs
to preserve the overall parity relationship between the
combined signal and LO.

After the information of the sum variable w is inte-
grated out, the stripes still remain. This is because the
parity of the sum and difference variables is determined
by the parity of the input states only. This is unlike the
measurement in the raw countsm and n where the parity
is encoded between the measurement outcomes as well as
the parity of the input state. Therefore the transforma-
tion to the sum and difference variables gives measure-
ment outcomes that relate the measurements of parity
even after integrating out one of the variables. However,
the parity information is encoded in outputs that are sep-
arated by 1/

√
2|β| which is equivalent to single integer

changes in the n or m variables. Any process that influ-
ences these numbers by a single integer, such as photon
loss, would drastically reduce the visibility of this prop-
erty.

This property of similar marginal distributions shifted
by 1/(

√
2β) is commonly shared with different possible

input signals. For this reason, for other input states,
we will only plot the + superposition case of the local
oscillator. With the input state being the vacuum, the
marginal distributions between n and m or between x
and w look very similar. This situation will change as we
look a measuring signals from coherent light.

2. Coherent state

For the case of a coherent state input to the detec-
tor with the superposition local oscillator the amplitude
generated from the Kraus operator is

M [β]±
n,m |α〉 =

e−|β|
2/2e−|α|

2/2

2(n+m)/2
√
n!m!N±(β)

[(α+ β)n(α− β)m ± (α− β)n(α+ β)m] . (45)
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FIG. 3. Click distributions for detecting a coherent state signal with α = 0.8 (column 1), α = 1.6 (column 2), and α = −1.6
(column 3) with a Cat local oscillators where β = 5 and 〈nb〉 = 25. (Row 1) Original click distributions and marginal
distributions for n and m (dimensionless). (Row 2) Sum w = (n + m)/(

√
2β) and difference x = (n − m)/(

√
2β) variables

(dimensionless) and corresponding marginal distributions. In contrast to the previous plot the difference variables now contain
little probability around x = 0. Column 2 and 3 are identical as this measurement can not distinguish between |α〉 and |−α〉.

The probability of detecting n and m photons is subse-
quently

P [β]±
n,m (|α〉) =

e−|β|
2−|α|2

n!m!N±(β)2∣∣∣∣(α+ β√
2

)n(
α− β√

2

)m
±
(
α− β√

2

)n(
α+ β√

2

)m∣∣∣∣2 .
(46)

These probabilities are shown in Fig. 3 for input signal
amplitudes of α = 0.8, 1.6 and −1.6 and coherent state
superpositions for the local oscillators with β = 5 just
like in Fig. 2.

One of the striking things to notice in Fig. 3 are the
spikes in the sum and difference variables of the α = 0.8
signal, which might be an artefact of using photon num-
ber resolving detectors to approximate an intensity mea-
surement. Although, similar spikes are present in the
work of Sanders et al. [13] which considered a coherent
state LO interfering with a cat state signal and in the
marginal distribution of a cat state Wigner function. For
larger intensity signals e.g. α = 1.6 we see the marginal
distributions have smoothed out significantly. Impor-
tantly in columns 2 and 3 we can see that our measure-
ment does not allow one to distinguish between |α〉 and
|−α〉. In the large LO limit the (marginal) distribution

of the x variable seems limit to

Pr(x|α) = Tr[Ex |α〉〈α|] =
1

2

(
|〈α|xθ〉|2 + |〈α|−xθ〉|2

)
,

(47)
where 〈α|xθ〉 is the inner product between a coherent
state and a rotated quadrature eigenstate. This expres-
sion also holds when α = 0 as in the previous section. Of
course this is not the case for the first column where the
interference terms are still visible.

In appendix F we study the effect of small LOs, relative
to the signal strength, on a coherent state signal. We
find numerically that LO’s slightly larger than the signal
might be sufficient to enable our proposed measurement.

3. Fock state

For the case of a Fock state input state, i.e. n |N〉 =
N |N〉, as the signal, equation 26 acting on such a state
gives

M [β]±
n,m |N〉 =

e−|β|
2/2

2(n+m)/2
√
n!m!N±(β)

〈0| ((â+ β)n(â− β)m ± (â− β)n(â+ β)m) |N〉 . (48)

In appendix G we show how to simplify this expression.
the resulting closed form helps mainly with numerical
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FIG. 4. Click distributions for detecting a Fock state |N〉 with N = 1 (column 1), N = 2 (column 2), and N = 3 (column 3) with
a Cat local oscillators where β = 5. (Row 1) Original click distributions and marginal distributions for n and m (dimensionless).
(Row 2) Sum w = (n +m)/(

√
2β) and difference x = (n −m)/(

√
2β) variables (dimensionless) and corresponding marginal

distributions.

computation but offers little insight into the general func-
tional properties. In the large LO limit the distribution
of the x variable should limit to

Pr(x|N) = Tr[Ex |N〉〈N |] =
1

2

(
|〈N |xθ〉|2 + |〈N |−xθ〉|2

)
,

(49)
where 〈N |xθ〉 is the inner product between a Fock state
and a rotated quadrature eigenstate. This in itself will
be proportional to the square of a Hermite polynomial
HN (x) as

〈x|N〉 =
1√

2NN !
HN (x)〈x|0〉. (50)

In Fig. 4 the appearance of the square of a Hermite poly-
nomial is evident in the difference variable marginal dis-
tributions. Also evident is the effect of parity on the
distribution of the difference variable x. Columns 1 and
3 have odd parity input states (|1〉 , |3〉), while column
2 has and even input parity (|2〉). Like in the vacuum
case the even parity states have support on the differ-
ence variable when x = 0 and the odd parity states do
not.

V. APPLICATION OF CATODYNE TO
REMOTE STATE PREPARATION

We now briefly describe an application of our mea-
surement to remotely preparing superposition of position

eigenstates or a “Schrödinger Cat state in position”. The
idea is to have two parties share an EPR state (which
is a Gaussian state) and then perform our non-Gaussian
“catodyne” measurement, i.e. Eq. (35), on half of the
EPR pair. Then, conditional on the measurement result
q, w, the state

|cq,w〉∝ |q〉+ (−1)f(w) |−q〉 (51)

is prepared remotely. In Eq. (51) |q〉 is an eigenstate of
the position operator x i.e. x |q〉 = q |q〉, and f(w) is a
linear function of the sum variable w. This procedure is
summarised in the following circuit.

Ecat
q,w

|cq,w〉
|EPR〉

remote position cat

(52)
We will start by considering a simplistic case using
an ideal EPR state (an infinitely squeezed, two-mode
squeezed vacuum state) that illustrates the basic fea-
tures of the protocol and then consider, a more realis-
tic, finitely squeezed state. The states resulting from the
finite squeezing version are promising bosonic error cor-
recting codes [24, 25]. We also note that this scheme is
useful if the remote party only has access to linear detec-
tors and linear passive elements such as beam splitters.
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A. Infinite squeezing

The initial state between the remote parties is an ideal
EPR state in the position representation

|EPR〉 =

∫
dx |x〉 ⊗ |x〉 , (53)

which is unnormalizable and unphysical; but a limit of
states that are routinely made in the optical domain using
two mode squeezing.

We will choose to measure one of the systems and allow
the other to freely propagate. To compute the state of
both systems after the measurement we use the usual
measurement update rule

|Φq,w〉 =
(M

[+]
q,w ⊗ I) |EPR〉√
〈EPR|E[+]

q,w|EPR〉
. (54)

Since the denominator simply normalizes the post-
measurement state it is instructive to consider the nu-
merator of Eq. (54) alone

(M [+]
q,w ⊗ I) |EPR〉 ∝ (〈q| ± 〈−q|)⊗ I

∫
dx |x〉 ⊗ |x〉 ,

(55)

where we have replaced the w dependence of Mq,w with
a parity bit ± to simplify our presentation. Moreover
it is clear that the measured mode is absorbed by the
detector. Performing the integrals we arrive at

|Φq,w〉∝ |q〉+ (−1)f(w) |−q〉 , (56)

which is the Schrödinger cat state in position on the re-
mote system. Of course, position eigenstates are not nor-
malizable but are a limit of single mode squeezed states
that are normalizable. In anycase, we rectify this sim-
plistic treatment in the next section with normalizable
states that limit to this result.

B. Finite squeezing

In the position representation, a general pure two-
mode state can be expressed as

|ψ〉 =

∫
dxa

∫
dxb ψ(xa, xb) |xa〉 ⊗ |xb〉 (57)

where ψ(xa, xb) is the two mode position wavefunction.
A two-mode (finitely) squeezed vacuum state is given by
the position wavefunction (see Eq. (81) in Ref. [26])

ψr(xa, xb)TMSV =

√
2

π
e−e

−2r(xa+xb)
2/2e−e

2r(xa−xb)2/2,

(58)
where r is the squeezing factor. In the limit r → ∞,
the wavefunction limits to ψr(xa, xb) ∝ δ(xa− xb) which
gives rise to the EPR state in Eq. (53).

As before we consider an ideal “catodyne” measure-
ment, i.e. the Kraus operators in Eq. (35), on mode “a”
which leaves a conditional state on mode “b”. With some
simplification, detailed in appendix H, the normalized
post measurement position wavefunction after obtaining
measurement outcome {q,±} is

ψ(x|q,±) =

(
cosh 2r

2π

)1/4
eq

2 sinh 2r tanh 2r

√
e2q2 sinh 2r tanh 2r ± 1

×
(59)[

e− cosh 2r(x+q tanh 2r)2 ± e− cosh 2r(x−q tanh 2r)2
]
,

where q is the position outcome, ± is the plus or minus
parity outcome, and r is the squeezing parameter from
Eq. (58). This squeezed cat state limits to Eq. (56) as
r →∞ because both terms inside the square brackets are
Gaussian. To get an intuitive idea of interplay between
the amount of squeezing r and q measurement outcome
we plot ψ(x|q,+) in Fig. 5 for two measurement outcomes
q = 1 and q = 2 for three levels of squeezing.

The probability of obtaining the outcome q is normally
distributed in q around q = 0

dq Pr(q|r) = dq

√
2 sech 2r

π
e−2q

2 sech 2r. (60)

As the variance is proportional to sech 2r = 1/ cosh 2r it
is clear that larger squeezing will stop penalising large q
values. In Fig. 6 we plot Pr(q|r) for several values of r.

The main take-home message from Figures 5 and 6 is
that more than 3dB of squeezing is likely needed for a
robust demonstration a remote state preparation proto-
col using our measurement. This shouldn’t be a problem
as modern experiments have demonstrated squeezing in
the 15dB range [27].

Finally we should point out that our analysis did not
take into account a finite strength LO or imperfections in
number resolved detection, which is a good topic for fu-
ture work to study. Nevertheless preliminary results, see
appendix F, indicate that LOs that are moderately larger
than signal may be adequate for realising our scheme.
The resulting POVM would not be a projection onto su-
perpositions of quadrature eigenstates but (likely) a pro-
jection onto superpositions squeezed states.

VI. CONCLUSION

Using a non-classical local oscillator we have con-
structed a new non-Gaussian measurement. Two new
features that arose, relative to standard homodyne mea-
surements, were the importance of number resolved de-
tection and the importance of information contained in
the sum variable. Using the number resolved information
from the sum variable led to a measurement that had co-
herence between outcomes (a rank-1 POVM), while in-
tegrating out the sum variable led to a loss of coherence
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FIG. 5. Position wave function ψ(x|q,+), i.e. Eq. (59),
of remote state given measurement results q = 1 or q = 2.
(Top) At 3dB of squeezing, i.e. r ≈ 0.345 the remote state is
barely a cat state in position for q = 2 measurement result.
(Middle) 6dB of squeezing or r ≈ 0.691. Now we can see the
emergence of a superposition for both outcomes. (Bottom)
12dB of squeezing or r ≈ 1.382. Now we have clear cat states
for both outcomes and the Gaussian distributions are centred
on q = 1 or 2. Indeed as r →∞ we limit to Eq. (56). Note: we
are using dimensionless versions of the quadrature operators
so x is a dimensionless and to convert to squeezing in dB we
use using rdB = 10 log10 e

2r.

(a rank-2 POVM) which could be achieved by a mixed
state local oscillator.

We have shown that these measurements can be used
to remotely prepare a non-Gaussian state. While we did
not get non-Gaussiannity for free, we injected a LO that
was non-Gaussian and the number resolving measure-
ments are non-Gaussian. Nevertheless, the ability to pre-
pare non-Gaussian states via measurement in a teleporta-
tion scheme might find applications in quantum compu-
tation and communications. The utility of these measure-
ments outside it’s usefulness in remote state preparation
is unknown. However it is heartening to note that or-
dinary homodyne (or heterodyne) measurements can be
used to measure nonlinear properties such as correlation
functions [28]. Thus it is possible that the measurements
described herein may find useful and exotic applications.

So far, we have not discussed the experimental feasi-
bility of our scheme, let us separate the discussion into
the microwave and optical domains. In the microwave

FIG. 6. The probability Pr(q|r) of obtaining a measurement
outcome q for different amounts of squeezing i.e. Eq. (60).
(Left) a linear plot of Pr(q|r). (Right) a linear-log plot of
Pr(q|r) for q ≥ 0. Evidently, the probability for post selecting
on q = 2 for 3dB of squeezing is around 10−3, making this an
unlikely event. At 12dB of squeezing many values of q have a
reasonable chance of occurring.

domain, it seems likely that our scheme could be realised
now as generation non-classical states [29, 30] and photon
number detection [31] inside a cavity are routine. One re-
alisation would be to prepare the signal state in one mi-
crowave cavity and the LO in another and interfere them
(via a beam splitter interaction) and then do number
resolved detection on both. A microwave frequency trav-
elling wave demonstration of our protocol would be sig-
nificantly harder. In the optical domain, small cat states
have been experimentally demonstrated [32, 33] and pro-
tocols for turning small cats in to larger cats (aka “breed-
ing”) have been explored for a number of years [34–36]
and photon number resolving detectors can resolve more
than 15 photons with reasonable efficiency [37]. More-
over, having small cat states may be desirable, and not
a limitation, as alluded to in the main text. Neverthe-
less demonstrating all components together appears to
be technologically challenging at present.

There are many possible extensions of this work for ex-
ample one could consider other non-classical states where
you can take a large LO limit. Moreover, we have not nu-
merically or analytically studied the convergence of the
full measurement operators to the strong local oscilla-
tor limit [6, 11]. An important open question is how
large does the local oscillator have to be a reasonable ap-
proximation to the limiting measurement operators. A
second and equally important question is the extension
of our single mode analysis to the inefficient detection of
multimode fields [4, 5, 38–41] which would enable the
study of mode matching effects. Some stepping stones to
this end have been made by e.g. Gough et al. [42] and
Dąbrowska [43] where a quantum trajectory formulation
of fields in superpostions of coherent states was derived.
These effects will play a central role in any experimental
realization of our scheme.

Some of the artefacts we saw in the numerics were due
to the fact we considered an idealized situation where
we had number-resolving detectors. In practice, Homo-
dyne detection is achieved by intensity detectors. An
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approximation of an intensity measurement would be to
use the finite-efficiency photon number POVM. Given an
efficiency η ∈ [0, 1] the measurement operator represent-
ing report n clicks is

E(η)
n =

∞∑
m=0

(
n+m

n

)
ηn(1− η)m |n+m〉〈n+m| . (61)

Using this operator in the analysis should remove the
spurious issues with parity of the w variable we noted
in Sec. III and be closer in spirit to true Homodyne
detection. However it is unclear if this will result in a
rank 1 or rank 2 POVM.
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Appendix A: Coherent state signals for regular homodyne

In this section we use a coherent state, |α〉, as a proxy for an arbitrary signal states with 〈nsignal〉 � 〈nLO〉 i.e.
|α|2 � |β|2. This let’s us reason about properties of the click distribution that are due, largely, to the LO.

If the input signal is an coherent state |α〉 then

M [β]
n,m |α〉 =

(α+ β)n(α− β)m

2(n+m)/2
√
n!m!

e−(|β|
2+|α|2)/2 |0〉 =

(α+ β)n

2n/2
√
n!
e−(|α+β|)

2/2 (α− β)m

2m/2
√
m!
e−(|α−β|)

2/2 |0〉 (A1)

which gives probabilities proportional to separate Poisson distributions

P [β](n,m) =
|α+ β|2n

2nn!
e−(|α+β|)

2 |α− β|2m
2mm!

e−(|α−β|)
2

. (A2)

In the case of a strong local oscillator relative to the input signal, i.e. β � α, then the distributions of n and m are
individually peaked nearby a mean value of |β|2/2 with standard deviation β/

√
2.

The mean difference between n and m (normalised by
√

2|β|) can be computed using the statistical moments of the
Poisson distribution

E(n−m)√
2|β|

=
|α+ β|2
2
√

2|β|
− |α− β|

2

2
√

2|β|
=
e−iθα+ eiθα∗√

2
(A3)

where E(n −m) is the expectation of the difference variable and θ is the complex angle of β = |β|eiθ. This recovers
the quadrature component and shows how the signal output is converted into the quadrature signal. The variance is
then

Var(n−m)

2|β|2 =
|α+ β|2

4|β| +
|α− β|2

4|β| =
|α|2 + |β|2

2|β|2 =
1

2
+
|α|2
2|β|2 (A4)

as the variances add. In the strong local oscillator limit the second term tends to zero and this variance approaches
the variance of the input coherent state.

Appendix B: Error estimate of approximation

We wish to expand a function f of a random variable X about the mean of X i.e. E[X]. The expansion is [44]

E[f(X)] ≈ f
(

E[X]
)

+
1

2
Var[X]f ′′

(
E[X]

)
+ . . . (B1)
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The function of the random variable m we care about is

f(m) =

(
1− e−2iθâ2

|β|2
)m

. (B2)

Recall that m is the number of clicks in one of the detectors. Because the LO overwhelms the signal, the number of
clicks is approximately Poisson distributed and that means that E[m] = Var[m] = 〈m〉 = |β|2/2. Further the second
derivative of (1− x)m with respect to m is (1− x)m ln2(1− x). Combined this gives us

E[f(m)] ≈
(

1− e−2iθâ2

|β|2
)|β|2/2

+
1

4
|β|2

(
1− a2e−2iθ

|β|2
)|β|2/2

ln2

(
1− a2e−2iθ

|β|2
)
. (B3)

Now we approximate ln2(1− x) ≈ x2 +O(x3) for x� 1, thus

E[f(m)] ≈
(

1− e−2iθâ2

|β|2
)|β|2/2 [

1 +
1

4|β|2
(
a2e−2iθ

)2]
, (B4)

which shows the leading order correction is O(1/|β|2) as claimed. Thus the large LO limit must ensure that
〈signal|a4|signal〉 � 4|β|2, which agrees with the results in Sec. 4.4. of Ref. [11]; readers interested in a further
discussion should consult Ref. [11].

So we can be completely comfortable with the approximation we investigate the variance of f(X) as well. The
expansion is [44] Var [f(X)] ≈

(
f ′(E [X])

)2
Var [X]. It turns out that it scales as 1/|β|2 so in the limit |β| → ∞ the

variance becomes zero.

Appendix C: When m > n

1. Coherent state local oscillator

Consider m > n and pull a factor of (1− a/β)n out of Eq. (6) to arrive at

M (β)
n,m = 〈0|

(
1− â

β

)m−n(
1− â2

β2

)n
e−|β|

2/4

√
n!

(
β√
2

)n
e−|β|

2/4

√
m!

(−β√
2

)m
. (C1)

Using the same definition of x from the main text means that the exponent will have a minus sign which in the β →∞
limit results in the same expression. The second operator term has the exponent changed to n which has the same
peak in it’s distribution and so again, results in the same asymptotic limit.

2. Superposition state local oscillator

Had we chosen that m > n after equation 26, then this would change equation 27 to become

M [β]±
n,m = 〈0| e−|β|

2/2

2(n+m)/2
√
n!m!N±(β)

(
1− â2

β2

)n [
βn(−β)m

(
1 +

â

β

)m−n
± (−β)nβm

(
1− â

β

)m−n]
. (C2)

If now variables are relabelled to swap n and m

M [β]±
n,m = 〈0| e−|β|

2/2

2(n+m)/2
√
n!m!N±(β)

(
1− â2

β2

)m [
(−1)nβm+n

(
1 +

â

β

)n−m
± (−1)mβm+n

(
1− â

β

)n−m]
. (C3)

This equation, up to a global phase factor, only differs from Eq. (27) in the superposition phase depending on the
parity of n − m. Therefore, as the analysis presented in the main text incorporates both superposition phases, it
actually also covers the case of m > n if the information as to which superposition phase applies is incorporated.
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Appendix D: Quadrature Eigenstates

This appendix has two parts. In appendix D1 we show that

|xϕ〉 =
e−x

2/2

π1/4
e
√
2xχa†e−χ

2a†
2
/2 |0〉 , (D1)

with χ = e−iθ (for consistency with the LO in the main text in Eq. (9)), is an eigenstate of

Q(ϕ) = (e−iϕa+ eiϕa†)/
√

2 (D2)

with eigenvalue x, that is

Q(ϕ) |xϕ〉 = x |xϕ〉 . (D3)

Then in appendix D2 we show that

〈x′ϕ|xϕ〉 = δ(x− x′). (D4)

1. Eigenstates

Our method is inspired by Ref. [22]. We start by considering the operator Q(ϕ) acting on |xϕ〉,

Q(ϕ) |xϕ〉 =
e−x

2/2

π1/4

e−iϕa+ eiϕa†√
2

e−χ
2a†

2
/2e
√
2xχa† |0〉 .

Note that two operator exponential commute and so their order does not matter. Left multiply the above equation
using a resolution of the the identity

I = e−χ
2a†

2
/2e
√
2xχa†e−

√
2xχa†eχ

2a†
2
/2, (D5)

which we will then try to remove the quadrature operator by evaluating the conjugations that surround it. We use of
the following commutation relation, [a, f(a†)] = ∂

∂a†
f(a†), for any smooth function f . If f(a†) = e−χ

1a†
2
/2, then

ae−χ
2a†

2
/2 − e−χ2a†

2
/2a = −χ2a†e−χ

2a†
2
/2 (D6)

Defining an operator G which is a conjugated version of the quadrature operator using only the first part of the
identity resolution, and using the above equation gives,

G = eχ
2a†

2
/2Q(ϕ)e−χ

2a†
2
/2 = eχ

2a†
2
/2

(
e−iϕa+ eiϕa†√

2

)
e−χ

2a†
2
/2 (D7)

=
eiϕ√

2
a† +

e−iϕ√
2

(a− χ2a†) (D8)

=
a†√

2
(eiϕ − χ2e−iϕ) +

e−iϕ√
2
a. (D9)

Next, using the same derivative commutation relation, but with the choice f(a†) = e
√
2xχa†

ae
√
2xχa† − e

√
2xχa†a =

√
2xχe

√
2xχa† , (D10)

the G operator can be conjugated again to give the operator H,

H = e−
√
2xχa†Ge

√
2xχa† = e−

√
2xχa†

(
a†√

2
(eiϕ − χ2e−iϕ) +

e−iϕ√
2
a

)
e
√
2xχa† (D11)

=
a†√

2
(eiϕ − χ2e−iϕ) +

e−iϕ√
2

(a+
√

2xχ). (D12)

Now we set θ = −ϕ or χ = eiθ (which gives consistency with Eq. (13)) which sets the a† term to zero, and recall that
a |0〉 = 0

Q(ϕ) |xϕ〉 = e−χ
2a†

2
/2e
√
2xχa†H |0〉 = xe−χ

2a†
2
/2e
√
2xχa† |0〉 = x |xϕ〉 , (D13)

which shows that the state in D1 is an eigenstate of the quadrature operator. All that remains is to normalise this
state to give the desired result.
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2. Inner product

In this appendix we compute the normalisation of two squeezed states |xϕ〉 and |x′ϕ〉, see Eq. (13). We will show
that

〈x′ϕ|xϕ〉 =
e−(x

′2+x2)/2

√
π

〈0| e−χ∗2a2/2e
√
2x′χ∗ae

√
2xχa†e−χ

2a†
2
/2 |0〉 = δ(x− x′) = 〈x′|x〉, (D14)

where x and x′ are quadrature eigenstates. Note that the normalisation of an x eigenstate is very different to any
squeezed state. So we should not expect |ψ〉 = S(r) |0〉, with length

√
|〈ψ|ψ〉|2 = 1, to have any relationship to |x〉

which is unbounded and behaves like a delta function.
To simplify this expression we will insert the identity operator in the coherent state basis twice, i.e.

1

π

∫
d2α |α〉 〈α| = I. (D15)

If we define N = e−x
2/2/π1/4 and N ′ = e−x

′2/2/π1/4 and N 2 := N ′N . Then the inner product becomes

〈x′ϕ|xϕ〉 = N 2 〈0| e−χ∗2a2/2e
√
2x′χ∗ae

√
2xχa†e−χ

2a†
2
/2 |0〉

=
N 2

π2

∫
d2αd2β 〈0| e−χ∗2a2/2 |α〉 〈α| e

√
2x′χ∗ae

√
2xχa† |β〉 〈β| e−χ2a†

2
/2 |0〉 .

Next we re-order (in normal order) or commute exponentials of a and a† i.e.

e
√
2x′χ∗ae

√
2xχa† = e2xx

′
e
√
2xχa†e

√
2x′χ∗a, (D16)

where χ = e−iθ. Doing so and simplifying gives

〈x′ϕ|xϕ〉 =
N 2

π2

∫
d2αd2β e−|α|

2/2e−χ
∗2α2/2e−|β|

2/2e−χ
2β∗2/2e2xx

′ 〈α| e
√
2xχa†e

√
2x′χ∗a |β〉

=
N 2

π2

∫
d2αd2βe−|α|

2/2e−χ
∗2α2/2e−|β|

2/2e−χ
2β∗2/2e2xx

′
e
√
2xχα∗e

√
2x′χ∗βe−

1
2 (|α|

2+|β|2−2α∗β)

= e2xx
′N 2

π2

∫
d2αe−|α|

2

e−χ
∗2α2/2e

√
2xχα∗

∫
d2βe−|β|

2

e−χ
2β∗2/2e(

√
2χ∗x′+α∗)β

= e2xx
′N 2

π2

∫
d2αe−|α|

2

e−χ
∗2α2/2e

√
2xχα∗πe−

χ2

2 (
√
2χ∗x′+α∗)2 ,

(D17)

where we used the integral
∫
d2γe−|β|

2

e−aβ
∗2
ecβ = πe−ac

2

to arrive at the last line. Further manipulations give

〈x′ϕ|xϕ〉 = e2xx
′
e−x

′2N 2

π

∫
d2αe−|α|

2

e−χ
∗2α2/2e−χ

2α∗2/2e
√
2(x−x′)χα∗

= e2xx
′
e−x

′2N 2

π

∫
d2αe−

1
2 (χ
∗α+χα∗)2e

√
2(x−x′)χα∗

= e2xx
′
e−x

′2
e

1
4 (x−x

′)2 N 2

√
2π

∫
d={χ∗α}e−i

√
2(x−x′)={χ∗α}

= e2xx
′
e−x

′2
e

1
4 (x−x

′)2 N 2

2
√
π

∫
dke−ik(x−x

′)

= e2xx
′
e−x

′2
e

1
4 (x−x

′)2 e
−x′2/2e−x

2/2

√
π

√
πδ(x− x′).

(D18)

As the last part is δ(x− x′), only the value at x = x′ matters. Hence this final expression is equivalent to

〈x′ϕ|xϕ〉 = δ(x− x′). (D19)

By multiplying the state by the square-root of the inverse of the pre-factor before the delta function, gives the standard
normalisation for position eigenstates.
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Appendix E: Cat state homodyne

In this section we use coherent states as a proxy for an arbitrary signal states with 〈nsignal〉 � 〈nLO〉. This let’s us
reason about properties of the click distribution that are due, largely, to the LO.

M [β]±
n,m |α〉 =

e−(|β|
2+|α|2)/2

2(n+m)/2
√
n!m!N±(β)

((α+ β)n(α− β)m ± (α− β)n(α+ β)m) (E1)

=
1

N±(β)

(
(α+ β)n

2n/2
√
n!
e−|α+β|

2/2 (α− β)m

2m/2
√
m!
e−|α−β|

2/2 ± (α− β)n

2n/2
√
n!
e−|α−β|

2/2 (α+ β)m

2m/2
√
m!
e−|α+β|

2/2

)
(E2)

which is an amplitude. The detection probabilities are

Pr(n,m|±, β, α) =
1

2(1± e−2|β|2)

[ |α+ β|2n
2nn!

e−|α+β|
2 |α− β|2m

2mm!
e−|α−β|

2

± (α+ β)n(α∗ − β∗)n
2nn!

e−|α+β|
2 (α− β)m(α∗ + β∗)m

2mm!
e−|α−β|

2

± (α∗ + β∗)n(α− β)n

2nn!
e−|α+β|

2 (α∗ − β∗)m(α+ β)m

2mm!
e−|α−β|

2

+
|α− β|2n

2nn!
e−(|α−β|)

2 |α+ β|2m
2mm!

e−(|α+β|)
2

]
(E3)

which gives probabilities proportional to separate Poisson distributions.

1. Marginal click distribution for α = 0

Below we assume that β is real, i.e. β = |β|

M [β]±
n,m |0〉 =

e−(|β|
2)/2

2(n+m)/2
√
n!m!N±(β)

((β)n(−β)m ± (−β)n(β)m) =
e−(|β|

2)/2

2(n+m)/2
√
n!m!N±(β)

|β|n|β|m ((−1)m ± (−1)n)

(E4)

Thus

Pr(n,m|±, β, 0) =
e−|β|

2

2(n+m)n!m!N 2
± (β)

|β|2n|β|2m2(1± (−1)n+m), (E5)

where we used ((−1)m ± (−1)n) = 2(1± (−1)n+m). The marginal over n is

Pr(m|±, β, 0) =

∞∑
n=0

Pr(n,m|±, β, 0). (E6)

Lets do the + superposition case first

Pr(m|+, β, 0) =

∞∑
n=0

Pr(n,m|+, β, 0) =
e−|β|

2/2

m!

( |β|2
2

)m
e|β|

2

+ (−1)m

e−|β|2 + e|β|2
(E7a)

=
e−|β|

2/2

m!

( |β|2
2

)m
(e|β|

2

+ (−1)m)

2 cosh |β|2︸ ︷︷ ︸
=1

(E7b)

=
e−|β|

2/2

m!

( |β|2
2

)m
(E7c)

where we have used m is even for the + superposition. Thus we have a Poisson distribution with mean and variance
equal to |β|2/2.
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Now we do the minus superposition “−” case

Pr(m|−, β, 0) =

∞∑
n=0

Pr(n,m|−, β, 0) =
e−|β|

2

m!

( |β|2
2

)m
e|β|

2

+ (−1)m+1

−e−|β|2 + e|β|2
(E8a)

=
e−|β|

2/2

m!

( |β|2
2

)m
e−|β|

2/2(e|β|
2

+ (−1)m)

2 sinh |β|2︸ ︷︷ ︸
=1

. (E8b)

The marginals Pr(n|±, β, 0) look identical with the role of m and n reversed.

Appendix F: Small and Moderate local oscillators

Here we give some numerical evidence that the local oscillator does not have to be very large to see the effects we
describe in the main text. In Fig. 7 we consider a fixed coherent state signal, α = 1.6 and vary the strength of the
LO β. When β is less than one the two peaks are not discernible (not shown). As β increases (left to right in the
figure) the bimodal distribution of the outcomes becomes increasingly apparent. When β = 1.85 the two modes of
the distributions are well separated but seem to be asymmetric about |x| ≈ 2. For β ≥ 2.6 the asymmetry seems to
be consistent with the LO of β = 5 in middle column of Fig. 3. Again we point the reader to results in Sec. 4.4. of
Ref. [11] for a fuller discussion of the large LO limit.

FIG. 7. The effect of the local oscillator size on the click distributions, in all figures the signal is a α = 1.6 coherent
state. (column 1) β = 1.1, (column 2) β = 1.3, and (column 3) β = 1.85. (Row 1) Original click distributions and marginal
distributions for n and m. (Row 2) Sum w = (n +m)/(

√
2β) and difference x = (n −m)/(

√
2β) variables and corresponding

marginal distributions.

Appendix G: Fock state signal

To further simplify Eq. (48) in the main text, consider the first sub-term

〈0| (â+ β)n(â− β)m |N〉 . (G1)



19

The annihilation operator is the only operator within this expression and hence all the operators commute. Therefore
the standard binomial expansion can be used,

(a+ x)n =

n∑
k=0

(
n

k

)
an−kxk. (G2)

This gives

(a+ β)n(a− β)m |N〉 =

m∑
k=0

n∑
k′=0

(
m

k

)(
n

k′

)
(−1)kβk+k

′

√
N !

(N − (m− k)− (n− k′))! |N − (m− k)− (n− k′)〉 . (G3)

where any negative values within the ket are equivalent to the zero vector. The expression closed with a 〈0| is then

〈0| (â+ β)n(â− β)m |N〉 =

m∑
k=0

(
m

k

)(
n

n+m−N − k

)
(−1)kβn+m−N

√
N !, (G4)

provided n+m ≥ N otherwise the expression is zero. This condition occurs because there is no loss considered in the
model and hence if N photons are injected into the detector, at the very least they must all be detected. Additional
photons can arise from the local oscillator which introduces the terms involving the β. The series has the form of a
ordinary hypergeometric function evaluated at −1 and hence can be written

〈0| (â+ β)n(â− β)m |N〉 = βn+m−N
√
N !

{(
n

m+n−N
)

2F1(−m,−m− n+N ; 1−m+N ;−1) m ≤ N(
m

m−N
)
(−1)m−N 2F1(−n,−N ; 1 +m−N ;−1) m > N

(G5)

again, provided that n + m ≥ N . The leading two parameters, given this inequality are always negative which
corresponds to the finite sum of terms in the defining series. The second terms, given the constraints on each branch,
are always greater than or equal to one which ensures no singular points.

Appendix H: Details of finite squeezing

Let’s consider the case where the Kraus operator isMq,+ ∝ 〈q|+ 〈−q| (positive parity), where q is the measurement
outcome. (The negative parity case where Mq,− ∝ 〈q| − 〈−q| is similar.) Then the unnormalized post measurement
state is proportional to

Mq,+ ⊗ I |ψ〉TMSV ∝
∫
dxb

√
2

π

[
e−e

−2r(q+xb)
2/2e−e

2r(q−xb)2/2 + e−e
−2r(−q+xb)2/2e−e

2r(q+xb)
2/2
]
|xb〉 , (H1)

here we have used 〈±q|xa〉 = δ(xa± q) and integrated over xa. We normalize this position wavefunction and do some
algebraic simplification on it and find

ψ(xb|q,+, r) =

(
cosh 2r

2π

)1/4
eq

2 cosh 2r

√
e2q2 sinh 2r tanh 2r + 1

[
e−(q

2+x2
b) cosh 2r−2qxb sinh 2r + e−(q

2+x2
b) cosh 2r+2qxb sinh 2r

]
. (H2)

To further simplify we can complete the square on the exponents, i.e.,

−(q2 + x2b) cosh 2r − 2qxb sinh 2r = − cosh 2r(xb + q tanh 2r)2 − q2 sech 2r (H3a)

−(q2 + x2b) cosh 2r + 2qxb sinh 2r = − cosh 2r(xb − q tanh 2r)2 − q2 sech 2r (H3b)

which gives the normalized position wavefunction ψ(x|q,+, r) after obtaining measurement outcome q,+ with squeez-
ing r given in Eq. (59).

To get an idea about the likelihood of preparing various states as a function of the measurement outcome q we need
to compute the probability for obtaining outcome q. We consider a simplified version of the full POVM in Eq. (37)

dq Eq,± =
dq

4

(
|q〉〈q| ⊗ Ib ± |−q〉〈q| ⊗ Ib ± |q〉〈−q| ⊗ Ib + |−q〉〈−q| ⊗ Ib

)
, (H4)



20

where
∑
±
∫
dq Eq,± = I⊗ I. The probability density for obtaining outcome q is

dqPr(q|r) =
∑

s∈{+,−}
TMSV 〈ψ|Eq,s |ψ〉TMSV (H5a)

=
dq

2
TMSV 〈ψ| |q〉〈q| ⊗ Ib + |−q〉〈−q| ⊗ Ib |ψ〉TMSV (H5b)

= dq

∫
dx′a

∫
dx′b

∫
dxa

∫
dxb ψ(x′a, x

′
b)ψ(xa, xb) 〈x′a| ⊗ 〈x′b|

(
|q〉〈q| ⊗ Ib

)
|xa〉 ⊗ |xb〉 . (H5c)

Performing the integrals and simplifying we find dq Pr(q|r) = dq(2 sech 2r/π)1/2 exp[−2q2 sech 2r].

[1] R. Kumar, E. Barrios, A. MacRae, E. Cairns, E. H. Hunt-
ington, and A. I. Lvovsky, Versatile wideband balanced
detector for quantum optical homodyne tomography, Op-
tics Communications 285, 5259 (2012).

[2] S. Grandi, A. Zavatta, M. Bellini, and M. G. A. Paris,
Experimental quantum tomography of a homodyne de-
tector, New Journal of Physics 19, 053015 (2017).

[3] N. Walker, Quantum theory of multiport optical homo-
dyning, Journal of Modern Optics 34, 15 (1987).

[4] M. Collett, R. Loudon, and C. Gardiner, Quantum theory
of optical homodyne and heterodyne detection, Journal
of Modern Optics 34, 881 (1987).

[5] A. Barchielli, Direct and heterodyne detection and other
applications of quantum stochastic calculus to quantum
optics, Quantum Optics: Journal of the European Opti-
cal Society Part B 2, 423 (1990).

[6] S. L. Braunstein, Homodyne statistics, Phys. Rev. A 42,
474 (1990).

[7] M. Grabowski, Homodyne detection and positive
operator-valued measures, Open Systems & Information
Dynamics 1, 349 (1992).

[8] P. Kochański and K. Wódkiewicz, Operational theory of
eight-port homodyne detection, Journal of Modern Op-
tics 44, 2343 (1997).

[9] K. Banaszek and K. Wódkiewicz, Operational theory of
homodyne detection, Phys. Rev. A 55, 3117 (1997).

[10] J. Kiukas and P. Lahti, On the moment limit of quan-
tum observables, with an application to the balanced ho-
modyne detection, Journal of Modern Optics 55, 1175
(2008).

[11] T. Tyc and B. C. Sanders, Operational formulation of
homodyne detection, Journal of Physics A: Mathematical
and General 37, 7341 (2004).

[12] T. Tyc and B. C. Sanders, Rigorous analysis of homodyne
detection, in Coherence and Quantum Optics VIII, edited
by N. P. Bigelow, J. H. Eberly, C. R. Stroud, and I. A.
Walmsley (Springer US, Boston, MA, 2003) pp. 453–454.

[13] B. C. Sanders, K. S. Lee, and M. S. Kim, Optical homo-
dyne measurements and entangled coherent states, Phys.
Rev. A 52, 735 (1995).

[14] M. S. Kim and B. C. Sanders, Squeezing and antisqueez-
ing in homodyne measurements, Phys. Rev. A 53, 3694
(1996).

[15] G. S. Thekkadath, B. A. Bell, I. A. Walmsley, and A. I.
Lvovsky, Engineering schrödinger cat states with a pho-
tonic even-parity detector, Quantum 4, 239 (2020).

[16] G. S. Thekkadath, D. S. Phillips, J. F. F. Bulmer, W. R.
Clements, A. Eckstein, B. A. Bell, J. Lugani, T. A. W.
Wolterink, A. Lita, S. W. Nam, T. Gerrits, C. G. Wade,
and I. A. Walmsley, Tuning between photon-number and
quadrature measurements with weak-field homodyne de-
tection, Phys. Rev. A 101, 031801 (2020).

[17] W. Vogel, Homodyne correlation measurements with
weak local oscillators, Phys. Rev. A 51, 4160 (1995).

[18] S. Olivares, A. Allevi, G. Caiazzo, M. G. A. Paris,
and M. Bondani, Quantum tomography of light states
by photon-number-resolving detectors, New Journal of
Physics 21, 103045 (2019).

[19] S. Olivares, A. Allevi, and M. Bondani, On the role of
the local oscillator intensity in optical homodyne-like to-
mography, Physics Letters A 384, 126354 (2020).

[20] G. Puentes, J. S. Lundeen, M. P. A. Branderhorst, H. B.
Coldenstrodt-Ronge, B. J. Smith, and I. A. Walmsley,
Bridging particle and wave sensitivity in a configurable
detector of positive operator-valued measures, Phys. Rev.
Lett. 102, 080404 (2009).

[21] T. Lipfert, J. Sperling, and W. Vogel, Homodyne de-
tection with on-off detector systems, Phys. Rev. A 92,
053835 (2015).

[22] F. Soto-Eguibar and H. A. M. Moya-Cessa, Harmonic
oscillator position eigenstates via application of an oper-
ator on the vacuum, Revista mexicana de fÃsica E 59,
122 (2013).

[23] K. H. Knuth, Why square roots of probabilities?, AIP
Conference Proceedings 1757, 020001 (2016).

[24] D. S. Schlegel, F. Minganti, and V. Savona, Quantum
error correction using squeezed Schrödinger cat states,
Physical Review A 106, 022431 (2022), arXiv:2201.02570
[quant-ph].

[25] Q. Xu, G. Zheng, Y.-X. Wang, P. Zoller, A. A. Clerk,
and L. Jiang, Autonomous quantum error correction and
fault-tolerant quantum computation with squeezed cat
qubits (2022), arXiv:2210.13406 [quant-ph].

[26] S. L. Braunstein and P. van Loock, Quantum informa-
tion with continuous variables, Rev. Mod. Phys. 77, 513
(2005).

[27] H. Vahlbruch, M. Mehmet, K. Danzmann, and R. Schn-
abel, Detection of 15 db squeezed states of light and their
application for the absolute calibration of photoelectric
quantum efficiency, Phys. Rev. Lett. 117, 110801 (2016).

[28] M. P. da Silva, D. Bozyigit, A. Wallraff, and A. Blais,
Schemes for the observation of photon correlation func-

https://doi.org/https://doi.org/10.1016/j.optcom.2012.07.103
https://doi.org/https://doi.org/10.1016/j.optcom.2012.07.103
https://doi.org/10.1088/1367-2630/aa6f2c
https://doi.org/10.1080/09500348714550131
https://doi.org/10.1080/09500348714550811
https://doi.org/10.1080/09500348714550811
https://doi.org/10.1088/0954-8998/2/6/002
https://doi.org/10.1088/0954-8998/2/6/002
https://doi.org/10.1103/PhysRevA.42.474
https://doi.org/10.1103/PhysRevA.42.474
https://doi.org/10.1007/BF02228844
https://doi.org/10.1007/BF02228844
https://doi.org/10.1080/09500349708231887
https://doi.org/10.1080/09500349708231887
https://doi.org/10.1103/PhysRevA.55.3117
https://doi.org/10.1080/09500340701624658
https://doi.org/10.1080/09500340701624658
https://doi.org/10.1088/0305-4470/37/29/010
https://doi.org/10.1088/0305-4470/37/29/010
https://dx.doi.org/10.1103/PhysRevA.52.735
https://dx.doi.org/10.1103/PhysRevA.52.735
https://doi.org/10.1103/PhysRevA.53.3694
https://doi.org/10.1103/PhysRevA.53.3694
https://doi.org/10.22331/q-2020-03-02-239
https://doi.org/10.1103/PhysRevA.101.031801
https://doi.org/10.1103/PhysRevA.51.4160
https://doi.org/10.1088/1367-2630/ab4afb
https://doi.org/10.1088/1367-2630/ab4afb
https://doi.org/https://doi.org/10.1016/j.physleta.2020.126354
https://doi.org/10.1103/PhysRevLett.102.080404
https://doi.org/10.1103/PhysRevLett.102.080404
https://doi.org/10.1103/PhysRevA.92.053835
https://doi.org/10.1103/PhysRevA.92.053835
https://arxiv.org/pdf/1309.0140.pdf
https://arxiv.org/pdf/1309.0140.pdf
https://aip.scitation.org/doi/abs/10.1063/1.4959042
https://aip.scitation.org/doi/abs/10.1063/1.4959042
https://doi.org/10.1103/PhysRevA.106.022431
https://doi.org/10.48550/arXiv.2210.13406
https://doi.org/10.48550/arXiv.2210.13406
https://doi.org/10.48550/arXiv.2210.13406
https://doi.org/10.1103/RevModPhys.77.513
https://doi.org/10.1103/RevModPhys.77.513
https://doi.org/10.1103/PhysRevLett.117.110801


21

tions in circuit qed with linear detectors, Phys. Rev. A
82, 043804 (2010).

[29] S. Krastanov, V. V. Albert, C. Shen, C.-L. Zou, R. W.
Heeres, B. Vlastakis, R. J. Schoelkopf, and L. Jiang, Uni-
versal control of an oscillator with dispersive coupling to
a qubit, Phys. Rev. A 92, 040303 (2015).

[30] R. W. Heeres, P. Reinhold, N. Ofek, L. Frunzio, L. Jiang,
M. H. Devoret, and R. J. Schoelkopf, Implementing a uni-
versal gate set on a logical qubit encoded in an oscillator,
Nature Communications 8, 94 (2017).

[31] D. I. Schuster, A. A. Houck, J. A. Schreier, A. Wallraff,
J. M. Gambetta, A. Blais, L. Frunzio, J. Majer, B. John-
son, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf,
Resolving photon number states in a superconducting cir-
cuit, Nature 445, 515 (2007).

[32] T. Gerrits, S. Glancy, T. S. Clement, B. Calkins, A. E.
Lita, A. J. Miller, A. L. Migdall, S. W. Nam, R. P. Mirin,
and E. Knill, Generation of optical coherent-state super-
positions by number-resolved photon subtraction from
the squeezed vacuum, Phys. Rev. A 82, 031802 (2010).

[33] T. Serikawa, J.-i. Yoshikawa, S. Takeda, H. Yonezawa,
T. C. Ralph, E. H. Huntington, and A. Furusawa, Gen-
eration of a cat state in an optical sideband, Phys. Rev.
Lett. 121, 143602 (2018).

[34] A. P. Lund, H. Jeong, T. C. Ralph, and M. S. Kim,
Conditional production of superpositions of coherent
states with inefficient photon detection, Phys. Rev. A
70, 020101 (2004).

[35] A. Laghaout, J. S. Neergaard-Nielsen, I. Rigas, C. Kragh,
A. Tipsmark, and U. L. Andersen, Amplification of realis-
tic schrödinger-cat-state-like states by homodyne herald-
ing, Phys. Rev. A 87, 043826 (2013).

[36] D. V. Sychev, A. E. Ulanov, A. A. Pushkina, M. W.
Richards, I. A. Fedorov, and A. I. Lvovsky, Enlargement
of optical schrödinger’s cat states, Nature Photonics 11,
379 (2017).

[37] L. A. Morais, T. Weinhold, M. P. de Almeida, J. Combes,
A. Lita, T. Gerrits, S. W. Nam, A. G. White, and
G. Gillett, Precisely determining photon-number in real-
time (2022), arXiv:2012.10158 [physics, physics:quant-
ph].

[38] J. Shapiro, Quantum noise and excess noise in optical
homodyne and heterodyne receivers, IEEE Journal of
Quantum Electronics 21, 237 (1985).

[39] S. L. Braunstein and D. D. Crouch, Fundamental lim-
its to observations of squeezing via balanced homodyne
detection, Phys. Rev. A 43, 330 (1991).

[40] Z. Y. Ou and H. J. Kimble, Probability distribution of
photoelectric currents in photodetection processes and
its connection to the measurement of a quantum state,
Phys. Rev. A 52, 3126 (1995).

[41] M. Sasaki and S. Suzuki, Multimode theory of
measurement-induced non-gaussian operation on wide-
band squeezed light: Analytical formula, Phys. Rev. A
73, 043807 (2006).

[42] J. E. Gough, M. R. James, H. I. Nurdin, and J. Combes,
Quantum filtering for systems driven by fields in single-
photon states or superposition of coherent states, Phys.
Rev. A 86, 043819 (2012).

[43] A. M. Dąbrowska, Quantum trajectories for environment
in superposition of coherent states, Quantum Informa-
tion Processing 18, 224 (2019).

[44] H. Benaroya, S. M. Han, and M. Nagurka, Probability
models in engineering and science (CRC press, 2005).

https://dx.doi.org/10.1103/PhysRevA.82.043804
https://dx.doi.org/10.1103/PhysRevA.82.043804
https://doi.org/10.1103/PhysRevA.92.040303
https://doi.org/10.1038/s41467-017-00045-1
https://doi.org/10.1038/nature05461
https://doi.org/10.1103/PhysRevA.82.031802
https://doi.org/10.1103/PhysRevLett.121.143602
https://doi.org/10.1103/PhysRevLett.121.143602
https://doi.org/10.1103/PhysRevA.70.020101
https://doi.org/10.1103/PhysRevA.70.020101
https://doi.org/10.1103/PhysRevA.87.043826
https://doi.org/10.1038/nphoton.2017.57
https://doi.org/10.1038/nphoton.2017.57
https://doi.org/10.48550/arXiv.2012.10158
https://doi.org/10.48550/arXiv.2012.10158
https://doi.org/10.1109/JQE.1985.1072640
https://doi.org/10.1109/JQE.1985.1072640
https://doi.org/10.1103/PhysRevA.43.330
https://doi.org/10.1103/PhysRevA.52.3126
https://doi.org/10.1103/PhysRevA.73.043807
https://doi.org/10.1103/PhysRevA.73.043807
https://dx.doi.org/10.1103/PhysRevA.86.043819
https://dx.doi.org/10.1103/PhysRevA.86.043819
https://doi.org/10.1007/s11128-019-2340-4
https://doi.org/10.1007/s11128-019-2340-4

	 Homodyne measurement with a Schrödinger cat state as a local oscillator 
	Abstract
	Introduction
	Homodyne measurement with coherent state local oscillator
	Exact Kraus operator
	Kraus operator approximations

	Homodyne measurement with a cat state local oscillator
	Example input states
	Vacuum
	Coherent state
	Fock state


	Application of catodyne to remote state preparation
	Infinite squeezing
	Finite squeezing

	Conclusion
	Coherent state signals for regular homodyne
	Error estimate of approximation
	When m>n
	Coherent state local oscillator
	Superposition state local oscillator

	Quadrature Eigenstates
	Eigenstates
	Inner product

	Cat state homodyne
	Marginal click distribution for =0

	Small and Moderate local oscillators
	Fock state signal
	Details of finite squeezing
	References


