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Fault-tolerant quantum computation with depolarization error often requires demanding error
threshold and resource overhead. If the operations can maintain high noise bias – dominated by
dephasing error with small bit-flip error – we can achieve hardware-efficient fault-tolerant quantum
computation with a more favorable error threshold. Distinct from two-level physical systems, multi-
level systems (such as harmonic oscillators) can achieve a desirable set of bias-preserving quantum
operations while using continuous engineered dissipation or Hamiltonian protection to stabilize to
the encoding subspace. For example, cat codes stabilized with driven-dissipation or Kerr nonlinearity
can possess a set of biased-preserving gates while continuously correcting bosonic dephasing error.
However, cat codes are not compatible with continuous quantum error correction against excitation
loss error, because it is challenging to continuously monitor the parity to correct photon loss errors.
In this work, we generalize the bias-preserving operations to pair-cat codes, which can be regarded as
a multimode generalization of cat codes, to be compatible with continuous quantum error correction
against both bosonic loss and dephasing errors. Our results open the door towards hardware-
efficient robust quantum information processing with both bias-preserving operations and continuous
quantum error correction simultaneously correcting bosonic loss and dephasing errors.

I. INTRODUCTION

Quantum information is powerful but fragile due to
the presence of noise and imperfections. Quantum error
correction can actively correct physical errors and pro-
tect the encoded quantum information, by introducing
redundancy in physical systems. Fault-tolerant design
also ensures that errors during the quantum error cor-
rection will not compromise the encoded quantum infor-
mation, which enables us to accomplish quantum tasks
as accurate as possible if the error probability of each
gate operation on physical qubits is below certain thresh-
old [1, 2]. For generic depolarization errors, however,
fault-tolerant quantum computation often requires de-
manding error threshold and resource overhead, which
poses a major challenge with the current technology.

One promising approach to overcome this challenge is
to design quantum error correction schemes specific for
realistic errors in physical devices. For example, when
physical systems have a biased-noise structure – one type
of error is stronger than all other types of errors [3] – we
can design efficient quantum error correction schemes to
improve error threshold [4–7] and reduce resource over-
head [8]. Hence, seeking biased-noise structure and pre-
serving the error bias during operations on the physical
qubits are highly desirable to make these merits come
true. In practice, however, it is non-trivial to preserve the
biased-noise structure for all quantum operations. For
example, phase-flip error can be transformed into bit-flip
error and vice versa after a Hadamard gate. Moreover,
phase-flip error bias cannot be preserved during the ex-
ecution of a CNOT gate for physical qubits encoded in
two-level systems [9].

∗ yuanming@uchicago.edu
† liangjiang@uchicago.edu

Distinct from two-level physical systems, multi-level
systems (such as harmonic oscillators) can encode quan-
tum information with desirable biased-noise structure
and bias-preserving quantum operations. For example,
we can use harmonic oscillators with cat codes, which
encode quantum bit of information using a subspace
spanned by two separated coherent states | ± α〉 [10].
With specific choice of computational basis of the cat
code, the bit-flip error can be exponentially suppressed
by the averaged photon number compared with the
phase-flip error, which naturally provides the biased-
noise structure [9, 11]. The cat qubits can be stabilized in
both driven-dissipative systems [10] and Kerr-nonlinear
resonators with 2-photon driving [12]. Both of the sta-
bilization protocols with the biased-noise structure have
been experimentally demonstrated [13–15]. A set of op-
erations which includes CNOT and Toffoli gates for cat
qubits with bias-preserving properties has been proposed
in both platforms [9, 11]. Recently, new method to keep
noise bias in Kerr cat qubits suppressing heating-induced
leakage [16] and new approaches to realize fast and bias-
preserving gates in cat code [17, 18] have also been pro-
posed. Further, cat qubits can be concatenated into rep-
etition code level, on which a universal gate set for quan-
tum computation can be constructed by using fundamen-
tal bias-preserving operations on physical qubits. Con-
catenation of cat qubits with different types of surface
codes has also been investigated under practical consid-
eration [19, 20]. In addition, multicomponent cat codes
encoded in a single mode can also be used to protect
against photon loss errors [10]. However, the correspond-
ing quantum error correction strategy for all the proto-
cols we mentioned above to suppress the effect from pho-

ton losses rely on measuring parity (−1)â
†â, which is hard

to be implemented continuously. As a result, extra over-
head might be required for those measurements in the
middle of the circuits and the following feedback control,
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which can lead to extra errors and delays.
In our work, we focus on another type of bosonic codes

named pair-cat code, which is an important generaliza-
tion of cat code into multimode bosonic systems [21]. For
pair-cat code, any photon loss error happening in either
mode can be detected by monitoring the photon num-
ber difference between the two modes and we can correct
them correspondingly, which enables us to perform con-
tinuous error correction against photon loss errors. Dif-
ferent from the parity, the photon number difference is
much easier to monitor continuously while keeping the
stabilization on. Moreover, we need less averaged pho-
ton number per mode to get at least the same protection
as in the cat code. With all the merits of the pair-cat
code, it is natural to ask whether pair-cat code has simi-
lar biased-noise structure and whether we can generalize
the methods used to construct bias-preserving operations
for cat code [9, 11] into the pair-cat case while keeping the
merit of continuous error correction during operations.

In this work, we successfully construct a set of
bias-preserving operations for pair-cat codes (including
CNOT and Toffoli, sufficient for universal computation
in repetition code level), which can be compatible with
continuous quantum error correction of both bosonic loss
and dephasing errors. The paper is organized as follows.
In Sec. II, we will go over the basic encoding scheme of the
pair-cat code. In Sec. III, we investigate the construction
of bias-preserving operation set in both driven-dissipative
systems and Hamiltonian systems. We summarize our re-
sults in Sec. IV. In the Appendices, we summarize some
useful properties of pair-cat code itself, including its sta-
bilization, error correction strategy, and optimal error
probabilities during the bias-preserving operations we de-
sign in the main text.

II. PAIR-CAT CODE STABILIZATION

The pair-cat code itself with stabilization in the driven-
dissipative systems has been proposed in [21]. Here we
first summarize basic properties of the code, and then
introduce the Hamiltonian protection scheme as a direct
generalization from of the cat code.

We first mention the encoding of the cat code for fur-
ther comparison. By focusing on the subspace spanned
by two coherent states {|α〉, | − α〉}, we introduce the
states |C±α 〉 with fixed even or odd photon number par-
ity, where

|C±α 〉 := N±(|α〉 ± | − α〉). (1)

Here N± = 1√
2(1±e−2|α|2 )

is the normalization factor. By

encoding |C±α 〉 as the eigenstates of X operator of the cat
qubit with eigenvalue ±1, we can see that in the large |α|
limit, | ± α〉 states serve as the logical |0〉 and |1〉 of the
code. Since physical relevant errors, like photon loss, gain
and dephasing noise only act locally in the phase space,
which make it hard to flip |α〉 to | − α〉 and vice versa,

the bit-flip error is naturally suppressed with the choice
of our encoding. In fact, it is exponentially suppressed as
the increase of average photon number in the resonator
compared with phase-flip error.

Then, we consider a system with two bosonic modes

and denote them as mode â and b̂. We introduce the
pair-coherent state |γ∆〉 [22], which serves as the ba-
sic components in pair-cat code. It is defined as the
projection of the identical coherent state in two modes
|γ, γ〉 := |γ〉⊗|γ〉 into a subspace with fixed photon num-
ber difference between these modes. Specifically, we have

|γ∆〉 =
P̂∆|γ, γ〉√N∆

, (2)

where N∆ = e−2|γ|2I∆(2|γ|2) is the normalization factor
and I∆(x) is the modified Bessel function of the first kind.

P̂∆ is the projection operator which projects states into
a subspace with fixed photon number difference ∆̂ :=
n̂b − n̂a = ∆, which means,

P̂∆ :=

+∞∑
n=0

|n, n+ ∆〉〈n, n+ ∆| (∆ ≥ 0). (3)

The ∆ < 0 case can always be defined similarly by
performing a SWAP operation between the two modes.
From then on for simplicity we assume ∆ ≥ 0 by de-
fault in the following discussions if there is no further
comment.

Two merits need to be highlighted for the |γ∆〉 state:
first, by analogy with the cat code design where (â2 −
α2)| ± α〉 = 0, here we have

(â2b̂2 − γ4)|γ∆〉 = (â2b̂2 − γ4)|(iγ)∆〉 = 0. (4)

Therefore, â2b̂2 − γ4 can dissipatively stabilize the pair-
cat code space. We note that the pair-cat has a unique
advantage over the cat code, which is for any number of
photon loss in either mode, it can only change the pair-
coherent state into another subspace with different ∆.
Notice that

âP̂∆ = P̂∆+1â, b̂P̂∆ = P̂∆−1b̂, (5)

we have

âk|γ∆〉 = γk
√
N∆+k

N∆
|γ(∆+k)〉,

b̂l|γ∆〉 = γl
√
N∆−l
N∆

|γ(∆−l)〉.
(6)

As a result, this type of error syndrome can be easily
monitored by measuring ∆̂, and then we could design
strategies to correct it correspondingly. However, this
method does not work if the system suffers from loss error

âb̂ since ∆ does not change after âb̂ acting on the state.
Later we can see that this will give us an uncorrectable
error with our encoding method.
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|0〉c = |+γ,∆〉+|−γ,∆〉√
2

∼ |γ∆〉

|1〉c = |+γ,∆〉−|−γ,∆〉√
2

∼ (−i)∆|(iγ)∆〉

FIG. 1. Bloch sphere representation of the pair-cat encoding.

To encode the qubit with the pair-coherent states,

we use a generalized “parity” projection operator Q̂
(∆)
±

within each ∆-fixed subspace. Before giving the defini-

tion of Q̂
(∆)
± , we first introduce the projection operator

P̂ a± to â mode with fixed parity as

P̂ a± :=
Î ± (−1)n̂a

2
.

Then Q̂
(∆)
± can be defined as

Q̂
(∆)
± := P̂ a±P̂∆ (∆ ≥ 0). (7)

As we pointed out that ∆ < 0 case can always be defined
by performing a SWAP between two modes, we should

use the parity in b̂ mode to define Q̂
(∆<0)
± := P̂ b±P̂∆.

Finally, we define our code states as

|±γ,∆〉 :=
Q̂

(∆)
± |γ, γ〉√
N±,∆

=
|γ∆〉 ± (−i)∆|(iγ)∆〉

2
√
N±,∆/N∆

, (8)

where N±,∆ = e−2|γ|2 [I∆(2|γ|2) ± J∆(2|γ|2)]/2 is also a
normalization factor, and J∆(x) is the Bessel function of
the first kind. We adopt the convention that the above
states are eigenstates of the logical X operator, specifi-
cally,

|+〉c := |+γ,∆〉, |−〉c := |−γ,∆〉. (9)

Note that here we use a different choice of basis com-
pared with Ref. [21], so that the phase-flip error is the
dominant type of error in our choice of basis in order to
be consistent with the existing literature.

In the large |γ| limit, like the cat code, we also have

|〈(iγ)∆|γ∆〉|2 ∼ O(e−4|γ|2) , which means these two
states are asymptotically orthogonal. As a result,

|±γ,∆〉 ∼
|γ∆〉 ± (−i)∆|(iγ)∆〉√

2
(|γ| → +∞). (10)

Further, the states along Z basis are

|0〉c ∼ |γ∆〉, |1〉c ∼ (−i)∆|(iγ)∆〉 (|γ| → +∞).
(11)

On the other hand, in the |γ| → 0 limit, we have{
|+γ,∆〉 ∼ (γ/|γ|)∆|na = 0, nb = ∆〉
|−γ,∆〉 ∼ (γ/|γ|)∆+2|na = 1, nb = ∆ + 1〉

(|γ| → 0),

(12)
which, as indicated later, provides us one way to pre-
pare code states in a bias-preserving way by adiabatically
turning on control parameters.

As mentioned before, the lowest-order uncorrectable

loss error is âb̂. Notice that this error does not cause
the code states to go out of the code subspace. We
denote r∆ =

√
N−,∆/N+,∆. In the large |γ| limit,

r∆ ' 1 − 2e−2|γ|2 cos(φ) where φ = 2|γ|2 − 2∆+1
4 π. The

projection operator on the code space can be denoted as
P̂c := |+〉c〈+|+ |−〉c〈−|. In the large |γ| limit, we have

P̂câb̂P̂c = γ2 r∆ + r−1
∆

2
Ẑc + iγ2 r∆ − r−1

∆

2
Ŷc

∼ γ2Ẑc − 2iγ2e−2|γ|2 cos(φ)Ŷc.

(13)

We can see that the Z error is the dominant one while the
other errors are exponentially suppressed for large |γ|.

On the other hand, the error induced by bosonic de-
phasing term can always be exponentially suppressed in
the large |γ| limit. For example,

P̂câ
†âP̂c ∼ γ2Îc +O(γ2e−2|γ|2)X̂c. (14)

Therefore, in our work we will only focus on the effects
induced by photon losses and leave the bosonic dephasing
error aside.

The pair-cat code can be stabilized in a driven-

dissipative system with the jump operator F̂ = â2b̂2−γ4.
The corresponding dynamical equation of motion is

dρ

dt
= κD[F̂ ]ρ = κ(F̂ ρF̂ † − 1

2
{F̂ †F̂ , ρ}), (15)

where {•} denotes the anti-commutator, and κ corre-
sponds to the 4-photon dissipation rate. Note that both
the photon number difference and the parity are pre-
served during this evolution because they commute with
F̂ . Since F̂ |γ∆〉 = F̂ |(iγ)∆〉 = 0, our code space lies
in the decoherence-free subspace of the system. The ef-
fective dissipative gap introduced in Ref. [23] inversely
relates to the leakage rate out of the steady state sub-
space under perturbations. In our case it has exactly the
same properties as the energy gap in the Hamiltonian
protection scheme that will be introduced later, and as
shown in App. B, it scales as ∆edg ∼ O(|γ|6).

If we consider the single-photon loss effect of â and b̂
mode during evolution, the right-hand-side of Eq. (15)
should be modified with extra terms κ1aD[â]ρ and

κ1bD[b̂]ρ, where κ1a and κ1b are the single-photon loss
rate of the corresponding two modes. For simplicity later
we assume κ1a is equal to κ1b, and denote κ1 = κ1a = κ1b.
Our paper will show that how the pair-cat encoding can
provide protection against effects from single-photon loss
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error during gate execution. The property of autonomous
error correction of pair-cat code against photon losses is
also discussed in [21].

In this work, we suggest that the pair-cat code can also
be stabilized by the following Hamiltonian:

Ĥ = −K(â†2b̂†2 − γ∗4)(â2b̂2 − γ4). (16)

It is easy to see that both |+γ,∆〉 and |−γ,∆〉 are the
most-excited states (suppose K > 0) of this Hamilto-

nian. Since [∆̂, Ĥ] = [(−1)n̂a , Ĥ] = [∆̂, (−1)n̂a ] = 0, this
Hamiltonian can be divided into different parts that act
on different subspaces with fixed photon-number differ-
ence between two modes and fixed parity:

Ĥ =
∑
µ,∆

Ĥµ,∆ =
∑
µ,∆

Q̂(∆)
µ ĤQ̂(∆)

µ . (17)

The energy gap between the code subspace and first-less-
excited states is ∼ 8K|γ|6 in the large |γ| limit when
∆ is a finite number. A more detailed analysis of this
Hamiltonian is performed in App. B.

We also numerically investigated the possibility to find
lower order Hamiltonian which has both γ-dependent
protection of the code subspace and preserves the pho-
ton number difference. Unfortunately, there is no lower
order Hamiltonian that fulfills those criteria. Details can
be found in App. A.

III. CONSTRUCTION OF BIAS-PRESERVING
GATES

The set of bias-preserving operations on cat qubit that
does not convert the major errors into the minor er-
rors has been proposed in Ref. [9, 11]. For single-qubit
operations, it contains code state preparation, measure-
ment in X basis, single qubit X operation and rotation
along Z axis for arbitrary angle Z(θ) := exp(iθẐ/2).
For multi-qubit gates, CNOT and Toffoli gate can be
also performed in a bias-preserving manner, which is not
possible for physical qubits in two-level systems. Be-
sides, bias-preserving ZZ(θ) := exp(iθẐ1Ẑ2/2) gate is
also achievable. We denote S as the set of fundamen-
tal bias-preserving operations of the cat code: S =
{P|±〉c ,MX , X, Z(θ), ZZ(θ),CNOT,Toffoli}. Further, it
can also be shown that a universal gate set for fault-
tolerant quantum computation can be constructed in the
repetition code level by using those bias-preserving oper-
ations acting on physical cat qubits.

In this work, we will show that these operations in
S can also be constructed with the pair-cat code in both
driven-dissipative protection and Hamiltonian protection
schemes, and reveal the similarities between cat code and
pair-cat code structures. The construction of logical gate
set on the concatenated code level based on fundamental
bias-preserving operations on physical qubits is indepen-
dent of what the specific type of physical qubits we use,

which means the results developed using cat code can be
adapted to the pair-cat situation.

The biased error in pair-cat code comes from the large
distance between |γ∆〉 and |(iγ)∆〉 in the generalized
phase space (or “γ-plane”, see [21]) and the locality of the
physical errors. Therefore, to preserve error bias during
the gate operation, |γ| should always be kept large.

In terms of the notation, we use subscript “1”, “2” and
“3” on each operator to specify which pair-cat qubit it
acts on. For CNOT gate, we use “1” to denote the control
qubit and “2” for the target qubit; while for the Toffoli
gate we use “1” and “2” for the two control qubits and

“3” for the target qubit. For example, ∆̂2 = b̂†2b̂2 − â†2â2

for CNOT gate and ∆̂3 = b̂†3b̂3− â†3â3 for Toffoli gate are
both photon number difference operators acting on the
target qubits respectively.

A. Dissipation Engineering Scheme

In this part, we will show the way to construct bias-
preserving operations in S with driven-dissipative stabi-
lization. We will see that how the continuous syndrome
(∆̂) monitoring can help to reduce errors caused by pho-
ton loss. We also derive the scaling properties of the
error probability during gate operations where optimal
gate time is chosen in App. D and summarize the results
in TABLE. II.

Preparation of |±〉c states. In cat code protection with

jump operator F̂cat = â2 − α2, the preparation of |C+
α 〉

state can be done by initializing the system at the vac-
uum state |0〉, and then just let the system evolve under
the Lindblad equation to reach the steady state, which
will be the exact code state we want [9, 10]. It is because
that, the steady states ρ∞ of this evolution is a linear su-
perposition of {|C+

α 〉〈C+
α |, |C+

α 〉〈C−α |, |C−α 〉〈C+
α |, |C−α 〉〈C−α |}.

And, since the parity is preserved during the evolution,
the only result will only be ρ∞ = |C+

α 〉〈C+
α | if the initial

state is |0〉〈0| [24]. To prepare |C−α 〉 state, we can either
start with Fock |1〉〈1| state and let the system evolve, or

perform Ẑc operation after the preparation of |C+
α 〉 state.

Similarly, in pair-cat code case with jump operator

F̂pc = â2b̂2 − γ4, the space of steady states is spanned
by {|µγ,∆〉〈µ′γ,∆′ ||µ, µ′ ∈ {+,−}; ∆,∆′ ∈ Z}. Besides,
both the parity of the two modes and the photon num-
ber difference are conserved. As a result, if we start with
|0,∆〉〈0,∆| state and let the system evolve, eventually
it will end up at |+γ,∆〉〈+γ,∆| state. To prepare |−γ,∆〉
state, similarly we can either start with |1,∆ + 1〉 state

and wait for it to reach the steady state, or perform Ẑc
operation, which we will introduce later, on |+γ,∆〉 state.

Photon loss errors may happen during the state prepa-
ration and the idling time after that. The probability of
a single-photon loss in either mode is p = κ1n̄T provided
that p � 1, where κ1 is the 1-photon loss rate, T is the
total time of the process we consider, and n̄ is the aver-
age photon number during the whole process. However,
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TABLE I. A summary of fundamental bias-preserving operations in cat code and pair-cat code.

Cat code Pair-cat code
Driven-dissipative scheme [9] Hamiltonian scheme [11] Driven-dissipative scheme Hamiltonian scheme

Stabilization F̂cat = â2 − α2 Ĥ = −KF̂ †catF̂cat F̂pc = â2b̂2 − γ4 Ĥ = −KF̂ †pcF̂pc

Uncorrectable
loss error

â âb̂

P|+〉c
Start at |0〉

Evolve to steady state
Start at |0〉
α(t) : 0→ α

Start at |0,∆〉
Evolve to steady state

Start at |0,∆〉
γ(t) : 0→ γ

MX
Need an ancilla: Ĥdisp = −χ|e〉〈e|â†â;

turn off the protection
Need two ancilla: Ĥdisp = −χ(|e〉1〈e|â†â+ |e〉2〈e|b̂†b̂);
may also need ∆̂ measurement; turn off the protection

Z(θ) ĤZ = εZ(âe−iϕ + â†eiϕ) ĤZ = εZ(âb̂e−iϕ + â†b̂†eiϕ)

ZZ(θ) ĤZZ = εZZ(â1â
†
2 + â†1â2) ĤZZ = εZZ(â1b̂1â

†
2b̂
†
2 + â†1b̂

†
1â2b̂2)

X
α(t) = αeiπ

t
T

together with ĤX,rot = − π
T
n̂

γ(t) = γei
π
2
t
T

together with ĤX,rot = − π
2T

(n̂a + n̂b)

CNOT
F̂1,2 in Eq. (24),

with ĤCNOT,rot in Eq. (25)

Same as Eq. (34) with
operators for cat code

F̂1,2 in Eq. (26),

with ĤCNOT,rot in Eq. (27);

real-time ∆̂2 monitoring

ĤCNOT in Eq. (34);

real-time ∆̂2 monitoring

Toffoli
F̂1,2,3 in Eq. (29),

with ĤTof,rot in Eq. (30)

Same as Eq. (35) with
operators for cat code

F̂1,2,3 in Eq. (31),

with ĤTof,rot in Eq. (32);

real-time ∆̂3 monitoring

ĤTof in Eq. (35);

real-time ∆̂3 monitoring

as indicated before, only a single-photon loss does not
cause a logical error directly. It can be captured by a
∆̂ measurement after the process to determine whether
and in which mode the photon loss happens. Then we
can apply a recovery operation to correct the error. How-
ever, loss errors happen in both modes cannot be iden-
tified in this way, which can occur with the probability
pZ = p2 ∼ O[(κ1n̄T )2]. This corresponds to the Z er-
ror probability of the pair-cat code during state prepa-
ration and idling process. In the idling part, we have
n̄ ∼ O(|γ|2), and if the time of this part dominates we
can write pZ = p2 ∼ O[(κ1|γ|2T )2].

Measurement in X basis. In order to distinguish
|+γ,∆〉 state with |−γ,∆〉 state, we can try to check the
parity of either mode of the pair-cat code. This can
be done in the same way as the cat code case [9]. We
could couple â mode with an ancilla qubit via dispersive
coupling Hamiltonian Ĥdisp = −χ|e〉〈e|â†â. The ancilla
qubit is initialized at |+〉q state where |±〉q = (|g〉 ±
|e〉)/

√
2. After time T = π

χ , the unitary evolution opera-

tor will be Û = |g〉〈g| ⊗ Î + |e〉〈e| ⊗ eiπn̂a , and the quan-
tum state will evolve from |ψ(0)〉 = |+〉q ⊗ (u0|+γ,∆〉 +
u1|−γ,∆〉) to |ψ(T )〉 = u0|+〉q⊗|+γ,∆〉+u1|−〉q⊗|−γ,∆〉.
Finally, we measure the ancilla qubit along X basis. If
we get |+〉q state, it is equivalent to say that we get the
|+γ,∆〉 by performing the X measurement on pair-cat
code.

It is worth to mention that, during the qubit-
dependent rotation of the cavity modes, we have

eiθn̂a |γ∆〉 = e−i∆θ/2|(γeiθ/2)∆〉, (18)

which means the driven-dissipative stabilization should
be turned off during this evolution. However, as indi-
cated in the cat code case [9], turning off the stabilization

is not a problem because the only information we need
from the measurement is the parity of the state instead of
the amplitude γ. Moreover, Since the dissipator F̂ com-
mutes with the parity, it does not provide any protection
against parity change. As a result, it does not matter
whether the dissipative stabilization is on or off during
the measurement process.

Note that a single photon loss might change the out-
come of the parity measurement. To suppress the loss-
induced measurement error to higher order, we can intro-
duce two ancilla and use them to measure both the parity

of â and b̂ mode together. If the outcomes agree with the
∆ we fixed for the code space, we can trust the out-
comes. Otherwise, we need to perform a measurement of
the photon number difference between the two modes im-
mediately after the parity measurement, to check which
mode suffers from the photon loss and use the parity
of another mode to indicate the generalized parity of
the pair-cat code state. However, if both modes suf-
fer from single-photon loss during parity measurement,
there is some chance that the parity outcomes are con-
sistent but wrong, or they are inconsistent but cannot
be resolved since ∆̂ measurement suggests no loss hap-
pened. As a result, the error probability during the mea-
surement process can be suppressed from O(κ1|γ|2/χ) to
O[(κ1|γ|2/χ)2] by using the protocol we mentioned here.
Z(θ) and ZZ(θ) gates. The Z(θ) and ZZ(θ) gate in

cat code can be performed by using the following Hamil-
tonian [10]:

ĤZ = εZ(âe−iϕ + â†eiϕ),

ĤZZ = εZZ(â1â
†
2 + â†1â2).

(19)

By projecting those Hamiltonian into the cat code sub-
space, we can get the Z and ZZ operator which will
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generate the Z(θ) and ZZ(θ) gates. Here θ can be con-
trolled by the gate time. The validity of this projection
can be understood via quantum Zeno effect, that the dis-
sipation term keeps monitoring the system to prevent the
state from leaking out of the code subspace. In App. D
we have a detailed analysis on the gate error induced by
this leakage and show that the description under quan-
tum Zeno effect will be more accurate with small εZ or
εZZ and large κ. Since both of the projected Hamilto-
nian commute with Z error on either cat qubit, these two
operations are naturally bias-preserving.

In the pair-cat situation, we can use these Hamiltonian
to achieve the two gates [21]:

ĤZ = εZ(âb̂e−iϕ + â†b̂†eiϕ),

ĤZZ = εZZ(â1b̂1â
†
2b̂
†
2 + â†1b̂

†
1â2b̂2).

(20)

Again, by projecting into the code space with P̂c =
|+〉c〈+| + |−〉c〈−| while working in the large |γ| limit,
we have

P̂cĤZ P̂c

∼ 2εZ

(
<[γ2e−iϕ]Ẑc + 2=[γ2e−iϕ]e−2|γ|2 cos(φ)Ŷc

)
,

(21a)

(P̂1cP̂2c)ĤZZ(P̂1cP̂2c)

∼ 2εZZ |γ|4(Ẑ1cẐ2c + 4e−4|γ|2 cos2(φ)Ŷ1cŶ2c).
(21b)

Here φ = 2|γ|2 − 2∆+1
4 π has been introduced before. We

can also see that the Ŷc and Ŷ1cŶ2c terms are exponen-
tially suppressed so that we can use these Hamiltonian to
get Z(θ) and ZZ(θ) gates. Besides, in Eq. (21a) we can
always choose ϕ so that γ2e−iϕ = |γ|2. The correspond-
ing gate time to reach θ angle rotation is tZ = θ

4|εZ ||γ|2
and tZZ = θ

4|εZZ ||γ|4 , where to be consistent εZ and εZZ
should be chosen as εZ = −|εZ | and εZZ = −|εZZ |.
X gate. To realize X gate in cat code in a bias-

preserving way, one method is to adiabatically change
α(t) from α to −α and vice versa, while keeping |α(t)|
larger all the time to protect the error bias [9]. After
that, |C+

α 〉 state will remain as |C+
α 〉, while |C−α 〉 changes

to −|C−α 〉, which is exactly the outcome of X gate acting
on code states.

In pair-cat code case, we can also let γ(t) change

adiabatically along γ(t) = γei
π
2
t
T from t = 0 to T .

In this way, |γ∆〉 goes to |(iγ)∆〉 while |(iγ)∆〉 goes to
|(−γ)∆〉 = (−1)∆|γ∆〉. As a result,

|+γ,∆〉 → i∆|+γ,∆〉, |−γ,∆〉 → i∆(−|−γ,∆〉). (22)

So, equivalently, this is a ei∆π/2X̂c operation, while the
global phase does not matter.

In order to implement this design in physical sys-
tems, we need to engineer the jump operator as F̂ =

â2b̂2 − γ4(t). We can also add a Hamiltonian ĤX,rot =
− π

2T (n̂a + n̂b). It can be checked that

exp(−iĤX,rott)(u0|γ∆〉+ u1|(iγ)∆〉)
= u0|(γei

π
2
t
T )∆〉+ u1|(iγei

π
2
t
T )∆〉,

(23)

which means that this state is always annihilated by

F̂ = â2b̂2 − γ4(t), so that it is protected by the driven-
dissipative stabilization for any time during gate execu-
tion. So, with the help of this Hamiltonian, we could
relax the requirement of adiabaticity such that T → +∞
is not needed.

CNOT gate. The idea of implementing a CNOT gate is
similar to the X gate: since CNOT = |0〉〈0|⊗ Î+ |1〉〈1|⊗
X̂, we adiabatically rotate the target mode conditioned
on the control mode being in the |1〉 state. Therefore,
in cat code scheme, the jump operators of these two cat
qubits was proposed [9] as

F̂1 = â2
1−α2, F̂2 = â2

2−
α(â1 + α)

2
+
αe2iπt/T (â1 − α)

2
,

(24)
where, in the large |α| limit, by fixing control qubit in

its code space, we have F̂2 ∼ |α〉〈α| ⊗ (â2
2 − α2) + | −

α〉〈−α| ⊗ (â2
2 − α2(t)) where α(t) = αeiπt/T . So, when

|α| is large, if the control qubit is in |α〉 state which is
encoded as |0〉c asymptotically, the state of the target
qubit does not change; on the other hand, if the control
qubit is in | − α〉 state, effectively there will be an X
operation acting on the target qubit.

Again, like the X gate construction, we can add a
Hamiltonian to generate the conditioned rotation of the
target qubit to partially compensate the error from non-
adiabaticity:

ĤCNOT,rot =
π

2T

â1 − α
2α

⊗ (â†2â2 − |α|2) + h.c.

∼ − π
T
| − α〉〈−α| ⊗ (â†2â2 − |α|2).

(25)

To achieve the actual CNOT operation, we need an
extra Z1(−π|α|2) gate acting on the control qubit [19].
In fact, we can choose |α|2 as an even integer so that This
extra action is not needed.

In pair-cat code case, we use the following jump oper-
ators to stabilize the code states:

F̂1 = â2
1b̂

2
1 − γ4,

F̂2 = â2
2b̂

2
2 −

γ2(â1b̂1 + γ2)

2
+
γ2e2iπt/T (â1b̂1 − γ2)

2
.

(26)

And the Hamiltonian we need for partially compensating
the non-adiabatic error is

ĤCNOT,rot =
π

4T

â1b̂1 − γ2

2γ2
⊗ (â†2â2 + b̂†2b̂2− 2|γ|2) + h.c..

(27)
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However, the extra phase induced during γ rotation
should be taken into consideration, since our effective
gate operator now is Û ∝ |0〉1c〈0| ⊗ Î2c + |1〉1c〈1| ⊗
e−iπ(|γ|2−∆/2)X̂2c. We can always use Z(θ) gate on the
control qubit to correct the induced phase, or choose γ
such that (|γ|2 −∆/2) is an even integer.

Different from cat code where a single-photon loss can
cause a phase-flip error on cat qubit, we seek for protocols
that for the pair-cat code a single-photon loss during the
CNOT gate execution does not cause logical errors. If we
do nothing more than what is discussed above, we will
not know when a single-photon loss event might happen,
which will lead to a Z type of error on the control qubit
if a photon loss occurs on target qubit. For example, we
assume an â2 error happens at time t0 on the target qubit
and see what the code states will become finally. We still
consider the large |γ| regime where Eq. (11) is satisfied,
and use |0∆〉c and |1∆〉c to denote the code states defined
in specified ∆ subspace. Approximately we have

|0∆〉1c|0∆〉2c → γ|0∆〉1c|0∆+1〉2c,
|0∆〉1c|1∆〉2c → (−1)γ|0∆〉1c|1∆+1〉2c,
|1∆〉1c|0∆〉2c → i∆+1γ(t0)|1∆〉1c|1∆+1〉2c,
|1∆〉1c|1∆〉2c → (−1)i∆+1γ(t0)|1∆〉1c|0∆+1〉2c.

(28)

Here we just omit some overall factors which are the same
for all the final states in the expressions above. After the
evolution, the final states should go through a recovery
channel by syndrome (∆̂) measurement and error correc-
tion. We have a more detailed discussion in App. C on
the recovery strategy based on the outcome of the final
∆ we measured. Briefly, the recovery process will map
|0∆+1〉2c to |0∆〉2c and map |1∆+1〉2c to (−1)|1∆〉2c for
the target qubit.

After the recovery, if the control qubit is in |1∆〉1c,
then in addition to the e−iπ(|γ|2−∆/2) phase that will be
achieved in the no error case we mentioned above, there
will be an extra exp[−iπ2 (1 − t0/T )] phase on the final

states, since γ(t) = γ exp(iπ2
t
T ). So, if we do not know

what t0 is, this induced time-dependent phase cannot be
corrected.

Indeed, this CNOT gate is still bias-preserving, since
the error induced by single-photon loss is still Z type of
error, which is the dominant one. However, it violates one
of the proposed merits of pair-cat code that the single-
photon loss error in either mode will not cause errors in
the code. To solve this issue, one method is to intro-
duce real-time monitoring of photon number difference
∆̂2 on the target qubit to keep track of the time when
the loss error might happen. It is in principle doable
since ∆̂2 commutes with all the generators in the CNOT
gate design and the code states will not be changed dur-
ing measurement since they are always eigenstates of ∆̂2,
regardless of whether they suffer from loss errors or not.
If we know the specific time that the single-photon loss
happens, we can apply a Z1(θ) gate on the control qubit
to correct the induced phase. Therefore, the leading un-

correctable error will again be suppressed to higher or-
der, which comes from both the inaccuracy of the phase
correction due to the finite time interval δτ of two con-
secutive ∆̂ measurements, and the situation that both

â and b̂ error happen in the same time interval between
two ∆̂ measurement. We have a detailed analysis of those
gate errors in App. D. It is worth to mention that, in the
limit that the time interval of two ∆̂ measurement can
be ignored, due to the large dissipation gap the optimal
CNOT gate error probability will decrease as γ increases.
This is in contrast to the cat code case where the optimal
error probability of CNOT is independent of the size of
the cat states.

We finally discuss the issue that the real-time ∆̂ mea-
surement might not be perfect, which means that the
measurement device may misidentify the photon num-

ber difference ∆ between â and b̂ modes at the measure-
ment time. In the recovery process this can be treated

as both â loss and b̂ loss happen in two consecutive δτ
intervals, and we will apply an unnecessary Ẑc opera-
tion that will cause a logical failure in the end. To make
our protocol fault-tolerant against this error, one simple
way is to introduce multiple auxiliary systems that dis-

persively coupled with â and b̂ modes to independently
perform ∆̂ measurements at the same time. Then we
can do a majority voting to get one “logical” ∆ value,
so that the effect from measurement error can be sup-
pressed to higher order. Similarly, even if we only have
one auxiliary system for ∆̂ monitoring, we can group 3
consecutive ∆̂ measurement results and perform major-
ity voting within those 3 outcomes for a single “logical”
∆ value. Therefore, a single measurement error can be
correctly identified, while the gate error probability in-
duced by photon losses (as analysed in App. D) will keep
its scaling but get slightly increased. It is because the
effective time interval for two “logical” ∆ value will be

a little larger. For example, â loss and b̂ loss happening
within 3δτ time may be treated as a measurement error
and will not be corrected.

Toffoli gate. Since the Toffoli gate is just the Control-
CNOT gate, we can extend the strategy introduced in the
construction of CNOT gate for the Toffoli case. For the
cat code, the jump operators and rotation Hamiltonian
have been proposed as [9]

F̂1 = â2
1 − α2, F̂2 = â2

2 − α2, (29a)

F̂3 = â2
3 −

1

4
(â1 + α)(â2 + α) +

1

4
(â1 − α)(â2 + α)

+
1

4
(â1 + α)(â2 − α)− 1

4
e2iπ t

T (â1 − α)(â2 − α),

(29b)

with

ĤTof,rot = − π

2T

(
â1 − α

2α
⊗ â†2 − α∗

2α∗
+ h.c.

)
⊗ (â†3â3 − |α|2).

(30)
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TABLE II. The scaling of optimal total Z type of error prob-
ability in bias-preserving gates for cat code and pair-cat code
(using perfect real-time ∆̂ monitoring with time interval δτ
on each pair-cat qubit). Here C and C′ are some constant
numbers (See App. D).

Cat code [19] Pair-cat code

Z(θ) O( 1
α

√
κ1
κ

) O(κ1
γ2

√
δτ
κ

)

ZZ(θ) O( 1
α

√
κ1
κ

) O(κ1
γ2

√
δτ
κ

)

X O(κ1α
2T )

T→0−−−→ 0 O(κ2
1γ

4δτT )
T→0−−−→ 0

CNOT O(
√

κ1
κ

) O(
√

κ1
κ

√
κ1δτ
γ2

√
1 + Cκκ1γ8(δτ)2)

Toffoli O(
√

κ1
κ

) O(
√

κ1
κ

√
κ1δτ
γ2

√
1 + C′κκ1γ8(δτ)2)

While, in the pair-cat code case, the jump operators
can be chosen as

F̂1 = â2
1b̂

2
1 − γ4, F̂2 = â2

2b̂
2
2 − γ4, (31a)

F̂3 = â2
3b̂

2
3 −

1

4
(â1b̂1 + γ2)(â2b̂2 + γ2)

+
1

4
(â1b̂1 − γ2)(â2b̂2 + γ2)

+
1

4
(â1b̂1 + γ2)(â2b̂2 − γ2)

− 1

4
e2iπ t

T (â1b̂1 − γ2)(â2b̂2 − γ2).

(31b)

Besides, the Hamiltonian to compensate the non-
adiabatic error is

ĤTof,rot = − π

4T

(
â1b̂1 − γ2

2γ2
⊗ â†2b̂

†
2 − γ∗2
2γ∗2

+ h.c.

)
⊗ (â†3â3 + b̂†3b̂3 − 2|γ|2).

(32)

Some extra work in CNOT gate construction should
also be done here. The induced phase during the rota-
tion of target qubit can be corrected by applying both
Z(θ) and ZZ(θ) gates on the two control qubits, or just
use carefully chosen γ such that this phase has no effect.
Besides, we need real-time monitoring of ∆̂3 on the tar-
get qubit to correct the error induced by single-photon
loss on that qubit.

B. Hamiltonian Stabilization Scheme

We note that in some way Hamiltonian stabilization
scheme is similar as the dissipative stabilization scheme.
We have already got a sense of such similarity from
the structure of stabilization Hamiltonian Ĥ = −KF̂ †F̂
where F̂ = â2b̂2 − γ4 is the jump operator we use in
the dissipative stabilization scheme. We can make use of
such similarities to construct bias-preserving operations
in Hamiltonian stabilization scheme.

Preparation of |±〉c states. To prepare |+〉c state of
pair-cat code, we can use a similar method as the state
preparation in Kerr-cat scheme proposed in [11]. Since
|±γ,∆〉 are always the most excited eigenstates of the
Hamiltonian shown in Eq. (16), and in |γ| → 0 limit
we have |+γ,∆〉 ∼ |0,∆〉 and |−γ,∆〉 ∼ |1,∆ + 1〉, we can
first prepare |0,∆〉 or |1,∆+1〉 and adiabatically increase

γ(t) from 0 to the final γ we want. Since both ∆̂ and par-
ity are conserved, we will reach the corresponding |±γ,∆〉
state finally in the adiabatic limit.

Measurement in X basis. This can be done in the same
way as proposed in the driven-dissipative scheme since
the protection has to be turned off during the measure-
ment process.
Z(θ) and ZZ(θ) gates. We can still use the same

Hamiltonian in Eq. (20) to generate Z(θ) and ZZ(θ) ac-
cordingly. It is because that the Hamiltonian in Eq. (16)
could provide the protection of the code space because of
the O(|γ|6) energy gap, and according to Eq. (21), within

the code space ĤZ and ĤZZ serve as the generators of
Z(θ) and ZZ(θ) gates.
X, CNOT and Toffoli gates. The ideas for construc-

tion of these three bias-preserving operations are quite
similar: they all require conditioned adiabatically chang-
ing of stabilization parameter γ(t) while keeping |γ(t)|
large all the time, and use another Hamiltonian to ac-
tively change the code states to reduce the error from
non-adiabaticity due to the finite evolution time.

So, we can use the following Hamiltonian to implement
X gate,

ĤX = −KF̂ †F̂ + ĤX,rot, (33)

where F̂ = â2b̂2 − γ4(t) with γ(t) = γei
π
2
t
T in the first

term provides stabilization of the code space and the sec-
ond term ĤX,rot = − π

2T (n̂a+n̂b) can actively change code
states according to γ = γ(t) to compensate the error in-
duced by non-adiabaticity.

For the CNOT gate, we can use the following ĤCNOT:

ĤCNOT = −K(F̂ †1 F̂1 + F̂ †2 F̂2) + ĤCNOT,rot, (34)

where F̂1 and F̂2 is defined in Eq. (26) to provide stabi-

lization and Hamiltonian ĤCNOT,rot is defined in Eq. (27)
to provide mitigation of non-adiabatic error.

The Toffoli gate can be constructed with ĤTof:

ĤTof = −K
3∑
j=1

F̂ †j F̂j + ĤTof,rot, (35)

where F̂j is defined in Eq. (31) and Hamiltonian ĤTof,rot

is defined in Eq. (32).

Same as the driven-dissipative case, the real-time ∆̂
monitoring on target qubits and phase correction on con-
trol qubits in both CNOT and Toffoli gates are also
needed here.
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IV. DISCUSSION AND CONCLUSION

It is possible to generalize the pair-cat encoding pro-
tocol into a multimode multicomponent case in order to
correct more photon loss and gain errors [21]. In general,
we could stabilize a d level qudit in M modes with jump
operator F̂ = (âd)⊗M−γdM , and syndromes can be mon-
itored by measuring all the photon number differences
between neighboring modes. In this way, any amount of
photon loss happening in arbitrary M − 1 modes can be
distinguished, or if M ≥ 3 then any amount of photon
loss or gain happening in M−1

2 modes corresponds to a
unique syndrome. But there will be a logical error on
the qudit if all of the modes suffer from a photon loss
together, provided that there is no further encoding on
the logical qudit within the d level subspace.

For the multimode pair-cat qubit case (d = 2), it is
straightforward to achieve the bias-preserving operations
from the generalization of 2-mode pair-cat code, just as
the generalization from cat code to 2-mode pair-cat. It
will be tricky to talk about bias-preserving in cat or pair-
cat qudits and their future concatenations, since different
single-qudit error may correspond to different number of
photon loss or gain which can happen with different prob-
ability. But, still the continuous monitoring of syndrome
is essential in gate designs, especially in the generalized
control-X gates where only a single-photon loss on tar-
get qudit will induce a time-dependent phase shift on the
control qudit. But the continuous syndrome monitoring
is hard for multicomponent cat codes with stabilization.
We will leave the discussion of qudit properties into fur-
ther research.

Besides, instead of using continuous syndrome moni-
toring as we mentioned, we can also try to engineer jump

operators â†P̂∆+1 and b̂†P̂∆−1 to achieve the autonomous
error correction against single-photon loss [21]. It can
give similar scaling results of the gate error probability
while further reducing the overhead from feedback con-
trol. The details of this proposal are also worth to be
worked out in further work.

In summary, we generalize the idea of construction of
bias-preserving operations for cat code into pair-cat code
to protect against a single-photon loss in either mode
during gate operations. The continuous syndrome mon-
itoring plays an essential role in the gate design to sup-
press errors. The generalization is quite straightforward
due to the strong similarity between the two types of
codes. Besides, the Hamiltonian protection of the pair-
cat code is investigated and the large energy gap between
code space and other states has also been found and nu-
merically verified, which is another interesting feature in
pair-cat code that is worth to explore in the future.
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Appendix A: Lower order Hamiltonian stabilization
of pair-cat code

In the main part, we have shown that the Hamiltonian

Ĥ = −K(â†2b̂†2 − γ∗4)(â2b̂2 − γ4) can stabilize the pair-
cat code space. Here we seek for Hamiltonian with lower
maximum order N that can also provide γ-dependent
stabilization of pair-cat code space. Specifically, we hope
to find the Hamiltonian

Ĥ =
∑

m+n+p+q≤N
fmn,pqâ

†mânb̂†pb̂q, (A1)

such that both |γ∆0〉 and |(iγ)∆0〉 are eigenstates of Ĥ
with the same eigen-energy. Without loss of generality
we can specify the eigen-energy as 0. So, we require

Ĥ|γ∆0
〉 = Ĥ|(iγ)∆0

〉 = 0. (A2)

To make use of this requirement, we need to find a
set of linearly independent states such that Ĥ|γ∆0

〉 and

Ĥ|(iγ)∆0
〉 can be written as a linear superposition of

them. We notice that {P̂∆â
†nb̂†m|γ, γ〉|n,m ∈ N,∆ ∈ Z}

are linearly dependent due to the following identity:

P̂∆â
†nb̂†m|γ, γ〉

= P̂∆â
†(n+1)b̂†(m−1)|γ, γ〉

+
∆ + n−m+ 1

γ
P̂∆â

†nb̂†(m−1)|γ, γ〉.
(A3)

With this recursive formula, every P̂∆â
†nb̂†m|γ, γ〉 can

be written as a linear superposition of {P̂∆â
†k|γ, γ〉|k ≤

n + m}. As a result, we can write Ĥ|γ∆0
〉 as a linear

superposition of P̂∆â
†k|γ, γ〉 with different k and ∆, and

Eq. (A2) requires all the coefficients are 0. Similarly, we

can write Ĥ|(iγ)∆0〉 under {P̂∆â
†k|iγ, iγ〉|k ∈ N; ∆ ∈ Z}

to get another set of linear equations on fmn,pq.

Besides, the Hermiticity of Ĥ requires that

fmn,pq = f∗nm,qp. (A4)

Eq. (A2) and (A4) form a set of linear equations of
the real and imaginary part of fmn,pq, and we hope to
find all of its solutions with numerical help. In general,
the solutions for fmn,pq should be a function of γ and
∆0. However, even for one specific ∆0 we cannot find
any γ-dependent solution up to N = 6.

Here we call a set of solution γ-independent if (with
proper overall factor since the set of linear equations is
homogeneous) all of fmn,pq can be written as independent
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of γ. For example, when ∆0 = 0 we can easily find that

∆̂ = b̂†b̂− â†â is one solution since ∆̂|γ0〉 = ∆̂|(iγ)0〉 = 0,

but all the non-zero coefficients of â†mânb̂†pb̂q in ∆̂ is
either −1 or 1, which are both independent of γ. So,
we call this solution γ-independent. Other solutions that
does not satisfy the γ-independent criteria are regarded
as γ-dependent.

If we further restrict Ĥ to commute with all the ∆̂,
which means the photon number difference of two modes
is a conserved quantity, then all the non-zero fmn,pq
should satisfy n+p = m+ q, which means the maximum
order in Ĥ should be an even number. So, our Hamilto-

nian Ĥ = −K(â†2b̂†2−γ∗4)(â2b̂2−γ4) with N = 8 is the
one with lowest order that could provide both nontriv-
ial γ-dependent protection and photon number difference
conservation properties that we can find out.

Appendix B: Structure of the stabilization
Hamiltonian

In this appendix, we briefly investigate the eigenstates
and eigen-energies of the stabilization Hamiltonian Ĥ =

−K(â†2b̂†2 − γ∗4)(â2b̂2 − γ4) defined in Eq. (16) in large
|γ| limit.

The first strategy is to perform displacement operation
on the two modes. We denote D̂(γ, γ) = D̂(γ) ⊗ D̂(γ)

where D̂(γ) is the displacement operator. So, in the dis-
placed frame of the two modes, the Hamiltonian is

Ĥdisp,γ = D̂(γ, γ)ĤD̂†(γ, γ)

= −8K|γ|6
(
â† + b̂†√

2

)(
â+ b̂√

2

)
+O(|γ|5).

(B1)

We can only keep the first term in Ĥdisp,γ if we just focus
on the subspace where in the displaced frame the matrix

elements of â, b̂ are far less than γ.

Besides, we can denote Â = (â+ b̂)/
√

2 and B̂ = (â−
b̂)/
√

2, which serve as two new independent modes.
We define |ψ〉 (with unit norm) as the “asymptotic

eigenstate” of an operator Ô(γ) if in the large |γ| limit

|ψ〉 is parallel with Ô|ψ〉, or the norm of Ô|ψ〉 goes to
zero in that limit. In this case, if we denote the states
|(n,m)〉 as

|(n,m)〉 :=
Â†nB̂†m√
n!m!

|0, 0〉, (B2)

they will be the asymptotic eigenstates of Ĥdisp,γ in the
large |γ| limit as long as they satisfy either of the follow-
ing two conditions. The one is n ≥ 1 and n,m � |γ|2,
while the other one is n = 0 and m = 0, 1. So, in
both of the two cases, D̂(γ, γ)|(n,m)〉 are the asymp-

totic eigenstates of Ĥ. The derivation is also valid for

states D̂(iγ, iγ)|(n,m)〉 which are also asymptotic eigen-

states of Ĥ and long as n,m satisfy the criteria we just
mentioned.

It can also be shown that |(0,m)〉 are not asymptotic

eigenstates of Ĥdisp,γ when m ≥ 2. We can calculate the

angle between the two states |(0,m)〉 and Ĥdisp,γ |(0,m)〉,
and find out that they are not parallel but actually per-
pendicular to each other under large |γ| limit when m ≥ 2
because of the lower order corrections in Eq. (B1).

In fact, this protocol can be generalized by using
D̂(γ1, γ2) to find asymptotic eigenstates where γ2

1γ
2
2 =

γ4. The dominant part of the displaced Hamiltonian
can be transformed into the form of a single oscillator
via Gaussian operations. The energy spacing of the new
mode is 4K|γ1|2|γ2|2(|γ1|2 + |γ2|2), which is no less than
8K|γ|6 due to the constraint between γ1 and γ2.

To safely claim that the Hamiltonian in Eq. (16) can
provide a protection of code space with the 8K|γ|6 en-
ergy gap, we also perform the exact diagonalization of
the Hamiltonian with numerical help. We first separate
Ĥ into different subspaces with fixed parity and photon
number difference. Specifically, we focus on Ĥµ,∆ that
mentioned in Eq. (17), and then numerically calculate
the energy gap between |µγ,∆〉 state and the “first-less-

excited” eigenstate of Ĥµ,∆. In FIG. 2(a) we can see that
in the ∆ = 0 case we do have 8K|γ|6 protection of the
code space in large |γ| limit.

In general, it is hard to write down the explicit form
of all the asymptotic eigenstates of Ĥµ,∆, but we can see
that the state |ψe1,µ,∆〉, which can be written as

|ψe1,µ,∆〉 '
Q̂

(∆)
µ (â† + b̂† − 2γ∗)|γ, γ〉√

2Ne1,µ,∆
, (B3)

is the asymptotic eigenstate of Ĥµ,∆ with eigen-energy
Ee1,µ,∆ ' −8K|γ|6. Here Ne1,µ,∆ is a normalization fac-
tor.

We can also numerically investigate the difference
among Ee1,µ,∆ for different µ and ∆. Like the cat code
case, |Ee1,+,∆−Ee1,−,∆| is suppressed exponentially with
|γ|2 due to the exponentially suppressed overlap between
any two states with large separation in the γ-plane, which
means that the two “first-less-excited” states with the
same ∆ and different parity are approximately degen-
erate in large |γ| limit. Besides, |Ee1,µ,∆ − Ee1,µ,0| ∼
O(∆2|γ|2) in the large |γ| limit with finite ∆, which is a
small correction compared with the O(|γ|6) gap. These
facts together indicate that we do have the O(|γ|6) energy
gap to protect the code space.

Those scaling results may change when considering an-
other limit with finite γ but focusing on the subspaces
with ∆ as large as possible. However, since typically we
prefer to choose ∆ = 0 as the code space and the evolu-
tion is ideally ∆-preserving, it is difficult for our states
to go to the large ∆ regime. So, we do not discuss this
regime further but just point out this issue.
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FIG. 2. (a) Energy gap |Ee1,µ,0| between code state |µγ,∆〉
and the “first-less-excited” eigenstate in µ = + subspace and
µ = − subspace. Dashed line corresponds to |Ee1,µ,0|/K =
8|γ|6. (b) Energy difference between Ee1,µ,∆ and Ee1,µ,0 with
different ∆. Dashed lines from bottom to top correspond to
|Ee1,+,∆ − Ee1,+,0|/K = ∆2|γ|2 for ∆ = 1, 2 and 3, respec-
tively.

Appendix C: Quantum error correction strategies of
pair-cat code against photon loss

In this appendix, we will talk about the quantum er-
ror correction properties of the pair-cat code where noise
only comes from photon loss. In the first part, we con-
sider the system evolves under infinite strength of the
dissipative stabilization while suffering from photon loss.
We will talk about the recovery strategy and calculate
the remaining error after the recovery process. In the
second part, we consider the pair-cat code evolves with
no stabilization but only photon loss, which means we
can simulate the dynamics using a lossy bosonic channel
(LBC). We will compare the results from the two cases.
For simplicity, in this appendix we fix ∆ = 0 for our code
space.

1. Lossy process with dissipative stabilization

In this part, we consider the situation where the dissi-
pative stabilization has been turned on during the lossy
process. Specifically, the evolution channel can be writ-
ten as

EDevoρ = eLtρ = eκtLD+κ1tLEρ, (C1)

where LD = D[â2b̂2 − γ4] and LE = D[â] + D[b̂]. To
simplify the derivation, we will consider the extreme sit-
uation where κ → +∞, such that for any t > 0 we have
eκtLDρ = Pρ = P̂DρP̂D, where P̂D =

∑
µ,∆ |µγ,∆〉〈µγ,∆|

is the projection operator for the subspace stabilized by

the dissipator D[â2b̂2− γ4]. Then, because of the follow-

ing identity [25]:

e(A+B)t = eAt +

∫ t

0

ds e(A+B)(t−s)BeAs

= eAt +

N∑
k=1

∫∫
∑
i τi≤t

(

k∏
i=1

dτi)e
A(t−∑i τi)

k∏
i=1

(BeAτi)

+

∫∫
∑
i τi≤t

(

N+1∏
i=1

dτi)e
(A+B)(t−∑i τi)

N+1∏
i=1

(BeAτi),

(C2)

we have

EDevo = P +

N∑
k=1

(κ1t)
k

k!
(PLEP)k +O[(κ1t)

N+1]. (C3)

Now let us discuss the recovery process. As mentioned
in the main text, we should first measure ∆̂ of the final
states to extract the syndrome and then decide which
operation we should apply. One intuitive way is to as-
sume all the loss errors happen only in one mode, since
other loss errors that lead to the same ∆ correspond to
higher order of κ1, which are less likely to happen in the
case that κ1γ

2t � 1. So, if the final ∆ > 0 we will as-
sume that loss only happens in mode â, and if ∆ < 0 we

assume that loss only happens in mode b̂.
We notice that the code states |µγ,∆〉 defined in Eq. (8)

satisfy

âk b̂l|µγ,0〉 = γk+l

√
Nµ′,k−l
Nµ,0

|µ′γ,k−l〉, (C4)

where

µ′ = µ · (−1)max(k,l). (C5)

Here we use µ = +1 to indicate even (+) parity and
µ = −1 for odd (−) parity. It is also worth to point out
here that for ∆ < 0 case Nµ,∆ := Nµ,|∆|.

As a result, if the final ∆ = k− l is odd, we will assume
either k or l is zero and another is odd, so according
to Eq. (C5) µ′ is different from µ and recover operation
should be able to restore the parity of the states; and if ∆
is even, we assume µ′ does not change from µ. It is easy to

see that âb̂ will result in an uncorrectable error under this
strategy, because in this case the final ∆ = 0 is even and
we will assume µ′ = µ. However, according to Eq. (C5)
µ′ is different from µ since k = l = 1, which means our
assumption is wrong and it will cause an error even after
the recovery process. Besides, the amplitude γ does not
change after evolution due to the strong stabilization we
use.

In summary, the recovery channel RD can be cho-
sen as a set of ∆-dependent unitary operations R̂∆ =∑
µ′=± |µ′′γ,0〉〈µ′γ,∆| that map |µ′γ,∆〉 to |µ′′γ,0〉, where

µ′′ = µ′ · (−1)|∆|. So, we can write

RDρ =
∑
∆

R̂∆ρR̂
†
∆. (C6)
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FIG. 3. (a) The coefficients of the process tomography of EDtot

with 1− e−κ1t = 2%. (b) Comparison between |rDjk| and |rLjk|
with ε = 1− e−κ1t = 2%.

Finally we can investigate the effect of whole process
EDtot = RD ◦ EDevo acting on ρ that lies in the code space
spanned by |±〉c = |±γ,0〉. With numerical help, we can
calculate the coefficients of the process tomography un-
der Pauli basis to indicate the error probability after the
recovery channel. Specifically, we have

EDtotρ =
∑

j,k∈{I,X,Y,Z}
rDjkŴjρŴ

†
k , (C7)

where Ŵj ∈ {Îc, X̂c, Ŷc, Ẑc}. In FIG. 3(a), from the diag-
onal term rDjj we can clearly see the bias structure of the
noise and find the local optimal γ value to suppress the
bit-flip error, or the total error itself. For the off-diagonal
term of rDjk, numerically we can see that only rDIX(XI) and

rDY Z(ZY ) are non-zero, and we can also find |rDIX | = |rDY Z |.
In the small γ regime, we have |rDIX | � rDXX , while when
γ is large we have |rDIX | � rDZZ .

Here we provide a simple explanation for the origin of
those error terms. X̂c term comes from the slight dif-
ference of the photon loss error probability between |+〉c
and |−〉c as shown in Eq. (14), which decreases expo-

nentially as the increase of |γ|2. Ẑc and Ŷc terms come

from the uncorrectable photon loss âb̂, and according to
Eq. (13) Z error will increase as |γ| becomes larger, while

the Ŷc term will be suppressed exponentially.
In the γ → 0 limit, we have |+〉c = |0, 0〉 and |−〉c =

|1, 1〉 under Fock basis. P̂D projects into the subspace

spanned by those Fock states where either â or b̂ mode

is populated with at most one photon. We can keep
the terms up to O[(κ1t)

2] in EDevo and then derive EDtot.
It is easy to see that rDXX ∼ O(κ1t) while rDZZ , rDY Y
and |rDIX(Y Z)| scales as O[(κ1t)

2], which indicates that X

error is the dominant one in the γ → 0 limit.
2. Lossy bosonic channels

In this part, we consider another situation that there
is no stabilization but only photon loss during evolution.
Therefore, we can treat the evolution process as an LBC,
whose effects on cat code have been discussed in Ref. [26].
We will first introduce what the LBC is, and then develop
the recovery protocol and finally estimate the remaining

errors. We consider that both â mode and b̂ mode suffer
independently from an LBC which can be written in the
following form [27]:

ELevoρ =

+∞∑
k,l=0

Êak Ê
b
l ρÊ

a†
k Ê

b†
l , (C8)

where Êak := (k!)−1/2ε
k/2
a (1 − εa)n̂a/2âk and Êbl can be

written in the same way for the b̂ mode. For simplicity
we assume εa = εb = ε. In cavities with photon loss rate
κ1 and evolution time t, we have ε = 1− e−κ1t. Then we
will fix ∆ = 0 as our code space and the recover strategy
is based on the final ∆ we get after the lossy channel.
After being applied by the Kraus operators of LBC, the
code state |µγ,∆〉 will become:

Êak Ê
b
l |µγ,0〉 =

(γ
√
ε)k+l

√
k!l!

e−ε|γ|
2

√√√√N γ′

µ′,k−l
N γ
µ,0

|µ′γ′,k−l〉,

(C9)
where N γ

µ,∆ is value of the normalization function Nµ,∆
at γ. Besides, we have γ′ = γ

√
1− ε and µ′ is the same

as that in Eq. (C5).
For the recovery process after evolution, we still first

measure ∆̂ and then apply the ∆-dependent unitary
operation R̂∆ =

∑
µ′=± |µ′′γ,0〉〈µ′γ′,∆| where µ′′ = µ′ ·

(−1)|∆|, which is similar to the strategy we mentioned
in the strong dissipative stabilization case except for the
fact that without stabilization we have γ′ 6= γ. Here
we can explicitly write down the matrix representation

of ELtot = RL ◦ ELevo under ρ =
(
ρ++ ρ+− ρ−+ ρ−−

)T
where ρ is written under the |±〉c = |±γ,0〉 basis. Denote

Mk,l = (ε|γ|2)k+le−2ε|γ|2/(k!l!), we have
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ELtot =

+∞∑
k,l=0

Mk,l



δmod 2
min(k,l),0

Nγ′µ+,k−l
Nγ+,0

0 0 δmod 2
min(k,l),1

Nγ′µ−,k−l
Nγ−,0

0 δmod 2
min(k,l),0

√
Nγ′+,k−lN

γ′
−,k−l

Nγ+,0N
γ
−,0

δmod 2
min(k,l),1

√
Nγ′+,k−lN

γ′
−,k−l

Nγ+,0N
γ
−,0

0

0 δmod 2
min(k,l),1

√
Nγ′+,k−lN

γ′
−,k−l

Nγ+,0N
γ
−,0

δmod 2
min(k,l),0

√
Nγ′+,k−lN

γ′
−,k−l

Nγ+,0N
γ
−,0

0

δmod 2
min(k,l),1

Nγ′µ+,k−l
Nγ+,0

0 0 δmod 2
min(k,l),0

Nγ′µ−,k−l
Nγ−,0


, (C10)

where δmod 2
j,k = 1 if (j − k) is even, and δmod 2

j,k = 0 oth-

erwise. Besides, µ± := (±1) · (−1)max(k,l). We can also
find the coefficients of process tomography and denote
them as rLjk. With the explicit form of ELtot in Eq. (C10),

it is easy to check that rLIY = rLIZ = rLXY = rLXZ = 0 and
|rLIX | = |rLY Z |. In FIG. 3(b), we compare the results be-
tween rDjk and rLjk under ε = 1− e−κ1t = 2%. We can see
that rZZ is approximately the same between the two sit-
uations. However, since the local minima in rDXX(γ) and
rLXX(γ) correspond to slightly different γ, the rDXX/r

L
XX

curves fluctuate near 1. This argument also works for the
rY Y and rIX cases.

Appendix D: Perturbative analysis of gate errors

In this appendix, we will discuss about the scaling of
the Z error probability of the pair-cat code during gate
operations in the dissipative stabilization scheme. This
type of error can be induced by both photon loss and
the leakage out of the protected code space in the mid-
dle of the gate execution. Since photon loss errors will
not cause leakage out of the stabilized subspace, we will
treat the two effects separately. Our analysis is based
on the methods introduced in [19] where gate errors are
investigated for cat code. There adiabatic elimination
method [28] has been used in order to achieve effective
dynamical equations in the stabilized subspace. Due to
the similarities between cat code and pair-cat code, we
can also use similar strategies to derive error probability
of the gates we construct for the pair-cat code. Therefore,
in the following discussion we will only mention those key
ingredients in the derivation to achieve Z error proba-
bility and properties specialized for pair-cat code, while
detailed reasoning for each step of the derivation can be
found in [19] that focuses on the cat code counterpart.
We highlight that for the pair-cat code all the gate error
probability can be achieved to scale at least linearly in
single-photon loss rate κ1, which works better compared
with cat code where error probability mainly scales as√
κ1 [9, 19]. To simplify the notation, we will assume γ

to be a positive real number.

1. Z(θ) gate

The Z(θ) gate can be implemented via the 2-mode

squeezing Hamiltonian ĤZ in Eq. (20). The â†b̂† term
will cause leakage out of the code space via

â†b̂†|µγ,∆〉 ' γ2|µ′γ,∆〉+
√

2γ|ψe1,µ′,∆〉+O(1), (D1)

where µ′ 6= µ. It means the parity of the two modes are
changed. Further, this leakage can be recovered back to

the code space via the stabilization dissipator κD[â2b̂2−
γ4], since

(â2b̂2 − γ4)|ψe1,µ′,∆〉 ' 2
√

2γ3|µ′γ,∆〉. (D2)

This whole process together will give us a Z error on
the pair-cat code. The effective error rate can be esti-
mated via adiabatic elimination method, which will give
us 4(εZ

√
2γ)2/(8κγ6) = ε2Z/(κγ

4).

Z error probability induced by photon loss is simple
to be analyzed. Only a single-photon loss in one mode
will not cause errors in the pair-cat code since it can
be detected by ∆̂ measurement at the end of the gate
operation and correct it via a recovery channel. Z error

will be induced if both â and b̂ errors happens. Therefore,
the combined error probability is (κ1γ

2T )2, and the total
dephasing error probability during the Z(θ) gate is

pZ =
ε2Z
κγ4

T + (κ1γ
2T )2 (D3)

Recall that εZ = −θ/(4γ2T ), we can find the optimal
time T to minimize pZ scales as T opt = (θ2/32κκ2

1γ
12)1/3,

and the corresponding popt
Z ∼ O((κ1/κ)2/3/γ4).

On the other hand, this scaling can be changed by
using real-time monitoring of ∆̂ as we introduced in
the design of CNOT gate. Suppose we keep measur-
ing ∆̂ at a time interval of δτ , then only the case that

both â and b̂ errors happen within the δτ interval will
cause Z error, otherwise we will know exactly that the

code does suffer from âb̂ loss instead of nothing hap-
pens. In this case, the Z error probability induced by
loss is (κ1γ

2δτ)2(T/δτ) = κ2
1γ

4δτT , and the optimal

popt
Z ∼ O(κ1

√
δτ/κ/γ2), which is linear in κ1.
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2. ZZ(θ) gate

Like the Z(θ) gate, the Hamiltonian ĤZZ in Eq. (20)
that we use to construct ZZ(θ) gate will also cause leak-
age out of the code space, which will induce Z type of

errors. For example, the â1b̂1â
†
2b̂
†
2 term couples the code

state of the second qubit with states out of the code space
while changing the parities of both pair-cat qubits at a
rate of

√
2εZZγ

3, which is the dominant leakage rate from

this term. Besides, â†1b̂
†
1â2b̂2 term has similar effect but

causes leakage in the first qubit. These two channels,
after going back to the code space due to the dissipa-
tive stabilization, will cause a Z1Z2 error on the pair-cat
qubits at a rate of 2 × 4(

√
2εZZγ

3)2/(8κγ6) = 2ε2ZZ/κ.
So,

pZ1Z2
= 2ε2ZZT/κ =

θ2

8κγ8T
(D4)

The photon loss induced dephasing error can be an-
alyzed in the same way as the former case in Z(θ)

case. If there is no real-time ∆̂ monitoring, then pZ1
=

pZ2
= (κ1γ

2T )2, and the optimal total error probabil-
ity p = pZ1

+ pZ2
+ pZ1Z2

scales as O((κ1/κ)2/3/γ4). If

we have this real-time ∆̂ monitoring with time interval
δτ , then pZ1 = pZ2 = κ2

1γ
4δτT and optimal p scales as

O(κ1

√
δτ/κ/γ2).

3. X gate

The X gate is implemented by changing stabilization
parameter γ with respect to time that γ(t) = γei

π
2
t
T

and use an extra Hamiltonian ĤX,rot = − π
2T (n̂a + n̂b)

to compensate the error induced by non-adiabaticity. If
there is no loss happening during this gate execution,
the X gate can be implemented perfectly, and there is no
term to cause leakage out of the code space. So, the only
source that can induce dephasing error is from photon
loss.

Compared with the idling case where γ stays as a con-
stant, a single-photon loss at time t0 in either mode will

induce an extra global phase ei
π
2
t0
T . Unlike in the CNOT

gate case we mentioned in the main text where this in-
duced phase on the target qubit does cause a Z type
rotation of the control qubit, here this is just a global
phase on a single qubit that does not matter at all. As a
result, Z error probability induced by photon loss during
X gate has no difference compared with other gates: if
there is no real-time ∆̂ monitoring, pZ = (κ1γ

2T )2; if we
have such monitoring, pZ = κ2

1γ
4δτT . So, to reduce pZ ,

we should choose T to be as small as possible.

4. CNOT gate

The CNOT gate can be implemented by changing sta-
bilization parameter γ(t) of the target qubit conditioned

on the states of the control qubit via jump operators F̂1,2

defined in Eq. (26). We also apply another Hamiltonian

ĤCNOT,rot in Eq. (27) to reduce the error induced by non-
adiabaticity. However, this extra Hamiltonian cannot
fully compensate it, because other than the desired con-

ditional rotation Ĥ ′ = − π
2T |1〉1c〈1|⊗(â†2â2+ b̂†2b̂2−2|γ|2),

the â†1b̂
†
1(â†2â2 + b̂†2b̂2 − 2|γ|2) term can also cause excita-

tion of both control and target qubits. Other than Eq.
(D1), we also have

(â†â+ b̂†b̂− 2|γ|2)|µγ,∆〉 '
√

2γ|ψe1,µ,∆〉, (D5)

where the parity of the target qubit does not change in
this process. But, as discussed before, the parity of con-
trol qubit will change, which effectively cause a Z oper-
ation on it.

We follow the method in Ref. [19] by going to the ro-

tating frame according to Ĥ ′. In this frame, â2b̂2 will be
transformed to

â2b̂2 → |0〉1c〈0| ⊗ â2b̂2 + |1〉1c〈1| ⊗ â2b̂2e
iπt/T (D6)

This will result that, if the both control and target qubit
state get excited together as we mentioned and then de-
cay back to the code space via F̂1 and F̂2, effectively there
will be a Z1Z1(− 2πt

T ) = Z1(π T−2t
T ) error acting on the

control qubit. It is because that in the rotating frame
going back to the code space of target qubit via F̂2 will
cause a Z1(− 2πt

T ) operation on the control qubit. The

corresponding effective error rate is π2

64κγ6T 2 . This Z1(θ)

error does not change when going back to the original
frame, and after averaging with total time the Z1 error

probability induced from the non-adiabaticity is π2

128κγ6T .

It is also worth to mention that in the derivation of the
error probability we have ignored the situation that the

â1b̂1 term in F̂2 can also help the control qubit to decay
back to the code space, but this term will not cause the
change of the scaling property of the result we achieved,
as discussed in [19].

Then let us discuss the error induced by photon loss.
We assume to have real-time ∆̂ monitoring on both con-
trol and target qubits. The photon loss on control qubit
does not affect the phase of the target qubit state, so
it will just give a Z1 error with probability κ2

1γ
4δτT .

Things will become different when loss errors happen on
target qubit. As discussed in the main text, the photon
loss on target qubit will induce a time-dependent phase
shift on control qubit, therefore we want to use real-time
∆̂ measurement to monitor when the loss happens and
correct it with an extra Z1(θ) gate.

In practice, however, there are two relevant processes
to induce Z type of errors because of photon loss on
target qubit. One comes from that, even only a single-
photon loss happens, due to the finite δτ time of two
∆ measurements, we can only correct the extra phase
for |1〉1c state of the control qubit up to small deviation
ranging within [− δθ2 , δθ2 ], where δθ = π

2
δτ
T . This effect

on average will give a Z1 error probability as κ1γ
2(δτ)2π2

96T .
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The other comes from that both â2 and b̂2 happen to
the target qubit within δτ time, which not only causes a
Z2 error on target qubit but also induces an extra eiπt/T

phase on |1〉1c state of the control qubit. Using the same
method we did in Eq. (28), we found that this error has
the form of Z1Z1(−πtT )Z2 = Z1(π T−tT )Z2 with error rate

κ2
1γ

4δτ , which on average gives both Z2 error and Z1Z2

error a probability of κ2
1γ

4δτT/2.
In summary, we have

pZ1 = κ2
1γ

4δτT +
π2

128κγ6T
+
κ1γ

2(δτ)2π2

96T
,

pZ2
= pZ1Z2

=
κ2

1γ
4δτT

2
.

(D7)

By choosing the optimal time T to minimize the total
error probability p = pZ1 + pZ2 + pZ1Z2 , we find that

p ∼ O(
√

κ1

κ

√
κ1δτ
γ2

√
1 + Cκκ1γ8(δτ)2), where C = 4

3 is

a constant number. Therefore, the total error probability

scales between O(κ1) and O(κ
3/2
1 ).

5. Toffoli gate

The error properties in Toffoli gate are similar with
those in CNOT gate and we can use the same method
to analyze them. For convenience we denote CZ(θ) :=
exp(−iθ|11〉〈11|). Recall the Hamiltonian defined in
Eq. (32) which is used to compensate the non-adiabatic
error, it could cause joint excitation of 1, 3 states or 2,
3 states out of their code spaces, together with a par-
ity change in either qubit 1 or qubit 2 that gets ex-
cited. Again, by going to the rotating frame according to

Ĥ ′ = − π
2T |1〉1c〈1|⊗|1〉2c〈1|⊗ (â†3â3 + b̂†3b̂3−2|γ|2), we re-

alize that the two control qubit states will gain a phase if
they are in |1〉1c|1〉2c when the target qubit state decays

back to the code space due to the dissipator F̂3 defined in
Eq. (31b). This is similar to the effect caused by Eq. (D6)
in the CNOT gate, but here we need to focus on the trans-

formation of â3b̂3 into the rotating frame instead. By us-
ing adiabatic elimination method, the effective error will
be either I−Z1

2 Z2CZ1,2(− 2πt
T ) or I−Z2

2 Z1CZ1,2(− 2πt
T )

with the same error rate π2/(64κγ6T 2). Going back to
the original frame will not cause the change of the error
forms. After averaging over time, we can see the non-

adiabaticity will give an error probability of π2

256κγ6T for

all Z1, Z2, and Z1Z2 type of errors. Similar to the deriva-
tion in the CNOT case, we also ignore the contribution
that the excitations of two control qubits can decay back
via F̂3 since this effect does not change the scaling of the
error probability we derived.

Then we discuss about Z type of error induced by pho-
ton loss. We again assume to have real-time ∆̂ monitor-
ing of all three pair-cat qubits. The loss happens in either
of the two control qubits will not cause errors in qubits
that do not suffer from photon loss, so only both âi and
b̂i (i = 1, 2) happen in the same time interval of ∆̂ mea-
surement will cause a Zi error. The corresponding error
probability is again κ2

1γ
4δτT .

Similar to the CNOT gate, the loss errors happen in
the target qubit will also cause two effects. First, a single-

photon loss of either â3 or b̂3 will induce a phase on
|1〉1c|1〉2c state, and due to the finite time duration be-

tween each ∆̂ measurement, this phase can only be cor-
rected up to a small deviation ranging between [− δθ2 , δθ2 ]

where δθ = π
2
δτ
T . This effect will on average give an error

probability of κ1γ
2(δτ)2π2

384T for Z1, Z2, and Z1Z2 type of

errors. The second effect comes from both â3 and b̂3 hap-
pen in the same ∆̂ measurement interval. It can induce
an effective CZ1,2(π T−tT )Z3 error with error rate κ2

1γ
4δτ .

By averaging over time, this will give an error probability
of 5

8κ
2
1γ

4δτT for Z3 error and 1
8κ

2
1γ

4δτT for Z1Z3, Z2Z3

and Z1Z2Z3 error.
In summary, the error probability for all types of errors

can be listed as

pZ1
= pZ2

= κ2
1γ

4δτT +
π2

256κγ6T
+
κ1γ

2(δτ)2π2

384T
,

pZ1Z2 =
π2

256κγ6T
+
κ1γ

2(δτ)2π2

384T
,

pZ3
=

5

8
κ2

1γ
4δτT,

pZ1Z3
= pZ2Z3

= pZ1Z2Z3
=

1

8
κ2

1γ
4δτT. (D8)

To minimize the total error probability p by using op-
timal choice of T , we can see that p again scales as

p ∼ O(
√

κ1

κ

√
κ1δτ
γ2

√
1 + C ′κκ1γ8(δτ)2) where C ′ = 2

3

is another constant number. We can see p here shares
similar scaling property as that in the case of the CNOT
gate.
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