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#### Abstract

We perform optimal-control-theory calculations to determine the minimum number of two-qubit CNOT gates needed to perform quantum state preparation and unitary operator synthesis for fewqubit systems. By considering all possible gate configurations, we determine the maximum achievable fidelity as a function of quantum circuit size. This information allows us to identify the minimum circuit size needed for a specific target operation and enumerate the different gate configurations that allow a perfect implementation of the operation. We find that there are a large number of configurations that all produce the desired result, even at the minimum number of gates. We also show that the number of entangling gates can be reduced if we use multi-qubit entangling gates instead of two-qubit CNOT gates, as one might expect based on parameter counting calculations. In addition to treating the general case of arbitrary target states or unitary operators, we apply the numerical approach to the special case of synthesizing the multi-qubit Toffoli gate. This approach can be used to investigate any other specific few-qubit task and provides insight into the tightness of different bounds in the literature.


## I. INTRODUCTION

Quantum computing devices are making rapid progress towards large-scale practical applications [1, 2]. Presently available devices have been used to demonstrate quantum advantage, in which a quantum computer performs a computational task faster than the fastest present-day classical computer $[3,4]$.

The standard approach to performing quantum protocols is the so-called circuit model. In this approach a sequence of quantum gates is applied to the initial quantum state, concluding with a measurement of the final state to extract the output of the computation. The sequence of quantum gates used to perform the algorithm or any part of it is sometimes called the quantum circuit.

It is well known that any unitary operator can be decomposed into, or in other words synthesized from, a sequence of single- and two-qubit gates, provided that the elementary gate set is universal [5-10]. Similarly, any desired quantum state can be prepared from any initial state using a sequence of elementary gates [11-15]. As a result, any quantum algorithm can be implemented by performing a sequence of these elementary gates applied to a standard initial state. While the natural gate set depends on the specific technology used in a given realization of the qubits and their coupling mechanism, the most common elementary gate set used in the quantum information theory literature is the CNOT gate and the set of all single-qubit unitary operators. We shall use this elementary gate set as the standard one for most of our
calculations in this work.
Quantum algorithms are often designed with a block operation, e.g. a black-box operation or oracle, that transforms a multi-qubit system in a certain desired way. It is important for practical applications to be able to decompose such multi-qubit operations into single- and two qubit gates. A large amount of literature has been devoted to the question of quantum circuit complexity, i.e. the smallest number of single- and two-qubit gates needed to perform specific tasks in quantum computation. There are two main approaches in the study of circuit complexity. In one approach, a number of studies in the literature have proposed systematic methods to construct $n$-qubit operations from elementary gates using step-by-step recipes [16-22]. In the other approach, some studies have derived lower and upper bounds for the minimum number of gates needed to perform $n$-qubit tasks. Importantly, there are cases for which there is a gap between the gate counts obtained from the theoretical lower bounds and those obtained from recipe-based constructions in the literature.

In this work we investigate this gap by numerically calculating the minimum number of gates needed to perform a given $n$-qubit task. Our numerical results therefore provide tight lower bounds for the quantum circuit sizes needed to perform various few-qubit tasks. We find in particular that it is possible to achieve the theoretical lower bounds based on parameter counting in some cases, while there are cases in which the actual minimum circuit sizes are higher than those obtained from parameter
counting calculations. Similarly, we find that quantum-circuit-construction recipes in the literature are optimal in some cases but not others. We obtained these results by modifying an optimal-control-theory algorithm for optimizing control fields such that it can be used to optimize unitary operators. Considering the exponential growth of resources needed in general to implement state preparation and unitary operator synthesis $[6,7]$, our numerical calculations were necessarily limited to small numbers of qubits and short gate sequences. Specifically, we found that we can investigate state preparation for up to four qubits and unitary operators for up to three qubits in the most general case before the computation time makes our numerical approach unfeasible. We therefore cannot draw definitive conclusions about large systems. However, our results on small systems can give an idea about how close past results in the literature, including both the systematic constructions and the mathematical bounds, are to the minimum number of gates needed to perform quantum computing tasks in these systems. Furthermore, our results on few qubit systems can be especially useful for noisy intermediate-scale quantum (NISQ) devices available today, since these devices are often operated at the limits of their computational power and any gate optimization can increase the complexity of problems that they can handle.

## II. BACKGROUND AND ANALYSIS METHODS

A quantum circuit is composed of a sequence of quantum gates. Typically the gate sequence contains singlequbit and entangling gates. Single-qubit gates are commonly assumed to have little cost in terms of the needed resources, e.g. implementation time [1, 2]. The entangling gate count is therefore used as the key metric. We shall follow this convention in this work, and we shall refer to the number of entangling gates in a quantum circuit as the circuit size.

## A. Related recent work

In addition to the theoretical approaches mentioned in Sec. I, a few recent studies have also used numerical optimization techniques for quantum circuit design. De Brugière et al. [23] used numerical optimal control methods to find optimal quantum circuits for synthesizing general unitary operators using single-qubit gates and the Mølmer-Sørensen (MS) gate. Since the MS gate, which simultaneously couples all qubits in the system and contains a continuously tunable parameter, is the only entangling gate in the gate set, the overall structure of the quantum circuit is fixed, and only the continuous parameters of the different gates need to be determined. In this case, conventional optimal control methods can be applied. A related earlier proposal for performing quantum algorithms using the MS gate and single-qubit gates was
studied by Martinez et al. [24]. Cerezo et al. [25] proposed a variational state preparation algorithm, where the parameters of a quantum circuit are optimized with the goal to approach a target state. Shirakawa et al. [26] used numerical methods to optimize quantum circuits by adding gates one at a time and optimizing each gate while keeping the rest of the quantum circuit fixed. The authors demonstrated that this approach performs well in some cases, e.g. for preparing ground states of physical Hamiltonians, while it does not produce optimal quantum circuits in other cases.

## B. Lower bounds



FIG. 1. The number of independent parameters in a fourqubit quantum state (4QQS; horizontal cyan line) and the number of independent parameters in a quantum circuit as a function of circuit size $N$. The red circles, green squares and blue triangles correspond, respectively, to using two-, three- and four-qubit CZ gates along with single-qubit rotations in constructing the quantum circuit. The number of independent quantum circuit parameters obviously increases with circuit size. The lower bound for the circuit size needed to perfectly prepare an arbitrary four-qubit state is defined by the minimum value of $N$ for which the data point lies above the horizontal line.

Before describing the details of our work, we review past theoretical lower bounds for the CNOT gate counts for state preparation and unitary operator synthesis in an $n$-qubit system $[7,17]$. To slightly simplify the argument, we use controlled-Z (CZ) gates instead of CNOT gates. These two gates are equivalent to each other up to single-qubit operations, and we shall refer to them by the two names interchangeably. A quantum circuit with $N$ CZ gates has $N+1$ layers of single-qubit gates, to which we also refer as rotations. At first sight, it might seem that the number of single-qubit rotations in the quantum circuit is given by the product $n \times(N+1)$. However, if two or more single-qubit rotations are applied to the same qubit in succession without this qubit being involv-
ing in entangling gates, the single-qubit rotations can be combined into one net rotation. We therefore only need to keep $n+2 N$ single-qubit rotations, $n$ rotations at the initial time and 2 rotations after each CZ gate, i.e. one rotation for each qubit involved in the CZ gate. Each single-qubit rotation is defined by three parameters that define a rotation in three dimensions. However, not all of these parameters lead to independent variations in the operation of the quantum circuit. In particular, a singlequbit rotation can be decomposed into a rotation about the $z$ axis followed by a rotation about an axis in the xy plane. The z-axis rotation commutes with the CZ gate. As a result, z-axis rotations can be extracted from all single-qubit rotations and moved past the CZ gates to earlier steps in the quantum circuit. Apart from the first layer of single-qubit rotations, each single-qubit rotation is about an axis in the xy plane and is specified by two independent parameters. In the case of state preparation, even the first-step single-qubit rotations can be decomposed into $z$-axis rotations followed by xy-plane rotations, and the z-axis rotations can then be ignored because they correspond to irrelevant overall phase factors. As a result, for state preparation, the number of independent parameters is $2 n+4 N$. For unitary operators, the z-axis rotations in the first step of the quantum circuit cannot be ignored, which gives a total of $3 n+4 N$ independent parameters. The theoretical lower bound for the number of CZ gates is obtained by requiring that the number of independent parameters in the quantum circuit matches or exceeds the number of independent parameters in the target. For state preparation, the number of independent parameter defining an $n$-qubit state is $2 \times 2^{n}-2$. For unitary operators the number of independent parameters is $4^{n}-1$. The above argument can be generalized to the case where two-qubit CZ gates are replaced by $m$-qubit CZ gates. Excluding the first step of the quantum circuit, each step contains $m$ single-qubit rotations. As a result the number of independent parameters in the quantum circuit is $2 n+2 m N$ for state preparation and $3 n+2 m N$ for unitary operator synthesis. The lower bounds are then given by $N=\left\lceil\left(2^{n}-1-n\right) / m\right\rceil$ for state preparation and $N=\left\lceil\left(4^{n}-1-3 n\right) / 2 m\right\rceil$ for unitary operator synthesis, where $\lceil x\rceil$ denotes the smallest integer larger than $x$, i.e. the ceiling function. Figure 1 shows an example of how the above parameter-counting calculations give lower bounds for the quantum circuit size needed to perfectly perform a target task.

## C. Target selection

As the target state or unitary operator, we first consider random targets to investigate the most general case of an arbitrary target. To generate a random $n$-qubit state, we choose $2^{n}$ random complex numbers with each real or imaginary part chosen randomly from a uniform distribution centered at zero. We then calculate the norm of the resulting state vector and renormalize the state.

For unitary operators, we first generate the first column of a $2^{n} \times 2^{n}$ matrix as described above for the generation of a random state. Next we similarly generate the second column, but before renormalizing the second column we subtract from it its projection on the first column to make sure that the two columns correspond to orthogonal states. We keep adding columns that are normalized and orthogonal to all previous columns until we fill the matrix. Once the matrix is complete, we randomly shuffle its columns. In spite of relying heavily on randomly generated numbers, the procedures described above for generating random quantum states and unitary operators are in fact somewhat biased in the sense that they do not produce results that are uniform in the Haar measure [27]. To reduce the bias, we perform an additional randomization step: we generate ten random unitary operators following the procedure described above and multiply them by the state or main unitary operator. The result is a random instance from a distribution that has a reduced bias. We emphasize here that it is not necessary for our purposes to use distributions that are uniform in the Haar measure. We only need to avoid special cases, e.g. separable quantum states. Our approach, which is based on using random number generators almost everywhere, is essentially guaranteed to avoid such special cases.

## D. Quantum circuit structure

Once we have generated a random instance of the target, i.e. either a target state or a target unitary operator, we try to determine the minimum number of CNOT gates needed to implement the desired task. Considering a multi-qubit system (with the number of qubits $n>2$ ) and $N$ CNOT gates, there are multiple different possible configurations for the CNOT gates. For example, the quantum circuit below shows one example of a gate sequence containing three CZ gates applied to a four-qubit system.


A few points should be noted about the quantum circuit above. Firstly, the symbol $R$ denotes a single-qubit unitary operator but not a specific one. In other words, the $R$ operations in the quantum circuit above can all be different from each other. Secondly, we have not assigned a control and target qubit for each CZ gate. The reason is that the CZ gate is symmetric with respect to the two qubits. The CZ gate can be turned into a CNOT gate or vice versa by applying single-qubit gates before and after the two-qubit gate. Furthermore, the roles of the control and target qubits in a CNOT gate can be reversed
by changing the single-qubit rotations applied before and after the CNOT gate, making it irrelevant which qubit is the control qubit and which qubit is the target qubit for purposes of finding the shortest gate sequence. Thirdly, apart from the single-qubit rotations applied to all the qubits in the first step of the quantum circuit, we apply single-qubit rotations only after each CZ gate. The reason is that a sequence of single-qubit rotations applied in succession to the same qubit can be combined into a single rotation. This property helps reduce the computation cost of our numerical calculations, in addition to being crucial for establishing the lower bound on the number of CNOT gates, as explained above.

The number of possible configurations for a two-qubit CZ gate in an $n$-qubit system is $n \times(n-1) / 2$, which means that the total number of configurations in an $N$-gate sequence is $(n \times(n-1) / 2)^{N}$. For a given target task, we considered all the possible gate configurations and used optimal-control-theory methods to find the single-qubit rotation parameters that give the maximum achievable fidelity for that gate configuration. The maximum achievable fidelity for a given $N$ is then the maximum fidelity obtained among all the different calculations. The shortest gate sequence needed for a perfect implementation of the task is the minimum value of $N$ that gives a fidelity value $F=1$, up to the unavoidable numerical errors.

We pause for a moment to comment on the reason for analyzing all possible gate configurations. Numerical optimization algorithms search the space of possible solutions to find the one solution that maximizes some objective, which in this case is the fidelity of the obtained state or unitary operator relative to the target state or operator. When the search space is continuous, one can use gradient-based search algorithms, which start from some initial guess for the solution and gradually move in the search space in the direction that maximizes the increase in fidelity. After a large number of iterations, and barring complications in the topography of the fidelity as a function of the solution parameters, the algorithm converges to the optimal solution. This approach can be used for the single-qubit rotations in our problem, since these rotations can be expressed in terms of rotation angles, which form a continuous space. Finding the optimal CNOT gate configuration is trickier. The different configurations do not form a continuous space. As such, we cannot use standard gradient-based methods in the search for the optimal gate configuration. Furthermore, a simple change in one CNOT gate in the quantum circuit can have a large effect on the fidelity. We therefore use the brute-force approach in which we try every single one of the possible configurations and, by varying the parameters of the single-qubit rotations, determine the maximum achievable fidelity for every possible gate configuration. We thus acquire a list of CNOT gate configurations and their maximum achievable fidelities. We then select the gate configuration that corresponds to the highest fidelity.

## E. Numerical optimization algorithm

For the optimization of the single-qubit rotations, we use a modified version of the gradient ascent pulse engineering (GRAPE) algorithm [28]. In the standard GRAPE algorithm, the problem is formulated as a control problem where some parameters in a time-dependent Hamiltonian are varied in time to effect the desired operation. It is then assumed (typically as an approximation) that the system is controlled by piecewise constant pulses. In other words, the total pulse time is divided into $N$ time steps during which the Hamiltonian remains constant. The unitary evolution operator $U(T)$ of the dynamics can therefore be expressed as

$$
\begin{equation*}
U(T)=U_{N} U_{N-1} \cdots U_{2} U_{1} \tag{1}
\end{equation*}
$$

where $U_{j}$ is a unitary operator that describes the evolution in the $j$ th time step:

$$
\begin{equation*}
U_{j}=\exp \left\{-i \Delta t\left(\hat{H}_{0}+\sum_{k=1}^{m} u_{k}(j) \hat{H}_{k}\right)\right\} \tag{2}
\end{equation*}
$$

Here $\Delta t$ is the duration of the time step, $H_{0}$ is a timeindependent term in the Hamiltonian, $m$ is the number of control parameters, $u_{k}(j)$ is the value of the $k$ th control parameter in the $j$ th time step, and $H_{k}$ is the $k$ th control Hamiltonian. The algorithm proceeds by evaluating the derivative of the fidelity $F$ with respect to variations in all the control parameters $u_{k}(j)$, identifying the direction of the gradient and making a small move in the direction of the gradient, i.e. adding a small correction to each $u_{k}(j)$ that is proportional to the derivative $\partial F / \partial u_{k}(j)$. For a sufficiently small step size, the update will increase the fidelity. After a large number of iterations, the fidelity is expected to approach its maximum achievable value for the situation under consideration. Importantly, when the time steps $\Delta t$ are small, the derivative $\partial F / \partial u_{k}(j)$ can be approximated by simple first-order expressions: for state preparation, the fidelity is defined as

$$
\begin{equation*}
F=\operatorname{Tr}\left\{\rho_{F} U(T) \rho_{0} U^{\dagger}(T)\right\} \tag{3}
\end{equation*}
$$

and its derivative is given by

$$
\begin{equation*}
\frac{\partial F}{\partial u_{k}(j)}=-i \Delta t\left\langle\lambda_{j} \mid\left[\hat{H}_{k}, \rho_{j}\right]\right\rangle \tag{4}
\end{equation*}
$$

where $\rho_{j}$ is the density matrix propagated froward from the initial density matrix $\rho_{0}$, and $\lambda_{j}$ is the density matrix propagated backward from the target density matrix $\rho_{F}$. For unitary-operator synthesis, the fidelity is defined as

$$
\begin{equation*}
F=\left|\frac{\operatorname{Tr}\left\{U_{F}^{\dagger} U(T)\right\}}{2^{n}}\right|^{2} \tag{5}
\end{equation*}
$$

and its derivative is given by

$$
\begin{equation*}
\frac{\partial F}{\partial u_{k}(j)}=\frac{2 \Delta t}{4^{n}} \operatorname{Im}\left\{\left\langle P_{j} \mid \hat{H}_{k} X_{j}\right\rangle\left\langle X_{j} \mid P_{j}\right\rangle\right\} \tag{6}
\end{equation*}
$$

where $X_{j}$ is the unitary evolution operator propagated froward from the identity matrix, and $P_{j}$ is the unitary evolution operator propagated backward from the target unitary matrix $U_{F}$. The above expressions for $\partial F / \partial u_{k}(j)$ are derived in Ref. [28].

In the version of the algorithm adapted for this work, we seek to optimize single-qubit rotations rather than control fields in a Hamiltonian. Nevertheless, the necessary modifications turn out to be rather straightforward. For a quantum circuit with a given gate configuration, the unitary evolution operator is given by

$$
\begin{equation*}
U_{\text {Total }}=R_{N} V_{N} R_{N-1} V_{N-1} \cdots V_{2} R_{1} V_{1} R_{0} \tag{7}
\end{equation*}
$$

where $R_{j}$ is the combination (i.e. product) of single-qubit rotations applied at the $j$ layer in the quantum circuit, and $V_{j}$ is the $j$ th CZ gate in the gate configuration under consideration. Each gate configuration is defined by the sequence $V_{j}$, which are therefore kept fixed in the GRAPE optimization, and only the single-qubit rotations in $R_{j}$ are optimized for a given configuration. We update the single-qubit rotations by making a small detour: we first imagine that we can apply an additional single-qubit rotation after each single-qubit rotation in the quantum circuit. The reason for introducing separate single-qubit rotations, even though each one of the additional rotations follows a single-qubit rotation on the same qubit, is that the GRAPE algorithm uses a firstorder approximation that is valid only when the unitary operators being updated are all close to the identity matrix. Meanwhile, the single-qubit rotations that are being updated and optimized in our calculations can be very far from the identity matrix. Introducing the small update rotations allows us to apply the GRAPE algorithm to these small rotations and treat them as variables whose parameters should be chosen to maximize the fidelity improvement. A small single-qubit rotation on qubit $k$ can be expressed as
$R\left(\delta x_{k}, \delta y_{k}, \delta z_{k}\right)=\exp \left\{-i\left(\delta x_{k} \hat{\sigma}_{x}^{(k)}+\delta y \hat{\sigma}_{y}^{(k)}+\delta z \hat{\sigma}_{z}^{(k)}\right)\right\}$,
where $\hat{\sigma}_{x}^{(k)}, \hat{\sigma}_{y}^{(k)}$ and $\hat{\sigma}_{z}^{(k)}$ are the standard Pauli matrices for qubit $k$. The three parameters $\delta x_{k}, \delta y_{k}$ and $\delta z_{k}$ can then be treated as the $u_{k}(j)$ parameters in the GRAPE algorithm, with corresponding control Hamiltonians (i.e. $\left.\hat{H}_{k}\right) \hat{\sigma}_{x}^{(k)}, \hat{\sigma}_{y}^{(k)}$ and $\hat{\sigma}_{z}^{(k)}$. Once the derivatives and gradient of $F$ are evaluated, each small rotation $R\left(\delta x_{k}, \delta y_{k}, \delta z_{k}\right)$ is determined and multiplied by the single-qubit rotation preceding it. As a result, the single-qubit rotations in the gate sequence are updated and the fidelity is slightly increased. The process is repeated a large number of iterations to obtain the maximum achievable fidelity. It is worth mentioning here that our approach can be thought of as taking each step in the quantum circuit and treating it as a time step in the GRAPE algorithm, although there is no time variable in the gate decomposition problem (apart from the time ordering of the single- and two-qubit gates in the quantum
circuit). In other words, our calculations give the optimal single-qubit rotations but not the time needed to implement these rotations in a certain physical system.

As explained above, we systematically go over all possible gate configurations for a given number of CNOT gates. For each configuration, we start by randomly generating single qubit rotations. Then we use the GRAPE algorithm to update these rotations. As a general rule, we run $10^{3}$ optimization iterations for each situation under consideration, and we add more iterations if we determine that it is needed to reduce numerical errors or if there are discernible fluctuations in the results indicating slow convergence.

## III. NUMERICAL RESULTS

We now present the results of our numerical calculations. We start with the results for arbitrary targets. Then we present results for synthesizing Toffoli gates.

## A. State preparation

In all our calculations for state preparation, the initial state is the product state in which each qubit is in the state $|0\rangle$. For each system size and elementary gate set, we plot the fidelity $F$ as a function of the number of entangling gates $N$. The fidelity increases as a function of $N$ until it reaches $F=1$ for a certain value of $N$, which we can identify as the minimum number of entangling gates needed for perfect state preparation.

For a two-qubit system, the calculation is simple. There is only one possible configuration for the CZ gates. Our numerical calculations reproduce the well-known result that a single CZ (or CNOT) gate is sufficient to prepare an arbitrary target state [14]. This result is represented by the green open circle in Fig. 2. For a threequbit system and two-qubit CNOT gates, each CNOT gate has three possible configurations corresponding to the three possible pairings of the three qubits. The total number of possible configurations is therefore $3^{N}$. The fidelity $F$ reaches 1 at $N=3$, which means that with three CNOT gates we can prepare an arbitrary target state. Specifically, at $N=3$ we obtain $F=1$ up to numerical errors (on the order of $10^{-12}$ ). This result is in agreement with the protocol in [16] and is higher than the lower bound $(N=2)$ based on the parametercounting calculation in Sec. II. If for the entangling gates we use three-qubit CZ gates (cyan diamonds in Fig. 2), two entangling gates are needed for perfect state preparation. If we use the generalized parameter-counting formulae given in Sec. II, we find that the lower bound for three-qubit state preparation using three-qubit CZ gates is $N=2$. Hence our numerical results in this case agree with the lower bound.

Next we consider the case of preparing a four-qubit state using two-qubit CNOT gates, in addition to single-


FIG. 2. The maximum achievable fidelity $F$ for $n$-qubit state preparation when using a quantum circuit that contains $N$ entangling gates. The green open circle corresponds to preparing a two-qubit state (i.e. $n=2$ ) using two-qubit CZ gates (i.e. $m=2$ ). The magenta $\times$ symbols and cyan diamonds are for the case $n=3$ and correspond, respectively, to using two- and three-qubit CZ gates. The red dots, green squares and blue + symbols are for the case $n=4$ and correspond, respectively, to using two-, three- and four-qubit CZ gates. The maximum achievable fidelity is obtained by numerically optimizing the single-qubit rotations in the quantum circuit and selecting the gate configuration that gives the highest fidelity. We used ten different randomly generated target states for each setting. To show the statistical spread in the results, the red dots show the results for all ten instances of the target state for $n=4$ and $m=2$. For all other data points, we took the lowest value of maximum fidelity among the ten random instances. For a two-qubit system, a single CZ gate is sufficient for perfect state preparation. For all other data sets, the last shown (i.e. largest- $N$ ) data point in each set has an infidelity $1-F \sim 10^{-7}$ or less after $10^{3}$ optimization iterations and shrinks to below $10^{-12}$ if we continue the optimization to $10^{6}$ iterations, which implies that the small numbers that we obtain for $1-F$ are numerical errors, and the actual achievable fidelity in each one of these cases is $F=1$.
qubit rotations. The red dots in Fig. 2 show the results for ten different target states for each quantum circuit size. As could be expected, there are large variations in the fidelity for short quantum circuits, as the randomly generated target states could be close or far from states that can be reached with a small number of CNOT gates. The lowest dot can be considered a good conservative estimate for the fidelity for the hardest-toreach target states. As the quantum circuit size increases, the fidelity increases and instance-to-instance variations decrease. For a quantum circuit with six CNOT gates (i.e. $N=6$ ), any target state can be prepared perfectly, i.e. with fidelity $F=1$. Specifically, the numerical results give $F$ values that keep approaching 1 until the minimum infidelity $1-F \lesssim 10^{-12}$. This result suggests that the asymptotic value of $1-F$ is exactly zero, up to numerical rounding errors. In contrast, for $N=5$ the minimum in-
fidelity converges to $1-F \sim 10^{-4}$ even if we require that $F$ converges at the level of $10^{-12}$. We therefore conclude that the fidelity values obtained in this case are accurate values for the fidelity that cannot be exceeded with $N=5$. In other words, perfect state preparation is not possible with $N=5$. The number $N=6$ coincides with the theoretical lower bound and is shorter than the size $(N=9)$ of the gate sequence proposed in Ref. [17]. For the case of preparing a four-qubit state using multi-qubit CZ gates, the lower bounds are $N=4$ for three-qubit CZ gates and $N=3$ for four-qubit CZ gates. Our numerical results show that the minimum circuit sizes in these cases are $N=4$ and $N=3$, in agreement with the respective lower bounds.

It is interesting that even below the lower bound for perfect state preparation, the fidelity can be remarkably high. For example, all ten red dots at $N=5$ in Fig. 2 lie in the range 0.9993-0.9997. In a realistic setup, especially in the near future, the increase of $\sim 10^{-4}$ in fidelity that we gain in going from $N=5$ to $N=6$ could be offset by errors that are introduced by the extra CNOT gate in the quantum circuit. In such a situation, it can be optimal to use a quantum circuit with five CNOT gates, rather than the six-CNOT-gate circuit based on the lower bound for perfect state preparation.

Because we have fidelity values for all the different gate configurations, we can go beyond identifying a single optimal control sequence and also analyze the statistics of how well different gate configurations perform. Before doing that, however, we consider a geometric analogy between state preparation and a point moving in a multidimensional space. If we want to reach an arbitrary point in three dimensional Euclidean space, we can first move in the x direction, then move in the y direction and finally move in the z direction. Any permutation of these three steps allows access to any point in the whole space. We can similarly expect that if one gate configuration allows a perfect preparation of a random target state any alternative configuration that is obtained by a permutation of the qubit labels will also allow a perfect preparation of the state. We examine this point by focusing on one of our ten target states first. To make sure that we do not have an accidentally easy random instance, we took the target state that corresponds to the lowest red dot at $N=4$ in Fig. 2 and used it as the target state. We then performed the optimization algorithm with $N=6$. The maximum fidelity that we obtained in this case reached $1-F \sim 10^{-12}$. We took the corresponding quantum circuit and inspected the fidelity data for the 24 permutations obtained by qubit relabeling. All permutations gave $F=1$ (up to numerical errors) after a sufficient number of optimization iterations [35]. Similarly, with a few random checks, we verified and confirmed that the configurations that give $F=1$ for any one of our ten randomly generated target states give $F=1$ for all target states. This result also supports the idea that there is a geometric reason that makes a certain gate configuration able to reach any target state in the $n$-qubit Hilbert
space.


FIG. 3. Histograms of fidelity $F$ values for all the possible CNOT gate configurations for one instance of the statepreparation problem with a four-qubit target state and using two-qubit CNOT gates as the entangling gates. A logarithm function is used for the x axis to magnify the region close to $F=1$ and make the features of the histogram in this region easier to discern. The dotted (blue), dashed (green) and solid (red) lines correspond, respectively, to $N=4,5$ and 6 . The inset shows the high-fidelity tail of the $N=6$ histogram. The peak at $1-F=10^{-12}$ includes all the configurations that gave $1-F<10^{-12}$, which turn out to be $20 \%$ of all possible configurations.

We now look at the statistics of gate fidelity data for all $6^{6}=46,656$ different gate configurations. The histograms shown in Fig. 3 show the number of configurations that have any given value of $F$, all for the same target state. As above, we use the target state that gave the lowest value of $F$ at $N=4$ in Fig. 2; we note, however, that all the instances whose histograms we inspected gave qualitatively similar results. Instead of using the fidelity $F$ as the x axis, we use the function $-\log _{10}[1-F]$, which magnifies the region just below $F=1$. Up to $N=5$ the fidelity data form relatively simple distributions that end abruptly at some finite values of $F$ that depend on $N$ and are all smaller than 1 . For $N=6$, the histogram has a long high-fidelity tail with a high peak at $1-F \sim 10^{-12}$. In theory, the configurations that allow perfect state preparation should give $F$ values that keep moving closer to $F=1$ if we continue the optimization indefinitely. In practice, however, numerical rounding errors stop this trend and make the optimization procedure unreliable when $1-F \sim 10^{-12}$. We therefore terminate the optimization if we obtain $1-F<10^{-12}$.

One of our main goals in plotting these histograms is to identify the number of gate configurations that allow a perfect state preparation. For this purpose, it would be ideal if for $N=6$ the tail ended at some value of $F$ (e.g. a value with $1-F \sim 10^{-5}$ ) and were then followed by a well-separated peak at $1-F \lesssim 10^{-12}$ that includes all the $F=1$ configurations. This shape of histogram
could be expected based on the intuitive picture of the gate configurations corresponding to a discrete variable: unlike continuous variables, unless a certain gate configuration allows perfect state preparation (i.e. $F=1$ ), it should not allow us to approach the target state by a distance that corresponds to, say, $1-F \sim 10^{-10}$, which seems too small for a randomly generated state with the small numbers $n=4$ and $N=6$. While the histogram exhibits a relatively sharp drop at $-\log _{10}[1-F] \approx 4.5$, a small peak appears around $-\log _{10}[1-F] \approx 7$ and a small tail persists up to the peak at $-\log _{10}[1-F]=12$. We suspect that all of the data points with $-\log _{10}[1-F]>7$ correspond to $F=1$ but the optimization algorithm incorrectly identified them as having converged at lower values. The peak at $1-F<10^{-12}$, which we can confidently identify as corresponding to $F=1$, contains 8611 data points. Hence the number of different gate configurations in the $F=1$ peak is at least 8611. If we also include gate configurations that are obtained by qubit permutations of $F=1$ configurations, the total number of $F=1$ configurations rises slightly and becomes 9264 , which is about $20 \%$ of all possible gate configurations. In other words, there are a remarkably large number of gate configurations that allow a perfect preparation of an arbitrary target state. Although some multiplicity is to be expected based on qubit relabeling and commuting gate configurations, there are still a large number of qualitatively dissimilar gate configurations. For example, the following three quantum circuits gave the highest values of $F$ after $10^{4}$ iterations in the first run of the algorithm (all of which gave $1-F<10^{-11}$ and can hence be confidently identified as having $F=1$ ):


Each one of these quantum circuits can be used to generate 23 other equivalent ones by qubit permutations. Furthermore, the fourth and fifth CZ gates in the first
quantum circuit operate on different qubits and therefore commute with each other, which generates another 24 quantum circuits that must also give $F=1$. However, the three quantum circuits shown above do not seem to be easily convertible into each other via qubit permutation or CZ gate commutation. As an indication that the third quantum circuit cannot be transformed into either of the other two by simple permutations and commutation, we note that the first and third qubits are involved in four CZ gates while the second and fourth quits are involved in two of CZ gates. In the other two quantum circuits, only one of the qubits is involved in four CNOT gates.


FIG. 4. Correlations between fidelity values for quantum circuits of different sizes, specifically quantum circuits of size $N_{1}=2$ and those of size $N_{2}=5$. Each gate configuration (to which we refer as $Q_{i}$ ) in the set of all configurations with size $N_{1}$ produces one point in the plot. The x axis shows the fidelity $F_{1}$ for the quantum circuit $Q_{i}$. The y axis shows the maximum fidelity $F_{2}$ that can be achieved with a quantum circuit of size $N_{2}$ and containing $Q_{i}$ as its initial part. While there is some correlation between $F_{1}$ and $F_{2}$, the highest value of $F_{2}$ does not correspond to the highest value of $F_{1}$, indicating that optimizing the quantum circuit one layer at a time does not produce the global optimum among large quantum circuits.

It is also interesting to look at correlations between fidelity values for quantum circuits of different sizes. These correlations address the question of whether one could start by optimizing a quantum circuit with one CNOT gate, then add one layer (i.e. another CNOT gate and the corresponding single-qubit rotations) and optimize the parameters of the newly added layer while keeping the already-optimized parameters from the first layer fixed, and so on. If this approach produces the maximum value of $F$ for large quantum circuits, it would greatly speed up the optimization of large quantum circuits. In Fig. 4 we plot the maximum achievable fidelity $F_{2}$ of a quantum circuit of size $N_{2}=5$ as a function of the fidelity $F_{1}$ that is achievable with the initial part of the quantum circuit, specifically the first two layers of the circuit. Not surprisingly, there is some correlation between $F_{1}$ and $F_{2}$,
especially for small values of fidelity. These correlations can be understood based on the intuitive idea that bad small quantum circuits (e.g. those with the same CNOT gate repeated multiple times in a row) tend to lead to bad larger circuits. A more important result in Fig. 4 is the fact that the highest values of $F_{2}$ do not correspond to the highest values of $F_{1}$. This result means that, for example, the first two layers in the optimal five-layer quantum circuit are not the optimal two-layer circuit. In other words, if we construct the quantum circuit by gradually increasing the circuit size and optimizing each layer when it is added to the circuit, we will in general not obtain the optimal quantum circuit. The optimization must be performed globally to ensure finding the optimal circuit of a given size.

## B. Quantum circuit depth

An important question when designing quantum circuits is the depth of the circuit. For example, the first of the three quantum circuits shown in the previous subsection has a smaller depth and can be implemented faster than the other two, because the two steps enclosed by the dashed lines can be implemented simultaneously. We took all 9264 gate configurations that gave $F=1$ and calculated the depth for each one of them. The depths of the quantum circuits had the distribution $\{0,0,0,1008$, $3984,4272\}$. In other words, the minimum depth is 4 , with 1008 different quantum circuits having that minimum depth. One example of a minimum-depth quantum circuit is:


The two pairs of steps that can each be parallellized are shown by the dashed boxes.

The quantum circuit shown above reveals another interesting feature: not all qubit pairs appear in the CNOT gate sequence. In particular, there are no CNOT gates on the qubit pair 1-4 or the pair $2-3$. This property could be helpful in the design or utilization of real devices. For example, if a certain multi-qubit device realized in experiment has one defective coupling between a pair of qubits, we can look for quantum circuits that do not utilize that particular qubit pair. The fact that there are a large number of alternative gate sequences allows us to look for the one that is optimal for implementation on the experimental device under consideration. Although our computational limitations allow us to establish this result only for the case of four-qubit quantum state preparation, it seems likely that a similar situation will arise for larger systems and/or for unitary operator synthesis.

## C. Unitary operator synthesis - arbitrary target



FIG. 5. The maximum achievable fidelity $F$ for three-qubit unitary operator synthesis as a function of quantum circuit size $N$. The red circles and green squares correspond, respectively, to using two- and three-qubit CZ gates. Randomly generated unitary operators were used as target operators. The inset shows the logarithm of the infidelity $\log _{10}[1-F]$ for the high-fidelity points. The arrows indicate that $F$ can be made arbitrarily close to $F=1$ for the last point in each data set by increasing the number of optimization iterations, while other data points do not experience significant changes with an increased number of iterations.

Next we turn to the case of decomposing, or synthesizing, $n$-qubit unitary operators. Figure 5 shows the results for arbitrary three-qubit unitary operators decomposed into elementary gates. The fidelity reaches $F=1$ at $N=14$, in agreement with the lower bound and slightly shorter than the size $(N=15)$ of the decomposition proposed in Ref. [22]. It is interesting to note that the fidelity goes above 0.99 already for $N=10$. As a result, extremely high fidelities can be obtained even with circuit sizes that are smaller than the perfect-decomposition lower bound. This result provides concrete quantitative benchmarks for the approximate quantum circuit synthesis of three-qubit unitary operators [29]. We note that in the unitary operator synthesis calculations, we used ten different instances up to $N=10$ and used fewer instances for larger values of $N$, because the computation time became significant. For the case $N=14$, the calculation took the equivalent of a few months on a single core of a present-day computer. For all values of $N$, the instance-to-instance fluctuations were small and suggested that even with small numbers of instances, we can expect the numerical results to accurately represent the statistical average. We also performed calculations where we used the three-qubit CZ gate (which is equivalent to the three-qubit Toffoli gate) instead of two-qubit CNOT gates in the elementary gate set. The minimum circuit size needed to perfectly reproduce an arbitrary threequbit unitary operator was $N=9$ in this case. This
result agrees with the respective lower bound.


FIG. 6. Histograms of fidelity $F$ values for all the possible CNOT gate configurations for the problem of synthesizing a three-qubit unitary operator using two-qubit CNOT gates and single-qubit gates. The olive, green, orange, blue, magenta, cyan and red lines correspond, respectively, to $N=8$, $9,10,11,12,13$ and 14 . All the data in this figure were obtained using $10^{3}$ optimization iterations.

Figure 6 shows histograms of the fidelity data for different quantum circuit sizes. It is worth noting that these histograms do not show any qualitative change between $N=14$, where perfect synthesis becomes possible, and smaller values of $N$. However, although it is not visible at the y-axis scale used in Fig. 6, the $N=14$ data has a long tail extending to higher fidelities. After $10^{3}$ optimization iterations, the highest fidelities that we obtained in that case had $1-F \sim 10^{-8}$. Out of the $3^{14}=4,782,969$ different configurations, 5 configurations had $1-F<10^{-7}$, and 3553 configurations had $1-F<10^{-5}$. We took the top five configurations and inspected the fidelity values for their permutations. Most permutations gave $10^{-4}<1-F<10^{-3}$. We reran the algorithm on all of them and confirmed that with a few randomly chosen initial guess choices and $10^{4}$ iterations all permutations give $1-F<10^{-8}$. We then reran the algorithm with $10^{4}$ iterations on all gate configurations that gave $1-F<10^{-3}$. If we identify any gate sequence with a numerical fidelity value of $1-F<10^{-8}$ and all its permutations as having $F=1$, we find that about $9.1 \times 10^{5}$ gate sequences, i.e. about $20 \%$ of all possible sequences, meet these criteria. As in the case of state preparation, a remarkably large number of distinct quantum circuits allow a perfect synthesis of arbitrary unitary operators, even at the lower bound for the quantum circuit size. The minimum depth of the quantum circuit needed for perfect unitary operator synthesis must be the same as the number of CNOT gates, i.e. $N=14$, because in a three-qubit system it is not possible to have two consecutive two-qubit gates with no overlap in the qubit pairs involved in the two gates.


FIG. 7. The maximum achievable fidelity $F$ as a function of quantum circuit size $N$ for synthesizing a multi-qubit Toffoli gate. The red circles are for the well-known case of synthesizing a three-qubit Toffoli gate from two-qubit CNOT gates. The green squares are for the case of synthesizing a four-qubit Toffoli gate from two-qubit CNOT gates. The blue triangles are for the case of synthesizing a four-qubit Toffoli gate from three-qubit Toffoli gates.

## D. Unitary operator synthesis - multi-qubit Toffoli gate

In addition to using arbitrary unitary operators as the target gates, we also considered the special case of decomposing Toffoli gates into smaller elementary gates. It should be noted that such special cases can be decomposable into shorter circuits than those needed for the general case of an arbitrary (i.e. worst-case) target. In fact, for the $n$-qubit Toffoli gate, it has been shown that the minimum number of CNOT gates needed for perfect synthesis grows at most quadratically with $n[5,30]$. In other words, perfect synthesis of the $n$-qubit Toffoli gate is possible with $\sim n^{2}$ or fewer 2 -qubit CNOT gates, in contrast to the exponential scaling for arbitrary unitary operators.

We start with the well-known case of decomposing the three-qubit Toffoli gate into two-qubit CNOT gates [10]. The fidelity $F$ as a function of quantum circuit size $N$ is plotted in Fig. 7. The data shows that six CNOT gates are needed to perfectly synthesize the three-qubit Toffoli gate. Interestingly, in the plot of fidelity vs circuit size, two flat steps are encountered: $N=2$ and $N=3$ give the same value of $F$, and similarly $N=4$ and $N=5$ give the same value of $F$. We found that out of the $3^{6}=729$ possible gate configurations 54 different configurations give $F=1$. Since the three-qubit Toffoli gate is equivalent to the three-qubit CZ gate and the latter is symmetric with respect to permutations of the three qubits, a six-fold symmetry resulting from qubit permutations is expected. As a result, we find $54 / 6=9$ dissimilar configurations. Furthermore, since the three-qubit Toffoli gate is its own inverse, any CNOT gate configuration that gives
$F=1$ can be reversed in time to produce another configuration that also gives $F=1$. This consideration allows us to reduce the number of dissimilar configurations to 6 . The CZ (or CNOT) gate configurations in these quantum circuits are:


In all the perfect decompositions, each one of the three qubits is involved in four CNOT gates, i.e. each combination of qubit pairs appears twice in the CNOT gates of the quantum circuit. There were configurations in which the same CNOT gate was repeated twice in succession, and there were configurations in which all adjacent CNOT gates were different from each other, i.e. involved different qubits. It is also worth noting here that there are a total of 90 different configurations of six-CNOTgate sequences where each combination of qubit pairs appears twice in the sequence, and the majority of these ( $54 / 90=60 \%$ ) can be used to synthesize a perfect Toffoli gate.

For the case of decomposing the four-qubit Toffoli gate into two-qubit CNOT gates, we performed calculations for up to $N=10$. The case $N=10$ took the equivalent of a few months of single-core computation time, which means that it was too computationally costly to go beyond $N=10$. The fidelity reached only about 0.9 at $N=10$, which means that a few more CNOT gates are probably needed to obtain a perfect decomposition of the four-qubit Toffoli gate. We note that the general-case lower bound for an arbitrary $n=4$ unitary operator is $N=61$.

For the case of decomposing the four-qubit Toffoli gate into three-qubit Toffoli gates and single-qubit gates, we find that eight three-qubit Toffoli gates are needed for a perfect decomposition. In this calculation we used only three-qubit CZ gates and single-qubit rotations in the elementary gate set, i.e. not including two-qubit CNOT gates. If we include both two- and three-qubit CZ gates in the elementary gate set, we do not obtain any increase in $F$ compared to the case where we use only three-qubit CZ gates. As a result, the minimum number of entangling gates is still $N=8$. It should be noted here that there is a well-known decomposition of the $n$-qubit Tof-
foli gate into two ( $n-1$ )-qubit Toffoli gates, two rotations controlled by a single qubit and one rotation controlled by $(n-2)$ qubits [5, 30]. Each controlled rotation can be decomposed into two controlled NOT operations and single-qubit rotations. The gate count then becomes four ( $n-1$ )-qubit Toffoli gates and four CNOT gates, i.e. a total of eight entangling gates. Our results show that, at least for the case $n=4$, there is no shorter quantum circuit that achieves the same goal of perfectly synthesizing the $n$-qubit Toffoli gate.

Finally, it is worth emphasizing that the minimum number of gates needed for a perfect decomposition can depend on the entangling gates in the elementary gate set. For example, if the entangling gate in the elementary gate set is the general controlled- U gate instead of just the CNOT gate, the three-qubit Toffoli gate can be decomposed into five two-qubit gates, in addition to single-qubit rotations [10]. We performed numerical calculations of this case, treating the rotations U in the controlled-U gates as variables to be optimized, and we confirmed that the minimum number of gates when using controlled-U gates is five. This result shows that the fivegate decomposition in the literature is optimal in terms of quantum circuit size.

## IV. CONCLUSION

In conclusion, we have performed numerical optimal-control-theory calculations to study various aspects of quantum state preparation and unitary operator synthesis using elementary gates. These calculations allowed us to determine minimum quantum circuit sizes and depths for some few-qubit tasks. Furthermore, the flexibility
afforded by numerical calculations allowed us to analyze statistical information related to all the possible gate configurations. It also allowed us to investigate the use of alternative gate sets, e.g. ones with multi-qubit gates instead of two-qubit CNOT gates as the entangling gates in the elementary gate set.

Among the results that we found is the fact that theoretical lower bounds in the literature generally, but not always, coincide with the actual minimum numbers of gates needed for various tasks. Other interesting results include the high fidelities obtained even below the minimum number of gates for perfect task implementation and the large multiplicity of quantum circuits that lead to a perfect implementation of the target task, even at the minimum required number of gates.

Recent studies have shown that quantum circuits can be simplified and/or accelerated by the use of ancilla qubits [29, 31] or additional quantum states in each qubit [32-34]. It will be interesting to extend our work to study these more complex situations. The results presented in this manuscript demonstrate that numerical methods can be a powerful tool to complement the theoretical approaches used in the literature on quantum gate decomposition. Our approach can also be applied in future studies on quantum circuit optimization, including in cases where realistic physical constraints apply to specific quantum computing devices.
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