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When a quantum particle moves in a curved space, a geometric potential can arise. In spite of
a long history of extensive theoretical studies, to experimentally observe the geometric potential
remains to be a challenge. What are the physically observable consequences of such a geometric
potential? Solving the Schrédinger equation on a truncated conic surface, we uncover a class of
quantum scattering states that bear a strong resemblance with the quasi-resonant states associated
with atomic collapse about a Coulomb impurity, a remarkable quantum phenomenon in which an
infinite number of quasi-resonant states emerge. A characteristic defining feature of such collapse
states is the infinite oscillations of the local density of states (LDOS) about the zero energy point
separating the scattering from the bound states. The emergence of such states in the curved (Rie-
mannian) space requires neither a relativistic quantum mechanism nor any Coulomb impurity: they
have zero angular momentum and their origin is purely geometrical - henceforth the term geometry-
induced wavefunction collapse. We establish the collapsing nature of these states through a detailed
comparative analysis of the behavior of the LDOS for both the zero and finite angular-momentum
states as well as the corresponding classical picture. Potential experimental schemes to realize the
geometry-induced collapse states are articulated. Not only has our study uncovered an intrinsic
connection between the geometric potential and atomic collapse, it also provides a method to exper-
imentally observe and characterize geometric potentials arising from different subfields of physics.
For example, in nanoscience and nanotechnology, curved geometry has become increasingly common.
Our finding suggests that wavefunction collapse should be an important factor of consideration in

designing and developing nanodevices.

I. INTRODUCTION

When a quantum particle moves on a curved surface,
a geometric potential can arise [1, 2], which is fundamen-
tal to quantum mechanics in the Riemannian geometry.
However, it remains a challenge to experimentally ob-
serve the geometric potential [3-5]. The main message
of this work is that the conic geometric potential can in-
duce wavefunction collapse as manifested by the peculiar
behavior of the local density of states (LDOS) typically
seen in atomic collapse. Semiclassically, this geometry-
induced collapse phenomenon is manifested as particle’s
spiraling inward towards a region of large curvature in
the classical-quantum correspondence [6, 7]. Thus, theo-
retically, our work unveils a natural connection between
the quantum mechanics in the curved space and the phe-
nomenon of atomic collapse. Experimentally, our finding
provides a viable way to meet the challenge of exper-
imentally observing the geometric potential by putting
forward measurable quantities as in the recent experi-
mental study of atomic collapse.

The radial component of the Schrodinger equation for
a particle on a conic surface [8] can be simplified as the
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Bessel equation with the 1/r? effective potential. Histori-
cally, the study of the 1/r? potential in 3D has a long his-
tory [6, 9-13], which can be induced by diverse physical
mechanisms such as particle-charge interactions [11, 14]
and Efimov physics [15, 16]. For example, in the early
work by Shortley [6] in 1932, the wavefunction was set to
be zero at the origin. In the work of Case [13] in 1950,
a fixed phase was required for the wavefunctions at the
origin. Bound and scattering states under the hard-core
boundary condition and zero net outflow from the scat-
tering region were analyzed earlier by Nicholson [9] in
1962 and more recently by Coon et al. [11] in 2002. That
the 3D central 1/7? potential can induce a fall to the cen-
ter associated with both bound and scattering states was
analyzed [10, 17, 18]. There were also works on the 3D
central 1/7? potential from different perspectives, such as
anomalous symmetry breaking [11] and limit cycles [12].

A recent development in quantum physics is the experi-
mental observation of atomic collapse [19], a phenomenon
that was predicted nearly eighty years ago [20-22] to oc-
cur in an atom with a super-heavy nucleus. In the present
work, we consider particle motion on a curved surface
that gives rise to a 1/r? potential in 2D [2, 8, 23-27].
The main contribution of our work is the establishment
of the connection between the quantum behaviors on a
curved surface and those associated with atomic collapse,
providing a feasible way to experimentally observe the ge-
ometric potential. To place our work in a proper context



and to better explain our finding, here we provide a brief
description of the phenomenon of atomic collapse.

Consider a hydrogen-like atom of nuclear charge Z
with the Coulomb potential —Z/r. For Z > 1/ag, where
ap = e?/(he) ~ 1/137 is the vacuum fine structure con-
stant, the eigenenergy becomes complex, signifying the
emergence of a resonant state with a finite lifetime for
the electron that is inversely proportional to the imag-
inary part of the eigenenergy. The physical picture is
that, in a sufficiently strong Coulomb field, the eigenen-
ergy dives into the hole continuum, and the laws of rel-
ativistic quantum mechanics stipulate the creation of an
electron-positron pair. Once this happens, the positron
is free but the electron and the nucleus will form a quasi-
bound resonant state, as if the electron had collapsed
onto the nucleus. From a classical point of view, the
electron behaves as if it spiraled inward toward the nu-
cleus. Because of the finite lifetime of the resonant state,
the electron will eventually escape the nucleus and couple
to the positron [28]. The wavefunction thus contains two
components: one around the Coulomb singularity and
another extending to infinity.

From a mathematical point of view, the Dirac equa-
tion breaks down in the vicinity of the 1/r singularity of
the Coulomb potential and some regularized form of the
potential should then be used so that the Dirac equation
remains valid. Even then, for sufficiently large values of
Z, the eigenenergies will still be complex. A general esti-
mate of the required Z values for atomic collapse to oc-
cur [18, 20] is Z > 170, which exceeds the largest known
atomic number of any natural element with the fine struc-
ture constant ag. To experimentally realize atomic col-
lapse, some kind of relativistic quantum materials with a
much larger effective fine-structure constant (or a much
reduced “speed of light”) can be exploited. In graphene,
the Fermi velocity of the relativistic quantum quasipar-
ticles is about two orders of magnitude smaller than the
vacuum speed of light, so the effective fine-structure con-
stant is on the order of unity, making possible exper-
imental observation of atomic collapse [29, 30]. This
perspective stimulated theoretical studies of the various
aspects of the energy states of an atomic impurity em-
bedded in graphene such as screening [31, 32], density
of states [29, 30, 33, 34], scattering phase [30, 35], and
generalization taking into account electron-electron inter-
actions [36]. In 2012, the first experimental observation
of atomic collapse in graphene was achieved [19, 37], gen-
erating subsequent interest in this phenomenon [38-40].
Quite recently, atomic collapse has been predicted to oc-
cur in pseudospin-1 Dirac materials with a flat band [41].

The general feature of atomic collapse, i.e., the emer-
gence of an infinitely many resonant states [30], can
be understood by considering Dirac fermions with en-
ergy ¢ < 0 in the two-dimensional Coulomb potential
V(r) = —Ze*/r. The kinetic energy K = ¢ — V(r) is
positive for r < r, = Ze?/|e| and negative for r > r,.
If the Dirac particle wavelength A = hivp/|e| (vp being
the Fermi velocity) is smaller than r,, which occurs if

Z > hvp/e?, then the particle can be trapped inside r,
but only for a finite amount of time before escaping due
to the Klein-tunneling mechanism [42]. Since the ratio
74/ is independent of the energy, an infinite number of
such quasibound states are possible [30]. If one plots the
local density of states (LDOS) versus the energy near the
zero energy point, infinite oscillations can occur, which
is the defining characteristic of atomic collapse.

In this paper, we study particles confined on a curved
space and uncover a class of quantum states similar to
those that occur in atomic collapse. In general, the char-
acteristics of quantum states on a curved surface consti-
tute a fundamental problem in physics [5]. To derive the
Schrodinger equation governing the motion of a particle
on a curved surface, an earlier approach was due to De-
Witt [43], which was based on the quantization of the
classical 2D Lagrangian. A difficulty with this method
was that the particles are treated as intrinsically mov-
ing in the 2D space, thereby generating the dilemma of
“operator ordering ambiguity” that, for a classical func-
tion, multiple representative quantum operators may ex-
ist. The approach articulated by Jensen, Koppe, and da
Costa (JKC) [1, 2] overcomes this difficulty, where the
Schrodinger equation was derived starting from the 3D
Euclidean position space followed by a reduction to 2D
curved surface through an infinitesimally narrow confin-
ing potential locally normal to the surface. As a result, a
general feature of the Schrodinger equation on a curved
surface is a potential term due to the intrinsic curva-
ture of the 2D surface, and thus the so-called geometric
potential. This approach has an experimental basis as
the effects of the geometric potential on the quantum
states have been observed experimentally in electronic
systems [3, 5] and photonic topological crystals [4]. In
fact, the JKC approach has become the standard tool to
study quantum mechanics on curved surfaces [44-48].

To be concrete, we study a conic surface with its apex
physically infinitesimally truncated in the sense that a
circular region about the apex with size of only one or
two A is removed, as shown in Fig. 1. We employ the
JKC method to derive the radial Schrodinger equation
on the truncated conic surface [8] and identify an effec-
tive potential that has an inverse squared dependence on
the distance from the apex of the cone. This potential has
a geometric origin, which can be attractive or repulsive
depending on the angular momentum quantum number.
The analytical solutions of the Schrédinger equation con-
tain both bound and scattering states. Surprisingly, we
uncover a class of abnormal scattering states that charac-
teristically resemble the states underlying atomic collapse
in a 2D system, e.g., in graphene. Since these unusual
states are purely due to the curved geometry without
the presence of any heavy nucleus, they are geometry-
induced. Quantitatively, the “collapse” nature of these
states are established through the behavior of the LDOS,
which we find exhibits infinite oscillations - the defining
characteristic of atomic collapse. Strictly speaking, they
are only “collapse-like” states because atomic collapse is



a relativistic quantum phenomenon but these states have
a purely non-relativistic quantum origin. At the mini-
mal risk of confusion, we still use the term “collapse”
for convenience. To draw a stronger analogy of these
states with those in atomic collapse, we develop a quali-
tative analysis of the classical trajectories corresponding
to the geometry-induced collapse states. Furthermore,
we articulate possible experimental schemes to observe
the exotic quantum states with a purely geometric ori-
gin. In terms of basic physics, our finding provides useful
insights into the nature of quantum states in the curved
space. With respect to applications, our results suggest
that wavefunction collapse should be an important fac-
tor of consideration in designing and developing nanode-
vices, because curved geometry has become increasingly
common in nanoscience and nanotechnology.

II. SCHRODINGER EQUATION ON A
TRUNCATED CONIC SURFACE

The starting point in studying the quantum dynam-
ics of a particle on a 2D curved surface is to derive the
Schrédinger equation on the surface. A previous method
was based on the idea of confining potential [1, 2], where
one starts from the Schrodinger equation in the 3D Eu-
clidean space and applies some appropriate potential to
constrain the particle motion to the curved surface. As
a result, the Schrodinger equation constrained on a 2D
curved surface defined by the metric tensor g,, can be
written as [1, 2]

[ 1
—— |—0 KON W + VeVl = BV, 1
2M \/g N(\/ﬁg I/) + G ( )
where M is the particle mass, g"" is the contravariant
component of g,,, g = detg,, and Vg is a scalar geo-
metric potential given by

K2 9
VG:_W(KW,_K)? (2)

where K,,, and K are the mean and Gaussian curvatures
of points on the surface, respectively, which characterize
the internal and external geometric properties of the sur-
face. Note that Vi has a pure geometric origin and it is
independent of any externally applied potential (if any).
The quantum properties of the normal mode Yy, in the
perpendicular direction of the surface are governed by

e
2M 9q?

+ V(Qn)Xn = E,Xn, (3)

where ¢, is the coordinate normal to the surface and
V(gy) is the confining potential that constrains the par-
ticle to the interface.

To be concrete, we consider the solution of the
Schrodinger equation on a conic surface. A truncated
cone can be obtained by a “cut-and-glue” process from

a sheet of paper, as shown in Fig. 1. The distance away
from the apex of the cone in the circular cross section is
denoted as p € [pg, 0), where the part of the cone with
p < po is removed. The truncation is physically infinites-
imal in the sense that po is chosen to be the size of one
or two atoms, e.g., pp =~ 2A. The line element or metric
on a truncated cone is

ds* = dp® + a?p*dy?, (4)

where ¢ € [0,27) and 27a (0 < « < 1) is the sector angle
of the corresponding solid angle of the cone. At p = py,
there is a hard wall boundary condition: #|,, = 0, so
the wavefunction does not extend into the forbidden re-
gion p < pg. Since, as demonstrated in Appendix A,
the geometric potential induced by the mean and Gaus-
sian curvatures has a singularity at p = 0, the hard-wall
boundary condition at p = py removes this singularity -
a physically meaningful setting.

The Schrodinger Hamiltonian on a truncated conic sur-
face becomes [8]

RR[1o [ 0 1 o2
H=———|-"Z(p— |+ ——5—
2M [p dp (p0p> " a?p? 8s02] tVe 6

where the geometry-induced potential is given by

2 o(1—o?
o (e ) (6)
2M \ 4a2p?
Because of the circular symmetry of the conical geometric
potential field, the angular momentum [ is a good quan-
tum number. The wavefunctions can thus be naturally

written in terms of the angular-momentum eigenstates
e as

Vo =

U(r) = p(p)e’? (7)
with [ = 0,%1,--- (I € Z). In the angular momentum

representation, the Schrédinger equation reduces to the
following radial equation:

[—2’}4;;‘; (r45) +Uata)] wt0) = B0t), ®

where
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The first term in Eq. (10) arises from the conical metric
and the second term originates from the mean curvature
of the cone, a quantum geometric potential.

Equations (9) and (10) indicate that, for zero angu-
lar momentum [ = 0, the geometry-induced potential
is attractive. In this case, bound states will naturally
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FIG. 1. A truncated conic surface with angular deficit 27(1 — «) for 0 < a < 1. The truncation is physically infinitesimal in
the sense that the truncated distance away from the apex of the cone po is chosen to have the size of only one or two atoms:

po = 2A.

arise [8, 49]. However, in spite of the attractive nature
of the potential, a class of unusually extended or scat-
tering states can emerge, and we will show below that
they closely resemble the quantum states characteristic
of atomic collapse (the main result of this paper). For
nonzero angular momentum states |[| > 1, the potential
is repulsive, so the resulting scattering states are of the
conventional type.

To simplify notations, we transfer the term vV2M Ep/h
into the dimensionless form /er with the requirement
V2MEypo/h =~ 1, where ¢ = E/Ey and r = p/py. We
assume M to be the electron mass and consider Fy = 1
eV. The cutoff radial size is py = 1.93 ~ 2 A.

III. CHARACTERISTICALLY DISTINCT
EIGENSTATES

Analytically solving Egs. (8), (9) and (10), we obtain
three types of eigenstates: bound states and wavefunc-
tion collapse states at zero angular momentum as well as
conventional scattering states at finite angular momenta.

A. Bound states

Forl = 0and E < 0, the quantum particle is effectively
under the inverse square attractive potential and will be
confined around the origin. Using the general solution
of the Bessel equation of the imaginary order and the
imaginary argument [50]

VY (r) = AK;, (x) + BL;, (x), (11)

and considering the divergence of function L;,(z) at in-
finity, we have that the solutions of Schrodinger equation
for ¥ > 1 and a € (0, 1) are non-normalized bound
states, which can be written as

Yo,e, (r) = Kia (V—€nr),
where the new notation

a=v1-a?/(20)

(12)

is introduced to emphasize the imaginary order of the
Bessel functions for zero angular momentum. Applying
the boundary condition, we have that the zeros of K, (x)
determine the discrete energy spectrum. In particular,
at p = pp or r = 1, applying the hard wall boundary
condition leads to

Kis (V=€) = 0.

Figure 2 shows the zeros of the function K;5 (\/—e). For
v/—e — 0, we have [50]

Ki@ (\/je) — sin (5[ In (\/:/2) — Qﬁ&o) = 0,

where ¢g,0 = arg{I' (1 +ia)} and T is the gamma func-
tion. The dimensionless eigenenergy spectrum is given
by

(13)

(14)

€n ~ —4dexp 2 (—nm + ¢ao) /A, (15)
where for o € [0.15,1), we have n € NT and the ground
state corresponds to ng = 1, while for a € (0,0.15), the
approximation in Eq. (14) is invalid due to the increas-
ing value of the ground-state energy. In this case, the
minimal integer ng is less than one and the ground-state
energy €, is smaller than the approximate value. For
a € (0,1), the whole eigenenergy spectrum e, goes from
a finite negative value to 0~. Since v/—€ = vV—2M Epq/h,
the corresponding bound state energy spectrum becomes

By n e
2Mpj

(16)

which is consistent with the result in Refs. [8, 49] with
the approximation ¢4 /& ~ —v, where 7 is the Euler
constant. There are then an infinite number of bound
states.

For @ = 1/6, the maximal zero root of K;5(y/—¢€) oc-
curs at n = 1, which corresponds to the ground state.
The difference in the energy level decreases as n increases
from 1 to oo. Since the function K;s(y/—¢) exhibits infi-
nite oscillations near the zero energy point, as shown in
Fig. 2(a), there are an infinite number of bound states
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FIG. 2. Bound states for a = 1/6. (a) The bound states
determined by the zeros of the function K5 (the middle
curve), whose asymptotic behaviors in the small and large
energy regimes are given by sin (&ln(z/2) — ¢a,0) (the os-
cillatory curve for a small energy) and e~ */y/x (the upper
curve for a large energy), respectively, where z = \/—e. (b)
The ground state wavefunction (dashed curve) with the en-
ergy €n, = —1 (the solid horizontal line) for the potential of
the form —h*&°/ (2Mpgr®) (solid trace) for r > 1. There
is a hard wall at » = 1. The depth of the potential well -
the minimal potential for the whole region, is about U ~ —8.
The vertical dotted line denotes the “center of mass” (r) of
the wavefunction, which is to the left of r*, the classical for-
bidden region. All quantities plotted are dimensionless.

whose energy spectrum converges to zero 0™, near which
the spectrum is quasi-continuous, corresponding to the
semiclassical regime. In the vicinity of the virtual zero
root (corresponding to n = 0), the asymptotic behavior
of K;5(v/—¢) is approximately exponential. For r — oo,

we have
/ I —V=¢en
Kid ( _Gnr) ~ We . (17)

Figure 2(b) shows, for a = 1/6, the wavefunction of the
ground state of energy €,, = —1. Using Eq. (16) and con-
sidering that €, is independent of pg, we have E,, — —o0

for pg — 0. In this case, the ground state corresponds to
the classical picture of the falling of the particle into the
center as pg — 0 (an analogous situation was discussed by
Landau [10]). In principle, for pgp — 0, all bound states
with a finite energy correspond to classical trajectories
falling to the center (to be analyzed in Sec. V).

B. Scattering states with geometry-induced
wavefunction collapse

For [ =0 and E > 0, a particle on the truncated conic
surface experiences an equivalent inverse square attrac-
tive potential as for the case of bound states discussed in
Sec. IIT A. In this case, the solutions are scattering states
that exhibit infinite oscillations with energy near the zero
energy point. In particular, using the general solution of
the Bessel equation of the imaginary order and the real
argument [50], we write the real solution for r > 1 and
aec (0, 1) as

Yo,e (r) = AF;5 (Ver) — BGia ( Ver), (18)

where the functions Fj5 and G;5 are linear combinations
of the Hankel’s functions of the first and second kind
[given by Egs. (B9) and (B10) in Appendix B, respec-
tively], and the coefficients 0 < A < land 0 < B <1
are

A Gia (Ve)
VG (Ve) + Fi5 (Ve)
B Fia (Ve) _
VG (Vo) + Fi (Ve)
The solution in Eq. (18) satisfies the boundary con-
dition ®|,—1 = 0 and extends to infinity with proper
normalization, as shown in Fig. 3(a). For » — oo, the

functions Fjig (v/er) and Gig (v/er) tend to the conven-
tional Bessel’s functions:

3

(19)

Jo (Ver) = wjér cos (\ﬁr - %) , (20)

Ji (Ver) = /%\/Er sin (\/Er - %) : (21)

respectively (Appendix B). Numerically, we find that for
a € [2/6,1), the asymptotic forms hold for v/er > 5. For
a < 2/6, the asymptotic forms are valid for somewhat
larger values of y/er. For a € (0,1) and fixed r, we
have the following asymptotic forms [50] of F5 (v/er) and
Gia (Ver) for e — 0:

Fia (Ver) ~cos (aln (Ver/2) — ¢ao),  (22)
Gia (Ver) ~sin (aln (Ver/2) — ¢ap), (23)

where ¢g,0 = arg {I'(1 +i@)} and T' is the gamma func-
tion. For e — 0, the scattering states given by Eq. (18)
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FIG. 3. Normalization of the quantum states at large dis-
tances from the conical apex: (a) a collapse state at zero
angular momentum (I = 0 and E > 0) and (b) a conventional
scattering state at a finite angular momentum ([{| > 0 and
E > 0). The dimensionless distance is defined as 7 = p/po
(Sec. II).

thus have the following form

Asin (&1n (1))
/B — Ccos? (a1n (/€/2) — ¢&,0),

(24)

where r > 1, A = —/2/(ar), B = coth (an/2), and
C = 2/sinh (&r). In this near zero energy regime, the
wavefunction thus oscillates with the period 27/ in a
natural logarithmic scale. The resulting abnormal scat-
tering states are effectively collapse states, corresponding
to classically collapsing trajectories (see Sec. V).

C. Scattering states with finite angular-momentum

For a nonzero angular momentum: [ # 0, the over-
all inverse square potential [Eq. (9)] is repulsive, so the
scattering states are conventional with a positive energy.
The general solution of the Bessel equation of real order
with a real argument is

¥ (r) = AJ, (z) + BY, (z). (25)

so the scattering states for the whole energy region can
be written as

e (6) = [AT, (Ver) = BY; (Ver) €'%. (20

for [ = £1,+£2,---, where the coefficients 0 < A <1 and
0 < B <1 are given by

_ Yy (Ve)
VIEVO+YZ (Ve
B Jo (Ve)

= , 27
N ANGES AN 7
and the order of Bessel functions has the form
2 _ 2
plal) =L _1=@ (28)

o? 4a2

with @ € (0,1). Equation (26) is the exact analytical
solution, where Y3 (y/er) diverges at the boundary r = 1
for € = 0. In numerical simulations, we set the maximum
cutoff as Y; < 100, guaranteeing the hard-wall boundary
condition at » = 1. The maximal error of LDOS is of
the order of 10732 near the zero energy point and in
the finite energy region (0, 10]. Asymptotically, as shown
in Fig. 3(b), the conventional scattering states can be
normalized at infinity through the standard form

Jg(\@r)w\/ﬂTWCOS(\@"—D;—Z)

Yy (Ver) ~ sin <\@r - '%T - D . (29)

2
m/er

We discuss two extreme cases among the three kinds of
quantum states: o — 1 and a — 0. For a — 1 with fixed
po, the conic surface becomes a 2D plane with a hole of
radius pg at the center. The geometric potential vanishes
because &? = (1—a?)/(4a?) = 0. In this case, the bound
states disappear due to the zero depth of the potential
well in the form of h%&?/(2M p3r?), which is defined by
the minimum of the effective potential. The geometry-
induced collapse states and scattering states with finite
angular momenta degenerate into the normal scattering
states in the plane, which can be expressed as a linear
combination of J;(y/er) and Y;(y/er) multiplied by e'¥
for | = 0,41,42, ... with

lim Fig — Jo(\/g’l"),

a—0

liHlO Gi&(\/ET‘) — }/()(\/ET),
a—

which have been verified numerically and are consistent
with, e.g., Eq. (3.3) in Ref. [50] and o — . For o — 0
with fixed pg, the conic and cylindrical surface has an
infinitesimally small radius. In this case, since & — o0,
the geometric potential is homogeneously infinite for the
whole surface region. Because the potential is infinitely
negative for zero angular momentum and infinitely pos-
itive for nonzero angular momenta, the wavefunctions
simply vanish.



IV. LOCAL DENSITY OF STATES AND
DEMONSTRATION OF COLLAPSE STATES

In general, the characteristics of the wavefunction de-
pend on the distance from the apex of the cone r and
the sector angle of a truncated cone as measured by 27w,
which can be studied through the LDOS. The general
definition of LDOS [51] is

+oo

N(er) =) |[To@fdo(e—¢)= > m(er), (30)

l=—o00

where n; (¢,r) = |9 (r)|2, a quantity that involves only
the positive energy states.

Evidence of the emergence of the collapse states is pre-
sented in Figs. 4(b-d) for « = 5/6, 4/6, and 3/6, re-
spectively, where the infinite oscillations of the LDOS
are shown in the corresponding insets. Note that, for
a = 3/6, LDOS oscillations can be seen in a relatively
large energy region: E ~ peV (corresponding roughly
to the accessible resolution in the current experimental
technology [52]). The results indicate that zero energy
is the accumulation point of infinitely many resonances,
a characteristic of the atomic collapse states [29, 30, 33].
The collapse states arise from the conic surface for « val-
ues close neither to one nor to zero, as the energy interval
in which the LDOS oscillations are pronounced shrinks
to zero for a — 1 and the LDOS is zero for o — 0.

For large energy € — oo, according to Egs. (26), (27)
and (29), the norm square of the conventional scattering
states with fixed angular momenta can be written as

i o 2 (EO-), )

which is independent of the angular momentum quantum
number [ because of the asymptotic relations:

4

17
B—>cos(\ﬁ—2—4)

A—)sin(ﬁ—y;—ﬂ> and

with € — co. The asymptotic LDOS of the conventional
states for large energies is thus proportional to N;: LDOS
o Ny lime_so0 [t1.6|?. For I € [-50,0) U (0,50], we have
N; = 100 for conventional scattering states, as shown
in the inset of Fig. 5(d). For I € [-50,50], we have
N; = 101 to include the degenerate collapse states for
a close to one, as shown in the inset of Fig. 4(a). For
the collapse states with a € (0, 1), the asymptotic LDOS
has the form 2/(m+/er), as shown in Figs. 5(a-c) and 6(a)
based on Egs. (19), (20) and (21).

As « decreases from one to zero, the value around
which the total LDOS oscillates reduces from one to
zero, as shown in Figs. 4(a-d). The main reduction
comes from the conventional scattering states shown in
Figs. 6(a,b). This can be argued heuristically, as follows.

a=0.99

o 0.005 *‘ 2 I
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FIG. 4. Behavior of the total LDOS for different conic sur-
faces at 7 = 10. (a) LDOS for the two extreme cases: o = 0.99
and o = 0.01 (the solid curves and the right inset for small en-
ergy). For a = 0.99, the LDOS oscillates about the value one,
a characteristic of the normal scattering states for « = 1 in the
2D plane with a hole of radius pg. For a = 0.01, no quantum
states exist to contribute to the LDOS. In a higher energy
regime, the asymptotic behavior of the LDOS for a = 1 is
shown in the left inset. (b-d) LDOS plots for & = 5/6, 4/6
and 3/6, respectively, where the top curve in each panel is
for @« = 1. In these cases, the values about which the LDOS
oscillates are between zero and one. In a small energy inter-
val near zero, the LDOS exhibits infinite oscillations with the
energy, as shown in the respective insets of the three cases.
As argued in the text, in a near zero energy interval, the main
contribution to the LDOS comes from the zero angular mo-
mentum states, where the infinite oscillations are indicative
of the collapse nature of these states. In each panel, the di-
mensionless energy e is defined as e = E/Eq (Sec. 1I).

For a fixed distance from the conical apex, the wavefunc-
tions Fiz (v/er) and Gig (v/er) for the sufficiently large
energy, e.g., \/er > 5, tend to Jy and Jp, respectively,



N(e, 1)

o Amplitude

FIG. 5. Contributions to the LDOS from the collapse and
conventional scattering states. (a-c) The contribution from
the collapse states for three distance values with the asymp-
totic behavior (dashed curves) in a large energy interval. (d)
The contribution from the conventional scattering states at
two distances: r = 3,5. The inset shows the decay behav-
ior in the higher energy regime for r = 3, where the dashed
curve indicates the asymptotic behavior. (e) Oscillations of
the LDOS due to the collapse states in a small near-zero en-
ergy interval for different values of the distance, as represented
by a 3D plot of the LDOS in terms of both the energy and
distance. The amplitudes of LDOS oscillations for different
distances are projected to the 2D plane. All quantities plot-
ted are dimensionless.

regardless of the values of a. Consequently, the reduc-
tion does not occur for the collapse states, as shown in
Fig. 6(a). For the conventional scattering states, given a
finite energy interval, the high angular momentum states

Jz(y/er) will be pushed out of this energy interval into
a higher energy region, leaving behind the low angular-
momentum states to contribute to the total LDOS, as
shown in Fig. 6(b). As a result, the value around which
the LDOS oscillates will reduce with «. In the extreme
case of a decreasing to zero, the number of contributing
states becomes zero.

To obtain a more comprehensive picture of the contri-
bution of the collapse states to the LDOS, we decompose
it into two parts:

N(ex)=Y n(er)+ Y mler), (32)
=0
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where the first and second terms are the contributions
from the collapse states and the conventional scattering
states, respectively. As an example, we fix a = 5/6 and
examine the two types of contribution at different dis-
tances from the apex of the cone. Figs 5(a-c) show the
contribution to the LDOS from the collapse states for
three distance values, respectively, while Fig. 5(d) dis-
plays the contribution from the conventional scattering
state at two distances. The oscillations of the collapse-
state contributed LDOS near the zero energy point with
the distance exhibit a different behavior, as shown in a
3D plot of N(e,r) versus the energy and distance, as ex-
emplified in Fig. 5(e). In this interval of infinitesimal
energies, the oscillation amplitude of N (e, r) depends on
the distance r in the form of sin(@Inr) as in Eq. (24), de-
scribed by the 2D projection in the 3D plot of Fig. 5(e).
The oscillation frequency depends on « as determined by

cos® (@lnve+ C(a)),

providing an explanation of the observed same number of
periods of oscillation at different distances for the same
energy range, as shown in Fig. 5(e).

What is the effect of varying the sector angle 2w« of the
truncated cone on the LDOS? Figures 6(a,b) show, for
fixed r = 5 and several values of «, the LDOS versus the
energy for the contributions from the collapse and con-
ventional scattering states, respectively. In both cases,
the number of oscillation periods is independent of the
value of a, as can be seen from Egs. (20), (21) and (31).
In an infinitesimal energy interval near zero, Eq. (24)
stipulates that the oscillation amplitude of the LDOS as-
sociated with the collapse states enhances with a but the
oscillation frequency reduces, as shown in Fig. 6(c). For
a near zero « value, e.g., « = 0.01, the oscillation ampli-
tude is approximately zero. In the opposite extreme case,
e.g., a = 0.99, the LDOS exhibits a single oscillation and
then approaches zero.

To be concrete, we define the average LDOS with re-
spect to energy values near the zero energy point € ~ 0.
In this energy interval, the LDOS is mainly contributed
to by the geometry-induced collapse states, which ex-
hibits regular oscillations as stipulated by Eq. (24). The
average LDOS is given by

N(r) = [max(N (e, 7)) + min(N (e, 7))] /2. (33)



FIG. 6. Effect of different conic geometry on the LDOS. (a,b) LDOS versus energy contributed to by the collapse and
conventional scattering states, respectively, for » = 5 and four different values of the sector angle 2wra. The dashed curves in
(a) show the asymptotic behaviors in the high energy region. The dashed curve in (b) show the LDOS of the conventional
scattering states in 2D plane with a hard hole. (c) The LDOS contributed to by the collapse states in an infinitesimal energy
interval near zero, the frequencies of which decrease while the amplitudes increase as a increase from zero to one. The average
LDOS N(r) over the near zero energy point is plotted versus o, which is projected to the 2D plane. The solid curve in the
back plane is the prediction of Eq. (34) and the data points are the corresponding numerical results. All quantities plotted are

dimensionless.

The 2D projection of the 3D plot in Fig. 6(c) shows the
average value of the LDOS, where the black curve repre-
sents the theoretical formula obtained from Eq. (24):

N =35\5T5=¢

N L { L ! ] A?sin? [a1n (r)], (34)

where A, B and C' are defined by Eq. (24), which only de-
pend on &. The data points in Fig. 6(c) are from numer-
ical simulations, which falls precisely on the theoretical
curve.

V. A CLASSICAL PICTURE

To gain deep physical insights into the geometry-
induced collapsed states, we construct the corresponding
classical picture, following the pioneering work on geo-
metric potential [6, 7]. Consider a classical particle of
mass M moving on a 2D truncated conic surface, sub-
ject to an external potential. The effective classical po-
tential is —Lﬁff/(QMp2), where L.ss is the coefficient.

The classical Hamiltonian is

2 2
_Iplf Loy
2M  2Mp?’

(35)

The particle is constrained to move in the region p > pg
with a hard wall at p = py. The classical linear momen-
tum can be decomposed into two parts: the radial and
angular components, as

p|> = p2 + L%/ (a?p?), (36)

where L., = app, is the classical angular momentum
characterizing the particle motion around the z axis.
Since the potential —L?2,,/(2Mp?) results in a central
force field, the angular momentum L, is conserved. The
classical Hamiltonian can be expanded as

2 2
pP 1 Lz 2
H:m‘i‘QMpz <0[2_Leff 5 (37)

where the quantities in the bracket of the second term are
constants, so this term is effectively a potential function
of p. Depending on L, and L.y, this effective potential
can be either positive or negative. The radial motion of
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FIG. 7. Representative classical particle trajectories on a truncated conic surface from the Hamiltonian (35). (a-c) Three
different potential profiles, and (d-f) the corresponding classical trajectories. (a,d) For |Less| > |L.|/a and E < 0, the effective
potential is attractive and the particle is confined in the region (p, p*), corresponding to bound states. (b,e) For |Lesy¢| > |L|/c
and E > 0, the classical particle can collapse to po in finite time but would eventually escape to infinity due to the reflective
boundary condition at po. Geometry-induced wavefunction collapse occurs in this case. (c,f) For |Loss < |L.|/o and E > 0,
the effective potential is repulsive and the particle is confined in the region (p*, 00), corresponding to the conventional quantum

scattering case.

the particle is thus completely governed by the Hamilto-
nian (37).

For |Less| > |L:|/c, the second term in Eq. (37) is
negative and the attractively effective potential. For to-
tal negative energy F < 0, the particle is trapped inside
the region with radius p € (po,p*), where p,(p*) = 0,
as shown in Fig. 7(a). The particle spirals inward and
reflects from the hard wall boundary at pg, spirals out-
ward, is pulled back by the attractive potential, begins to
spiral inward again, and so on, as depicted in Fig. 7(d).
This type of motion corresponds to the bound states in
the quantum regime.

For E > 0, in the p — oo limit, there is a radial kinetic
energy of the form p2/(2M). In this case, p* extends to
infinity. As illustrated in Figs. 7(b) and 7(e), the particle
spirals inward toward the center from infinity, is reflected
at the boundary py and then spirals outward back to
infinity. This is the classical picture of the geometry-
induced collapse state with an infinitely oscillating local
density of states.

For |Less| < |L.|/e, the second term in Eq. (37) is pos-
itive and the repulsively effective potential. The motion
of the particle is constrained in the region p € (p*,00).

As illustrated in Figs. 7(c) and 7(f), it is not a falling tra-
jectory and the particle is scattered away from p*, corre-
sponding to the conventional quantum scattering states.
Note that pg is assumed to be sufficiently small so that
the potential at p = pg can be regarded as infinite. Fur-
thermore, if we quantify L, as [h following the standard
procedure of quantization and assume L.y is equivalent
to A in the quantum-classical correspondence, the effec-
tive potential in Eq. (37) will have the same mathemati-
cal form as Egs. (9) and (10).

VI. EXPERIMENTAL FEASIBILITY OF
OBSERVING THE GEOMETRY-INDUCED
COLLAPSE STATES

We analyze in detail the feasibility of observing the
phenomenon of geometry-induced wavefunction collapse.
A basic issue is to measure the LDOS oscillations as-
sociated with the collapse phenomenon. With the de-
velopment of the STM technology [53, 54], the LDOS
can be detected by STM with tunneling current pro-
portional to the LDOS of the surface at the position of



the tip [19, 55, 56]. For example, a recent experimental
work [52] reported the achievement of a peV tunneling
resolution with in-operando measurement capabilities of
STM, making it feasible to observe the oscillations in the
LDOS associated with the collapse state, as shown in
Fig. 8(a), where the dimensional energy is about € eV
(defined below).

Since the experimental observation of atomic collapse
was primarily achieved in graphene [19, 37-40], we ana-
lyze the feasibility of experimentally observing the phe-
nomenon of geometry-induced wavefunction collapse in
graphene. However, our theoretical prediction of this
phenomenon has been made through the solutions of the
Schrédinger equation on a curved surface, so for graphene
a critical issue is band-gap opening. To carry out the
analysis, we first recall some basic parameters in our cal-
culation of the LDOS of the Schrodinger electron: the
rest mass energy is Mc? ~ 0.511MeV and the radial cut-
off size on a conic surface is pg ~ 2A. In the dimensionless
form, we have v/2M Eypg/h ~ 1 by setting Ey ~ 1eV.
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FIG. 8. Feasibility of experimentally observing geometry-
induced wavefunction collapse through LDOS oscillations. (a)
For the sector angle 2ra = 7 of the truncated cone, LDOS
oscillations associated with total, collapse and normal states
with the corresponding behavior near zero energy, where
€ € [107%,1073] corresponds to Z € 2 x [1,10%] peV. Ex-
perimental observation of the oscillations is feasible [57, 58]
(see text for an analysis). (b) The energy-momentum disper-
sion relation of a massive Dirac Fermion and a Schrédinger
particle with the dimensionless energy gap A= 0.05, corre-
sponding to A = 0.1 eV.

As reported in Ref. [59], bandgap opening can be real-
ized around 0.26 eV in graphene through epitaxial growth
on the SiC substrate, where the gap decreases as the sam-
ple thickness increases. It is thus experimentally feasible
to set the band gap to be A = 0.1eV, which is related to
the effective mass of the quasiparticle as A = M*v%. The
energy-momentum dispersion relation of a massive Dirac
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Fermion measured from a Dirac point in dimensionless
form can be written as

€ = \/ EZ + Z27 (38)

where € = 5/, k = hupk/Zy and A = A/Z,. Because
of the effective mass M*, it is necessary to transform the
original characteristic quantity into a different form, i.e.,

AV ZMEopQ/h: AV 2M*50£0/h% 1 (39)

with the new energy unit =y and cutoff radius &y. In the
limit of a large gap: A > k, the dispersion relation can
be approximated as

e%&—i—ée,

where ¢ = k2/(2A). This is the dispersion relation for
a Schroédinger particle.

Next, we describe the process required for fabricating
a graphene cone and articulate the possibility of realizing
a truncated graphitic cone at the nanoscale (the setting
of our theoretical analysis and computations). Graphitic
cones (or graphene [60]) were first reported in Ref. [57]
in 1997 with the disinclination defects that are multi-
ples of 60°, which correspond to a given number of pen-
tagons: disk (no pentagons), five types of cones (one to
five pentagons), and open tubes (six pentagons). An-
other cone-helix structure with a wide distribution of
apex angles in the cone’s cross section was experimentally
realized [61]. In a very recent experimental study [62],
spiral graphite cones have been successfully grown under
extremely harsh conditions such as high temperature and
high pressure. In addition, open graphitic cones with an
apex angle, e.g., 60° (lampshade structures) were real-
ized [58]. Based on these current experimental achieve-
ments, we conclude that it is feasible to fabricate a nano-
truncated graphene cone with an open gap.

According to the dimensionless form Eq. (39), the ra-
dial cutoff size of a truncated graphite cone can be set
as £y = Hpp ~ lnm, so the characteristic energy is =y =
2FEy = 2eV with the energy band gap A ~ 0.1eV. From
our theoretical results, if the graphite cone is shaped as
a = 0.5 (so the apex of the cone is 60° as reported in
Refs. [57, 58]) and if LDOS is to be detected at the ra-
dial position p = r§y ~ 6nm, where r = exp [7/(2a)] ~ 6,
it would be possible to observe the collapse oscillations
of LDOS with the energy interval = = deZj € 2 x [1,103]
1eV. In this case, the wavevector is

k~ V25eA ~ [1072°,1072),

which is describable by the Schrodinger equation, as
shown in Fig. 8(b).

Our analysis of the experimental feasibility indicates
that the phenomenon of geometry-induced wavefunction
collapse can arise in nanoscale graphene systems, ren-
dering important to take this phenomenon into consid-
eration when developing graphene-based devices that in-
volve curved or Riemannian geometry.



VII. DISCUSSION

Our study has focused on the quantum states of par-
ticles confined on a truncated conic surface, for which
the corresponding geometric potential has the form of in-
verse squared distance. It has been established for a long
time that, semiclassically, this type of potential in 3D can
cause a particle to collapse to the center [9, 10, 17, 18].
The main motivation that we chose to study the conic
structure is that it can be realized in experiments, such
as graphite nanocones [57, 61, 63, 64] where the issue
of topological phase [65-68] was addressed [60, 69-75].
There were also previous studies [8, 23-26] on the ef-
fects of the geometric potential in terms of the mean and
Gaussian curvatures [8, 24] on the quantum states on the
conic surface. The main contribution of our work is the
finding of a class of quantum states that mimic those
arising in atomic collapse, but here the collapse mecha-
nism is purely geometrical, henceforth the terminology
“geometry-induced wavefunction collapse.” In particu-
lar, depending on the angular momentum and the en-
ergy of the particle, the inverse square-distance poten-
tial can generate bound states, conventional scattering
states, and collapse states that are essentially an abnor-
mal type of scattering states. The emergence of the col-
lapse states was demonstrated through the LDOS that
exhibits infinite oscillations with the energy near the zero
energy point separating the scattering states from the
bound states. We note that this feature of infinite oscilla-
tions was previously used to establish the atomic collapse
states about a Coulomb impurity in graphene [30, 33].
From a classical point of view, the geometry-induced and
Coulomb-impurity induced collapse states share a com-
mon feature: the particle appears to fall into the center
but will escape eventually either due to the finite py or
the complex eigenenergy. A key difference is that the
geometry-induced collapse states uncovered here are a
nonrelativistic quantum phenomenon while the atomic
collapse states have a relativistic quantum origin.

The mechanism for the geometry-induced collapse
states can be intuitively understood by noting that the
sign of the effective radial potential is determined by

[Eq. (10)]
12 1—a?
o2 402

where the second term is due to the mean curvature of
the truncated cone. For the quantum states correspond-
ing to zero angular momentum, the effective potential is
attractive. The inverse squared distance dependence in
Eq. (9) makes this type of geometry-induced “Coulomb
impurity” much stronger than a usual Coulomb poten-
tial, thereby leading to collapse states with the classical
picture of a particle falling into the center of the cone.
For positive energy states, due to the reflection at pg, the
particle will eventually escape to infinity. More specifi-
cally, for &« — 1, the geometry induced attractive po-
tential vanishes, the quantum states degenerate to those
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described by the zeroth-order Bessel functions, which are
scattering states in the 2D plane with a hard hole around
the center. In this case, neither bound nor collapse states
are possible. In the opposite extreme o — 0, the depth
of the attractive potential becomes infinite, so only the
bound states are possible. In between the two extreme
cases where 0 < a < 1, collapse states can arise, which
is promising to be observed in experiments.
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Appendix A: Gaussian and mean curvatures of a
conic surface

From the Gauss-Bonnet theorem

// KdA:QWf/ngds:Qﬂ(lfOt% (A1)
nt(y) y

where the path + is illustrated in Fig. 1, the Gaussian
curvature satisfies the equation

< 2m

/Kapdp/ dp=27(1-a).
0

0

The Gaussian curvature of a conic surface is thus given

by
()%

(A2)

(A3)

where the d-function singularity originates from the apex
of the cone. The mean curvature, the average of the
maximal and minimal normal curvatures, is

V1—a?

K =
M 2ap

, (A4)

where k1 = 1/(ap), k1 = V1—0a?/(ap) and ke =
kan = 0.

Appendix B: Solutions of the Schrédinger equation
in the angular-momentum representation

The general solution of Eq. (8) is

y(x) = AJ, () + BY, (z),



where the order v and x are real or purely imaginary.
The series representation of J,,(x) is

(-1*

k+v
a ka+u+1)(2)2+’

(B2)

which satisfies Eq. (8) regardless of whether the order
and the argument are real or purely imaginary.

For clarity, the quantities v and z are defined to be
real. If v is real, then v > 0; if v is purely imaginary,
then write v as iv,v > 0. Similarly, if x is real, we
have x > 0 and if x is purely imaginary, we write x
as ix,x > 0, respectively. Real v values correspond to
quantum states of nonzero angular momenta and purely
imaginary v values are associated with the zero angular-
momentum states. Real and purely imaginary = values
are indicative of positive and negative energies, respec-
tively. In particular, if the order v or the argument z
is purely imaginary, J,(z) and Y, (z) may not be real.
Hence, it is necessary to give some extra definitions for
the real Bessel functions [50, 76].

If both v and x are real, the real solution is

y (z)

If v is real but iz is purely imaginary, the real solution is
y (z)

For iv purely imaginary and z real, the real solution is
y (x)

If both iv and ix are purely imaginary, the real solution
is

= AJ, () + BY, (z). (B3)

= Al (z) + BK, (z). (B4)

y () (B6)
All these solutions can be written as J, (z), J_, (z),
Jy (ix), J_y (ix), Ji (z), J_i (x), Jip (ix), J_iy (iz), Or
their combinations:

= ALiV (Jj) + BKZ',, (a:) .

I, (z) =4i""J, (iz), (B7)
Ky (z) =m [, (x) = I, ()] / (2sin (v7)),  (BY)
Fiu () = 5 {e ™ PHY (0) + e HE ()}

= (A (2) + B,V ()} (B9)
Gav (@) = 5 {e ™2 (@) — 2 HD (1)}

= 0 (B (1) + 1AV ()} (B10)
Liy (l‘) = iCV {I_w (.I) + I“, (:L‘)}

=iC, {i" J_y (ix) +i " T (iz)}  (Bl1)
Kiy (z) = Cy {I-iv (x) — Liv (x)}

=C, {i"J_y (iz) —i " Jy (iz)},  (B12)
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where

A, = efwu/Q + 67”//2,
B, = 677”//2 _ 67r1//2’

Cy, = w/ (2sin (iv)).

The power series representations of Fj, (x), Gy (z),
L;, (z), and K;, (z) are given by [50]

:DZ
Z

(B13)

)

* cos oz,,é(a:)) ({)25
2

s 1) (5% g

Lo ()= M, S M RN
s=0 vi8
¥) = —M, ;) W (g)z (B16)

where
ays () =vin(z/2) — ¢ s,
Bus = L [(02) (2 407) - (2 +07)] 7,
D, - (th(w/?)>/

™

™

o 1/2
M, =\ ——7— )
(sinh (Vﬂ'))

and ¢, = arg{l'(1+ s+ iv)}, ¢, is continuous for
0 < v < oo, with lim, ¢ ¢, s = 0.
For x — 01, we have

B, - (21/coth (u7r/2))1/2 7

F;, () = Dy, cos (vIn(z/2) — ¢u0) /v, (B17)
Giv () = E,sin(vIn(z/2) — ¢u0) /v, (B18)
Li, () = M, cos (vIn(x/2) — ¢, 0) /v, (B19)
Ky () > —M,sin (vin (z/2) — ¢u0) /v. (B20)
For x — 400, we have
F;, (!E) — Jo (.’1?) s (B21)
Gy (z) = J1 (2), (B22)
K ) ~ (1) e, (B23)
1 1/2
Luv (z) ~ sinh (v) (%) c (B24)

For v — 07 and any definitive x, we have which is con-
sistent with the statement after the work’s Eq. (3.3) [50]

Fy ~ li vs) = , (B2

(x) Jim, E Jo (s,x) cos (pu.s) = Jo (z), (B25)
111%)1+ G (x ) — Yo (z)(check numerically) (B26)
v—



where

0o oo -1 s T\ 2s+v
Jy(x)ngu(s,$):;M(2) '
(B27)

For z — 01 and v — 01, the amplitudes of F},, and G;,
tend to one and infinity, respectively. In this case, the
function G;, can be neglected.
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For x — +o00, we have

1/2

F, (z) — <7r2x) {¢(iv)cosa — n (iv)sina}, (B28)
1/2

Giy () — (71_296) {¢(iv)sina+n(iv)cosa}, (B29)

9\ 1/2
Jy () — (m) cos f3, (B30)

where « =z — /4, 8 = o — v7/2, and for z — 400

¢ (iv) = i(—l)s Az (i) -1

$2S
s=0
n(iv) = (—1)° AQ;%Z(IW) — 0,
s=0
(4(iv)? —12) - (—4(iv)? — (25 — 1)°
As (iv) = (slss ) ’

which lead to Egs. (B21) and (B22).
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