
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Laser-induced-fluorescence imaging of a spin-polarized
ultracold neutral plasma in a magnetic field

G. M. Gorman, M. K. Warrens, S. J. Bradshaw, and T. C. Killian
Phys. Rev. A 105, 013108 — Published 19 January 2022

DOI: 10.1103/PhysRevA.105.013108

https://dx.doi.org/10.1103/PhysRevA.105.013108


Laser-Induced-Fluorescence Imaging of a Spin-Polarized Ultracold Neutral Plasma in

a Magnetic Field

G.M. Gorman,1 M.K. Warrens,1 S.J. Bradshaw,1 and T.C. Killian1

1Rice University, Department of Physics and Astronomy, Houston, Texas, USA

(Dated: January 7, 2022)

We report Doppler-sensitive laser-induced-fluorescence (LIF) imaging of an ultracold neutral
plasma in a magnetic field. Local values of ion density, hydrodynamic fluid velocity, tempera-
ture, and spin polarization are obtained using a fluorescence model based on velocity-resolved rate
equations (REs) including the transfer of ions between states due to laser coupling and spontaneous
emission. The RE approach captures optical pumping of ions into states that are not driven by the
LIF excitation laser, and this is validated with experimental data. Combined molecular-dynamics
and quantum-trajectories simulations verify that velocity-changing collisions have a negligible impact
on the state population evolution for typical experimental conditions. Relative intensities of Zeeman
components of the LIF spectra provide clear evidence that the ions are electron-spin-polarized when
created by photoionization of magnetically trapped 88Sr atoms. This probe opens many possibilities
for studying thermal transport and equilibration of neutral plasmas in overlapping regimes of strong
coupling and magnetization.

I. INTRODUCTION

Ultracold neutral plasmas (UCNPs), created by pho-
toionizing laser-cooled atoms near the ionization thresh-
old [1, 2], have ion temperatures T ∼ 1K and tunable
electron temperatures Te = 1 − 1000K. They provide
an excellent platform for studies of fundamental plasma
phenomena due to their well controlled initial conditions,
precise diagnostics, and the novel plasma regime explored
[3]. Ions in UCNPs are typically strongly coupled [4–
6], meaning the Coulomb interaction energy of neigh-
boring particles is greater than the average thermal en-
ergy, which enables the experimental study of the im-
pact of strong coupling on phenomena such as transport
[7, 8] and equilibration [9–15]. Laser-induced fluorescence
(LIF) has been a powerful diagnostic for these studies
[12, 16].

Most previous work on UCNPs has focused on plasma
behavior in the absence of external magnetic fields. How-
ever, there has been emerging interest in magnetized
and strongly coupled plasmas in general [8, 17–19] and
in the ultracold regime in particular [8, 20–22], driven
in large part by new experimental capabilities in dusty
[23–25] and laser-produced high-energy-density plasmas
[26, 27]. The combined effects of magnetization and
strong coupling modify collisional and transport phenom-
ena [21, 28, 29] and are challenging to model theoretically.
A generalized Boltzmann kinetic theory spanning weak to
strong magnetization was recently developed for weakly
coupled plasmas [30], but its extension to the strongly
coupled regime is still ongoing.

Magnetic confinement of a UCNP created at the null
of a biconic cusp, or quadrupole, magnetic field was re-
cently demonstrated [31]. In the presence of non-uniform
magnetic fields, the spatially varying Zeeman shifts and
quantization axis of the ions complicates the use of LIF.
In this work, we describe LIF of ions in a magnetized
UCNP and measurement of ion density, temperature, and

hydrodynamic fluid velocity. We also observe electron-
spin polarization of the ions when the plasma is formed
by photoionizing spin-polarized atoms.

Application of LIF [32] is widespread in many types
of plasmas because of its power to provide spatially and
temporally resolved measurements of the density, veloc-
ity, and internal-state distributions of ionic and neutral
species and measurement of electric and magnetic fields
without perturbing the plasma. For example, LIF can
be used to diagnose plasma processing sources [33], high-
temperature plasmas such as in fusion research [34–36],
and a large assortment of basic plasma configurations
such as helicon plasmas [37], magnetron plasmas [38]
magnetically confined pure ion plasmas [39], dusty plas-
mas [40, 41], and UCNPs [12, 16]. Optical tagging en-
ables measurement of transport properties with LIF [42].

LIF in the UCNPs studied here is relatively straightfor-
ward because there is only a single ion species, which oc-
cupies the ground electronic state in the absence of driv-
ing laser fields, and collision energies and densities are low
enough to neglect state-changing collisions. This facili-
tates detailed, quantitative interpretation of experimen-
tal data even with complications arising from the mag-
netic field. Variation of the polarization of the LIF exci-
tation laser provides additional information from which
the electron-spin polarization of the ions can be accu-
rately determined. LIF experiments and models typi-
cally account for polarization of the excitation laser light
and sometimes discriminate polarization of fluorescence,
such as to improve measurement of electric and magnetic
fields [43] and state populations [44].

II. EXPERIMENTAL DETAILS

To create a UCNP, Sr atoms are first laser-cooled and
confined with a magneto-optical trap (MOT) using the
5s2 1S0 − 5s5p 1P1 transition at 461 nm. Atoms popu-
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late the metastable 5s5p 3P2 state throughout the laser
cooling process due to a weak decay path: 5s5p 1P1 →
5s4d 1D2 → 5s5p 3P2 [45, 46]. Due to their large mag-
netic moment, low-field-seeking 3P2 atoms (mj = +2)
are efficiently trapped in the quadrupole magnetic field
of the MOT [45] due to the interaction energy of the
atomic magnetic dipole moment ~µ with the magnetic

field ~B = B′(−~x + ~y/2 + ~z/2), U = 〈−~µ · ~B〉 =

gjmJµBB
′
√

x2 + y2/4 + z2/4. gj = 3/2 is the Lande
g-factor for the 3P2 state, µB is the Bohr magneton [47],
and B′ = 150G/cm is the gradient of the magnetic field
along the symmetry axis. The quantization axis is cho-
sen to be along the local magnetic field. The atom cloud
is small compared to the radius of the coils creating the
magnetic field, so a linear approximation of the field pro-
file is sufficient. The spin-polarized 3P2 atoms are then
photoionized near threshold with 322 nm photons from a
10-ns pulsed dye laser. The magnetic fields are left on
during photoionization and plasma expansion.
The initial plasma density distribution, n(~r) =

n0 exp(−U/kBTa), follows the density distribution of the
magnetically trapped neutral atoms, with plasma radius
of ∼ 1mm. Ta ≈ 3 mK is the temperature of the neutral
atoms. The initial peak density (n0 ∼ 109 cm−3) is con-
trolled by varying the laser-cooling time (∼ 1 s) to vary
the number of trapped atoms.
The initial electron temperature is set by the photoion-

ization laser detuning above threshold and is typically
chosen to be sufficiently high so as to avoid three-body
recombination into neutral atoms [48] but low enough to
ensure predominantly hydrodynamic conditions. For the
results presented here, we use Te = 20− 40K in order to
validate the LIF model under conditions similar to those
used to demonstrate magnetic confinement of a UCNP
in a biconic cusp field [31]. The ions are created with ex-
tremely low kinetic energy, close to that of the precursor
neutral atoms, but they possess significant potential en-
ergy due to their initially uncorrelated state and undergo
a process called disorder-induced heating (DIH) in the
first few 100 ns, resulting in ion temperatures Ti ∼ 1K
[4, 49].
Following photoionization, electron thermal pressure

drives plasma expansion on a characteristic hydrody-
namic timescale of τexp =

√

miσ(0)2/kBTe(0), where
σ(0) is the initial geometric mean rms plasma size andmi

is the mass of Sr+ [50]. The outward expansion velocity
tends to increase with time and distance from the plasma
center at early times, saturating at a characteristic ion
velocity v ≈

√

kBTe(0)/mi , but can become more com-
plicated due to plasma waves [50] and magnetic trapping
[31], especially at later times. For σ(0) = 1.1mm and
Te = 20K, τexp = 25µs.
The plasma is probed at an adjustable time after pho-

toionization using LIF on the 5s 2S1/2−5p 2P1/2 transition

of Sr+ at 422 nm. The decay rate from the 2P1/2 state

to the 2S1/2 state is γ = 1.26 × 108 s−1 [51]. The LIF
laser, with detuning ∆ from unperturbed resonance, il-
luminates a w = 1mm thick central slice of the plasma
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FIG. 1. (a) Experimental schematic for laser-induced-
fluorescence (LIF) imaging and application of quadrupole
magnetic fields using anti-Helmholtz coils (inset depicts field
lines). The plasma is illuminated by a thin sheet of 422-nm
light that propagates along the x axis. For data described
here, LIF polarization is linearly polarized along the y axis,
left-hand circular, or right-hand circular. The ion fluores-
cence is imaged onto an intensified CCD camera using a 1:1
optical relay along the z axis. (b) Sr levels coupled by LIF
laser with (dashed) and without (solid) Zeeman shifts, with
quantization axis taken to be along the local magnetic field.

(z ≈ 0) (Fig. 1(a)). A 1:1 optical relay is used to im-
age scattered photons onto an intensified CCD camera
over an excitation period with duration τE = 0.25− 2µs,
set by CCD and LIF laser gating to obtain a spatially re-
solved LIF fluorescence spectrum, F (x, y,∆), with 50µm
resolution.
The LIF laser is a thin sheet of light propagating along

the x axis and polarized in the y-z plane of the lab coor-
dinate system (Fig. 1a). The LIF-laser intensity distri-
bution is measured independently and is approximately
Gaussian along the y axis with 6 mm 1/e2 radius and ex-
ponential along the z axis with 1/e2 radius ≈ w/2, which
is accounted for in the analysis. In this work, three dif-
ferent LIF-laser polarizations are used: linear along the y
axis or left/right-handed circular (LC,RC). Fluorescence
perpendicular to the LIF excitation sheet is imaged onto
the intensified CCD camera. No polarization filtering is
applied to the fluorescence light.

III. LIF MODEL

The LIF signal collected by the camera from an area
δx δy centered at position (x, y) arises from a volume ele-
ment V ≈ δx δy w centered at z = 0. Assuming negligible
variation of plasma properties over this volume, the sig-
nal during an excitation period of duration τE can be
written as

F (x, y,∆) = V Cp→s

∫ τE

0

dτ
∑

e,g

np̄eγegξeg (1)

where Cp→s is a photon-to-signal conversion factor for
the camera, which is determined by an independent den-
sity calibration that relies on the density dependence of
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DIH [11]. The sum runs over both magnetic sublevels of
the excited (|e〉 = |3〉, |4〉) and ground (|g〉 = |1〉, |2〉)
states in Fig. 1(b), where |1〉 and |3〉 correspond to
mj = −1/2. γeg and ξeg are the spontaneous emission
rate and the fraction of emitted photons relayed onto
the camera, respectively, for decay from excited state
|e〉 to ground state |g〉. ξeg accounts for the dipole ra-
diation pattern and optical relay collection solid angle.
γ32 = γ41 = 2γ/3 and γ31 = γ42 = γ/3.

A main focus of this paper is the calculation of
p̄e(τ,∆, n, vx,hyd, Ti, P ), the ensemble-averaged fraction
of ions that occupy excited state |e〉 after an excitation
of duration τ with local LIF-laser intensity I and polar-
ization ǫ̂. n, vx,hyd, Ti, and P are the local ion density,
hydrodynamic fluid velocity along the LIF-laser propa-
gation direction, ion temperature, and electron-spin po-
larization inside volume V at position x, y, z = 0. These
quantities vary with position and plasma evolution time
t, but for brevity these dependencies are not explicitly
indicated. The plasma density, hydrodynamic fluid ve-
locity, and ion temperature are also assumed to be sta-
tionary in time during excitation, which is valid because
τE ≪ τexp.

At the beginning of the excitation period (τ = 0), the
ions occupy the 2S1/2 ground manifold (p̄1 + p̄2 = 1,
p̄3 = p̄4 = 0 ) with electron-spin polarization P = p̄2−p̄1.
The ions are assumed to be in local thermal equilibrium
with Maxwell-Boltzmann velocity distribution around
vx,hyd, G(vx, vx,hyd, Ti), therefore the probability that an
ion with velocity vx occupies state |k〉 at τ = 0 is given by
pk(vx, τ = 0, n, vx,hyd, Ti, P ) = p̄k(τ = 0)G(vx). (Here,
and going forward, we suppress arguments of functions
for clarity.) This formalism only tracks the velocity along
the x axis because the Doppler shift of the LIF excitation
is only sensitive to this component. For τ > 0, the ve-
locity dependence of pk(vx, τ) is not necessarily Gaussian
and the ensemble average can be computed as

p̄k(τ) =

∫ ∞

−∞

dvxpk(vx, τ). (2)

In the absence of magnetic fields, F (x, y,∆) takes on
a simple form when imaging a UCNP with linear polar-
ization [16]. In this case, the ion quantization axis is set
by the LIF-laser polarization direction, so the degenerate
π transitions are driven equally and pe quickly stabilizes
after a few times the excited-state lifetime (γ−1 ≈ 8
ns). The resulting spectrum, typically recorded after an
excitation period of a few 100 ns, can be described as
a single Voigt profile, formed by convolving the single-
particle, power-broadened Lorentzian lineshape with the
local velocity distribution [16].

In the presence of quadrupole magnetic fields, this sim-
plicity is lost due to Zeeman shifts of the LIF transitions
and the varying direction of the magnetic field, which is
chosen as the quantization axis (Fig. 1(b)). The laser
excitation rate from ground state |g〉 to excited state |e〉

is given by

Reg =
Ω2

egγtot

γ2tot + 4∆2
eg

, (3)

where Ωeg is the Rabi coupling between the respective
states, ∆eg is the Doppler- and Zeeman-shifted resonance
condition, and γtot = γ + γL is the effective linewidth
including the laser linewidth γL/2π = 5MHz. The reso-
nance condition and Rabi couplings that determine the
laser excitation rate for each transition are dependent on
the spatially varying magnetic field strength and direc-
tion, respectively. In order to determine Ωeg, the LIF-
laser polarization must be projected onto the coordinate
frame of the local magnetic field and then expressed in
the spherical tensor basis (App. A). The largest cou-
pling in this work, Ω ≈ 0.375γ, occurs while imaging
with LC/RC polarization with the local magnetic field
parallel to the LIF-propagation direction. The observed
strength of each spectral Zeeman component depends on
the laser polarization and P (τ = 0).
In Eq. 1, the effects of the magnetic fields, the LIF-

laser intensity and polarization, and electron-spin polar-
ization are contained within pe, which is calculated using
the following set of rate equations (REs) that describe
the transfer of ion population between states due to pho-
ton scatter and spontaneous decay, including decay into
the metastable 2D3/2 manifold, which occurs with rate

γD = 9.0× 106 s−1 [3].

∂pg
∂t

=
∑

e

−Reg(pg − pe) + γegpe

∂pe
∂t

=
∑

g

(Reg(pg − pe)− γegpe)− γDpe

(4)

The REs are solved using a 4th-order Runge-Kutta
method with a fixed timestep dτ = 0.25γ−1 for τ < 4γ−1

to capture the initial rise and dτ = 2γ−1 at later times
to capture the longer timescale changes due to optical
pumping. The RE formalism neglects the time depen-
dence of ion coherences that are present in an opti-
cal Bloch treatment, which is justified because γ−1 ≪
τE . This treatment neglects velocity-changing collisions,
which is justified using combined molecular-dynamics
and quantum-trajectories (MDQT) simulations for typ-
ical experimental densities n = 106 − 109 cm−3 (App.
B). Because transfer between different velocity classes
can be neglected, the vx and ∆ dependence of pe can
in practice be reduced to a dependence on the Doppler-
shifted laser detuning ∆′ = ∆ − kvx. The REs are
solved for pe(∆

′, τ) at a distribution of ∆′ values and
then the solutions are interpolated and convolved with
the Maxwell-Boltzmann distribution of detunings to find
p̄e(∆, τ). We also confirm the validity of this approach
with a RE formalism that includes collisions through a
Bhatnagar–Gross–Krook collision term (App. B).
Equation 1 makes the simplifying approximation of

evaluating all quantities at the center of the volume V ,
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which greatly reduces computational overhead compared

to integrating and accounting for the variation of ~B and I
across the local volume element. δx and δy are chosen to
be sufficiently small such that the spatial variation of all
quantities in the x-y plane can be neglected. However,
significant variation of I over the camera line of sight
along the z axis cannot be avoided. The most important
impact of this variation is on the amount of optical pump-
ing. Computationally expensive calculations of spectra
were performed, explicitly integrating over the z axis. It
was found that the simple calculation (Eq. 1) with an
effective laser intensity Ī = 0.45Imax accurately matched
the results of the more expensive calculation over a wide
range of conditions (Appendix C). This effective value
and Eq. 1 were used for all results presented in this pa-
per. The code for the spectrum fit model (Eqs. 1-4) is
publicly available [54].

x = 0.05 mm, y = 0 mm x = -3 mm, y = 0 mm

4 s

40 s

FIG. 2. LIF spectra of regions centered near the field null
(left) and at x = −3mm, y = 0mm (right) recorded with
linear LIF-laser polarization for a UCNP with Te(0) = 40K.
The legend indicates time after photoionization and the spec-
tra are normalized to the same amplitude and offset in the
vertical scale for clarity. The spectral area scales with plasma
density (n). Through the Doppler shift, the hydrodynamic
fluid velocity (vx,hyd) and ion temperature (Ti) manifest as
a mean shift and broadening of the spectrum, respectively.
Different Zeeman components are unresolved near the field
null (left), but away from plasma center (right) the splitting
is resolved. The resonance positions of individual transitions
are marked by ticks with color matching the corresponding
transitions in Fig. 1(b). Note that the Zeeman splitting is
small for transitions initiating from the same ground state.
The relative strengths of the resolved Zeeman components
are sensitive to the electron-spin polarization of the ions. For
this data, the majority of the ions occupy the field-aligned
mj = +1/2 ground state at the beginning of the excitation
period, and transitions from this initial state are stronger.
Polarization persists throughout the expansion. Lines are fits
to spectra using Eqs. 1-4.

IV. RESULTS

1. General Characteristics of LIF Spectra

Figure 2 demonstrates how the LIF spectra depend on
the various plasma parameters for a plasma imaged a

short time after photoionization (t = 4µs), when plasma
expansion velocity is still small, and at a later time
(t = 40µs) when the plasma has developed significant
expansion velocity in peripheral regions of the plasma.
Through the Doppler effect, vx,hyd and Ti manifest as
a mean shift and broadening of the single-particle line-
shape, respectively, and the amplitude of the spectrum
scales with n. The spin polarization P is derived from the
relative strength of the Zeeman components associated
with each ground state. These parameters are extracted
from fits to the spectra with Eqs. 1-4.

At the field null x ≈ y ≈ z ≈ 0 (Fig. 2(left)), where
the LIF transitions are degenerate and hydrodynamic
fluid velocity is small, the spectra are composed of a sin-
gle spectral feature that is centered at the unperturbed
5s 2S1/2 − 5p 2P1/2 resonance frequency. The narrowing
of the spectrum from t = 4µs to t = 40µs reflects de-
creasing ion temperature as the plasma expands, which
is expected for adiabatic expansion under predominantly
hydrodynamic conditions. In a non-central region along
the x axis (Fig. 2(right)), the transitions are Zeeman-
shifted according to the local magnetic field strength.
For the linear imaging polarization used for this data,
the couplings for each σ transition are equal, and the
asymmetry in the strength of the different Zeeman com-
ponents indicates a high degree of spin polarization. Fur-
thermore, at t = 40µs, the asymmetry is slightly lower,
indicating that the ion spin polarization at this location
has decreased with time. The fits with Eqs. 1-4 shown in
Fig. 2b demonstrate that the polarization has decreased
from P = 0.73 ± 0.07 at t = 4µs to P = 0.63 ± 0.03 at
t = 40µs. vx,hyd increases with time, as indicated by the
larger mean shift of the spectrum at later time.

One important aspect of the RE model is that it ac-
counts for the optical pumping of ions into states that
are dark to the LIF laser. Optical pumping occurs when
the scattering rate out of the two LIF ground states is
unequal or when ions decay into the 2D3/2 manifold, re-
sulting in a decrease in the LIF signal collected per unit
time during excitation. Differential scattering rates can
develop any time the transitions are resolved or when the
couplings to the σ transitions differ.

Fig. 3 demonstrates the impact of optical pumping
in a magnetically trapped UCNP [31] in a central (left)
and non-central (right) region probed 100µs after plasma
creation with linear laser polarization. At the field null,
the scattering rate out of each LIF ground state is equal
and ions are only lost to the off-resonant 2D3/2 manifold,
resulting in a 20% decrease of LIF signal per unit time
for 2000 ns excitation compared to 250 ns excitation. Far
from the field null, the transitions are resolved and the
effects of pumping are more significant, with half the sig-
nal lost during the same excitation period due to optical
pumping between LIF ground states. In both cases, opti-
cal pumping is only significant when the LIF laser is near
resonance with an optical transition. The solid lines in
Fig. 3 are fits to the local spectra. The density extracted
from the fits to Eq. 1 for each excitation time in the re-
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spective regions agree within 10% when optical pumping
is accounted for.

x = -0.05 mm, y = 0 mm x = -3.65 mm, y = 0 mm

FIG. 3. LIF signal recorded 100µs after plasma creation with
linear laser polarization, illustrating optical pumping of ions
into off-resonant states at the field null (left) and far from
the field null (right) for a plasma with Te(0) = 40K. Two
different excitation times are used, indicated in the legend,
and the signal is divided by the excitation time. Near the field
null, where the LIF transitions are degenerate, the signal loss
on resonance with increasing excitation time reflects decay
of excited ions into the off-resonant 2D3/2 manifold. Away
from the field null, where the LIF transitions are resolved, the
loss of signal on each resonance feature is more severe due to
optical pumping into the ground state that is not resonantly
excited. Tick marks are the same as in Fig. 2.

2. Spin Polarization

Fig. 4 shows measurements of a UCNP after 26µs of
expansion in the biconic cusp field, recorded using LC,
linear, and RC polarization (top, middle, and bottom re-
spectively). The 500 ns excitation period is sufficiently
small so as to avoid optical pumping. The left column
shows a spatial map of the spectral area (integrated over
LIF-laser detuning), Fint(x, y) =

∫

FR(x, y,∆)d∆ for re-
gions (R) with size δx = 0.1mm and δy = 0.2mm. For
linear polarization, the σ transitions are driven equally
and the integrated spectra are insensitive to P and the
image spatial distribution matches that of the UCNP
density distribution. However, for images recorded with
LC and RC polarizations, the σ transitions are driven
unequally. Imaging light with RC polarization will have
a stronger σ− drive for x > 0 and a stronger σ+ drive for
x < 0 because the local field direction reflects across the
y axis (and vice versa for LC polarization). The asym-
metry of the images for circular polarization shows that
the ions predominantly occupy the field-aligned Zeeman
ground state (mj = +1/2 for quantization axis along the
local field).
The right column of Fig. 4 shows FR(∆), the spectrum

within a local region R defined by x = 2.6± 0.1 mm and
y = 2.07 ± 0.2mm. The solid yellow lines are fits of
Eqs. 1-4 to the measured FR. All three fits in Fig. 4
are constrained to use the same n, Ti, vx,hyd, and P fit
parameters. The good agreement with the data validates

the calculation of Rabi couplings and strongly determines
the polarization, which for this region is P = 0.74± .014.

(a)

(b)

(c)

FIG. 4. LIF data for a magnetized UCNP with Te(0) = 20K
recorded at t = 26µs after photoionization with LC (a), linear
(b), and RC (c) lab-frame polarization of the imaging laser.
The left column shows the integral of the fluorescence spec-
trum,

∫
FR(x, y,∆)d∆, for laser detuning ∆ with arbitrary

units (the color bars are the same for each image). The im-
age asymmetry along the x axis for LC and RC polarizations
occurs because the σ± transitions are driven unequally, and
is therefore reflective of the ion spin polarization. The right
column plots the measured LIF spectrum (blue dots) aver-
aged over a region (red circles) defined by x = 2.6 ± 0.1mm
and y = 2.07 ± 0.2mm, where the magnetic field amplitude
is 42G, as a function of ∆. The data is well described by fits
of Eqs. 1-4 (yellow lines), for which n, vx,hyd, Ti, and P are
constrained to be the same for all three imaging polarizations.
The agreement validates the calculation of Rabi couplings for
each imaging polarization (see appendix) and demonstrates
the plasma is spin polarized.

The spin polarization of the ions is derived from the
atomic gas from which the plasma is formed. The 3P2

precursor atoms in the magnetic trap predominantly oc-
cupy the mj = +2 magnetic sublevel [45], in which both
valence electrons are field-aligned. Following photoion-
ization, the liberated electron carries away the angular
momentum of the ionizing photon and the remaining va-
lence electron is unperturbed, such that the ions inherit
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the electron-spin polarization from the precursor atoms.
The formation of polarized ion targets through photoion-
ization is common for studies of various spin-dependent
collision dynamics [52] and can be used for the charac-
terization of magnetic and semiconductor materials [53].
The formation of polarized Sr ions via the photoioniza-
tion of laser-excited 3P1 Sr atoms has been reported pre-
viously [52, 53].

Fig. 5 shows the extracted values of n (left) and P
(right) from constrained fits to data such as in Fig. 4
for a plasma after t = 26µs of plasma expansion. The
plasma is highly electron-spin-polarized in peripheral re-
gions where the magnetic fields are large, reaching up to
P ≈ 0.8. The spin polarization decreases for ions closer
to the field null, which contains a weakly polarized pocket
of ions with P ≈ 0.2 within a 1mm radius of the field
null.

-4 -2 0 2 4

x (mm)

-4

-2

0

2

4

y
 (

m
m

)

1

2

3

4

5

-4 -2 0 2 4

x (mm)

-4

-2

0

2

4

0

0.2

0.4

0.6

0.8

1

FIG. 5. Measurements of plasma density (n, left) and spin
polarization (P , right) for a plasma with Te(0) = 20K after
t = 26µs≈ τexp of plasma expansion, but before the onset
of magnetic trapping. The plasma is highly electron-spin-
polarized in peripheral regions where the magnetic fields are
large, reaching up to P ≈ 0.8. The spin polarization decreases
for ions closer to the field null, which contains a weakly po-
larized pocket of ions with P ≈ 0.2 within a 1mm radius
of the field null. The LIF model is insensitive to P within
|x| < 0.15mm and |y| < 2.5mm for these plasma conditions,
so fit results are not shown in these regions. Density is ex-
pressed in units of 1014 m−3

The strengths of the Zeeman components depend on
the decomposition of the LIF-laser polarization in the
coordinate frame of the local magnetic field and the ion
spin polarization at the beginning of excitation. These
two effects can be decoupled in order to obtain accu-

rate measurements of P anywhere the transitions are re-
solved or the σ couplings are unequal. However, along
the y axis where the transitions are unresolved, neither
of these conditions are satisfied for any ǫ̂ and the spectra
are insensitive to P . The impact of this issue is mitigated
by choosing to define the grid of analysis regions so as to
not have regions centered on x = 0, although central re-
gions adjacent to the y axis are still more likely to yield
poor fit results for P (Fig. 5(right)). For this reason, we
do not show fit results for P within |x| < 0.15mm and
|y| < 2.5mm.
The cause of the gradient in spin polarization is an

open question and will be the subject of future study.
However, the high degree of polarization away from the
plasma center for t = 26µs of plasma expansion implies
that the collisional spin-flip rate is low. This suggests
that the polarization may provide valuable information
for studying plasma flow and diffusion.

V. CONCLUSION

In this work, we described LIF imaging of magnetized
UCNPs and a model based on rate equations that de-
scribe the population transfer of ions between states in-
volved in LIF due to laser coupling and spontaneous
emission. This model can be fit to LIF spectra to ex-
tract local measurements of ion density, fluid velocity,
temperature, and electron-spin polarization. Observa-
tions demonstrate that the ions in a UCNP created by
photoionization of magnetically trapped Sr atoms are
electron-spin-polarized.
This probe was used in the recent experimental demon-

stration of magnetic confinement of a UCNP created at
the null of a biconic cusp field [31], and it will aid further
study of dynamics of magnetized and strongly coupled
UCNPs. In future work, we plan to characterize the evo-
lution of ion spin polarization, which could aid in the
development of a magnetohydrodynamic model of mag-
netized UCNP dynamics.
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Appendix A: Electric Dipole Interaction

For ions with velocity vx, the interaction with the light
field of the imaging laser is described with the Hamilto-
nian

Ĥd = −~

2

[

Ω̂ei(kx−(ν−kvx)t) + c.c.
]

, (A1)

where Ω̂ = eE0(y,z)
~

r̂ · ǫ̂(η, ξ). The amplitude and complex
polarization of the LIF laser are E0(y, z) and ǫ̂(η, ξ) =

ηŷ+eiξ
√

1− η2ẑ, parameterized by η ∈ [0, 1] and a phase
shift ξ. This work uses three different LIF-laser polar-
izations: linear polarization along the y axis (η = 1)
or left/right-handed circular polarization (LC,RC: η =

1/
√
2, ξ = ±π/2). ν is the laser frequency, k = 2π/λ

is the corresponding wavenumber, and c.c. indicates the
complex conjugate of the first term.

The Rabi frequency for coupling between lower state
|l〉 and upper state |u〉 in the fine-structure basis can be
expressed as

〈u|Ω̂|l〉 = Ωul = Ω0ǫ
⋆
q(−1)ju+jl+j>−muJul

√

2ju + 1,
(A2)

where Ω0 =
√

6πγc2I/~ω3, ω = ck, γ = 1.26 × 108 s−1

is the decay rate from the 2P1/2 state to the 2S1/2 state,
Jul is the 3-j symbol for the transition, js is the total
angular momentum quantum number for state s, and ǫq
is the spherical tensor component of the LIF-laser po-

larization corresponding to q = mu
j − ml

j, where m
u/l
j

are the magnetic quantum numbers with the quantiza-
tion axis aligned along the local magnetic field [55–57].
j> is the greater of ju and jl. The laser intensity is

I(y, z) = 1
2cǫ0 |E0(y, z)|2.

The components ǫq depend on the direction of the ion
quantization axis, which is set by the local quadrupole

magnetic field ~B = B′(−~x + ~y/2 + ~z/2), where B′ =
150G/cm is the linear magnetic field gradient along the
symmetry (x) axis of the anti-Helmholtz coils. The lo-
cal field coordinate system, denoted by primes, is de-
fined such that ŷ′ lies in the x-y plane and ẑ′ = B̂.
The direction of the local field can be characterized by

φ = sin−1(z/
√

4x2 + y2), the angle that B̂ subtends from
the x-y plane, and θ = tan−1(2x/y), the angle that the

projection of B̂ in the x-y plane subtends with the y axis.

For the results presented here, when applying the spec-
trum fit model (Eqs. 1-4) the LIF polarization is assumed
to lie in the x-y plane (z = 0). In this simplifying case,
φ = 0 and the expression for ǫ̂ in the local field coordinate
system reduces to

ǫ̂(θ, φ = 0; η, ξ) =
√

1− η2eiξx̂′ + η sin θŷ′ + η cos θẑ′.
(A3)

The spherical tensor components of ǫ̂ are obtained by
projection onto the spherical basis (êo = ẑ′ and ê±1 =

∓(x̂′ ± iŷ′)/
√
2):

ǫ0 = η cos θ, (A4)

ǫ±1(η, ξ, θ) = − 1√
2

[

iη sin θ ± eiξ
√

1− η2
]

. (A5)

Appendix B: Collisional Effects in LIF Imaging

Rapid velocity-changing collisions are a hallmark of
UCNPs and strongly coupled plasmas in general [9, 58],
and can become important in LIF when the veloc-
ity dependence of pk(vx, τ) becomes non-Maxwellian.
This typically occurs when the Doppler width σD =
k
√

kBTi/mi exceeds the spectral resolution, γtot, and
the imaging laser optically pumps the resonant portion of
the velocity distribution into an off-resonant state. Colli-
sions will cause the velocity distribution to equilibrate to
a Maxwellian throughout LIF, effectively increasing the
measured signal by providing optical access to the nom-
inally off-resonant portion of the velocity distribution.
The effects of collisions on LIF were quantified

by adapting the combined molecular-dynamics and
quantum-trajectories (MDQT) code described in [58],
which was used to simulate collisional effects during laser
cooling of the ions in a UCNP, to simulate LIF of a mag-
netized UCNP. The MD portion of the code is a particle-
in-cell method that evolves the positions and velocities
of particles interacting via the Yukawa force. The QT
portion of the code evolves the wave function |ψ(t)〉 for
each particle under the influence of an effective, non-
Hermitian Hamiltonian that includes the coupling of the
ions to the LIF-laser electric field (App. A), the anoma-
lous Zeeman shift, and spontaneous emission from the
2P1/2 excited state into the 2S1/2 ground state and the
2D3/2 dark state. The Hamiltonian is formed in the fine-
structure basis from the four magnetic sublevels coupled
by the LIF laser (Fig. 1b) and a fifth off-resonant state
that grafts on the decay from the excited sublevels into
the 2D3/2 manifold with rate γD = 9.0× 106 s−1.
The MDQT simulations of p̄k(τ), computed as the

ensemble-averaged diagonal elements of the density ma-
trix ρ(τ) = |ψ(τ)〉〈ψ(τ)|, were found to be in good agree-
ment with the REs in Eq. 4 modified to include a Bhat-
nagar–Gross–Krook collision term (Fig. 6)

∂ρk(vx, τ)

∂t
= −µ(pk(vx, τ) − p̄k(τ)G(vx)), (B1)

which describes the equilibration of pk(vx, t) towards a
Maxwellian with collisional relaxation rate µ, which is
extracted from MD simulations in [59] that were experi-
mentally verified for strongly coupled plasmas in [9]. The
value of µ depends on the plasma density (n) and ion tem-
perature (Ti). For a plasma with Ti = 1K, the ion-ion
collision rate is µ = 5.2 × 104 s−1 for n = 107 cm−3 and
µ = 1.94× 107 s−1 for n = 1011 cm−3.
Fig. 6 compares MDQT simulations of the instanta-

neous fluorescence signal per unit density and unit time
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(dF/dt) with predictions from the collisional RE (REK)
model as a function of plasma density (indicated in the
legend) for a plasma with Ti = 1K in a magnetic field
of 15G that is imaged with I = 100W/m2 on resonance
with the π transition out of state |2〉. At early exci-
tation times (τ < 100 ns), optical pumping is negligi-
ble and there is no density dependence. At later times
during excitation, collisional effects manifest as an en-
hanced fluorescence signal compared to the collisionless
model (n = 0) for higher plasma densities. For typical
experimental densities (n = 106 − 109 cm−3), the time-
integrated fluorescence signal for τ < 500 ns are within
5% whether or not collisions are included, justifying the
use of a collisionless fluorescence model (Eq. 4).

FIG. 6. Effect of collisions on instantaneous fluorescence sig-
nal per unit density and unit time (dF/dt) as a function
of time during LIF (τ ) for a plasma with ion temperature
Ti = 1K in a magnetic field of 15 G. Under these condi-
tions, the width of the velocity distribution is broader than
the excitation rate. The MDQT simulations (markers) and
solutions to the collisional rate equations (REK, lines) are in
good agreement. For τ < 100 ns, optical pumping has yet
to occur and there is no density dependence. At later times,
collisional effects provide optical access to the nominally off-
resonant portion of the velocity distribution and manifest as
an enhancement of the fluorescence signal. The legend indi-
cates the plasma density, n.

Appendix C: Justifying the Use of an Effective

LIF-Laser Intensity

The LIF spectrum model given by Eq. 1 computes the
spectrum within a volume element V ≈ δxδyw, where
A = δxδy is a user-defined analysis area within the x-y
plane and w is the 1/e2 diameter of the LIF-laser along
the z axis. Eq. 1 makes the simplifying approximation of
evaluating all quantities except for the LIF-laser inten-

sity at the center of the volume V in order to avoid the
significant computational overhead that spatial integra-

tion would impose in order to account for variation of ~B
and I across the local volume element. A is chosen to be
sufficiently small such that variation of quantities within
the x-y plane can be neglected. However, the imaging
process inherently averages over the camera line of sight
and significant variation of I along the z axis cannot be
avoided. The most significant impact of this averaging is
in the amount of optical pumping the model predicts. In
order to account for this variation, Eq. 1 uses an effective
laser intensity Ī = 0.45Imax that is chosen to minimize
discrepancy between Eq. 1 and the following realistic
model that integrates over the camera line of sight.

F (x, y,∆) = AC′

p→s

∫ τE

0

dτ

∫ ∞

−∞

dz
∑

e,g

np̄e(z)γegξeg ,

(C1)
where pe(z) is explicitly stated as a function of z in order

to emphasize that the variation of I and ~B are accounted
for. The photon-to-signal conversion factor in Eq. C1
is denoted with a prime to differentiate it from that of
Eq. 1. The photon-to-signal conversion factors in Eq.
C1 (C′

p→s) and Eq. 1 (Cp→s) are chosen to match pre-
dictions of these calculations to experimentally observed
signal levels at small exposure time and with no external
magnetic fields so as to avoid the effects of optical pump-
ing. The density assumed for this procedure is deter-
mined by a density calibration that relies on the density
dependence of DIH [11]. Cp→s and C′

p→s differ because
the two equations calculate the volume contributing to
the signal differently.

FIG. 7. Comparison of the LIF models given by Eq. 1 (as-
sumes z = 0 with an effective LIF-laser intensity) and Eq.
C1 (realistic model with spatial averaging) under excitation
conditions where optical pumping is minimal (left) and signif-
icant (right) for the same spatial region and ion temperature
(300mK) as in Fig. 3b. The two models are in good agree-
ment for both excitation conditions and the relative error in
the peak signal is less than 2.5%. The blue line is slightly
thicker in order to improve visiblity.

Fig. 7 compares Eqs. 1 and C1 for excitation condi-
tions where optical pumping is minimal (left) and signifi-
cant (right) for the same spatial region and ion tempera-
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ture (300mK) as in Fig. 3b. Imax = 50W/m2 is typical
for the edges of the CCD camera near |y| ≈ 5mm and
Imax = 190W/m2 is the maximum intensity used in this
work. The models are found to be in good agreement for
both excitation conditions with relative error less than
2.5%. In the absence of optical pumping, the agreement
is expected and is independent of the choice of Ī due
to the external density calibration. Ī is chosen to mini-
mize the difference between the two models when optical
pumping is significant. For a given value of Ī, the dis-
crepancy between the two models will vary slightly with

ion temperature because as the temperature increases
the ensemble-averaged scattering rate decreases slightly.
The variation with temperature is greatest when optical
pumping is significant. For the conditions of greatest op-
tical pumping in this work (Fig. 7(right) and Fig. 3b)
and the chosen value of Ī, the discrepancy between the
two models varies from 0.92% at Ti = 1K to 4.37% at
Ti = 100mK. Across the relevant parameter regime for
this experiment, the discrepancy does not exceed 5% and
is typically less than 2.5%.


