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We theoretically investigate the modulated high harmonic generation (HHG) driven by an intense few-cycle infrared (IR) laser field and a weak extreme ultraviolet (XUV) pulse at a delayed time. We establish an extended quantitative rescattering (EQRS) model to simulate the HHG streaking spectra, with the ideas of correcting the IR ionization and the transition from the ground to continuum states in the strong-field approximation. The EQRS model has an accuracy comparable to that by “exactly” solving the time-dependent Schrödinger equation (TDSE). We reveal that the fringes in the streaking spectra are caused by the interference between the attosecond XUV pulse and harmonics resulted from different recombination pathways under the intense IR laser. We then demonstrate that the XUV pulse can be accurately retrieved by treating the single-atom TDSE results as the “input” data. This work provides a tool for efficiently simulating and through analyzing the XUV-assisted HHG, which could also enhance its capability for tracing the electron dynamics involved in the strong-field phenomena.

I. INTRODUCTION

Laser-driven high harmonic generation (HHG) has received continuous research interest in the past thirty years since the first observations at the end of 1980’s. HHG is fundamental to attosecond science as it has become a reliable source for producing ultrashort attosecond light pulses in the form of attosecond pulse trains (APTs) or isolated attosecond pulses (IAPs). With the idea of restricting the efficient HHG emission occurring in a short time interval, various generation techniques have been developed to produce IAPs with durations of few hundreds to few tens attoseconds in the extreme ultraviolet (XUV) based on the traditional Ti:sapphire laser. These include amplitude gating, ionization gating, polarization gating, attosecond lighthouse, multi-color waveform synthesis, etc. Such attosecond XUV pulses provide with a unique tool for probing the electron dynamics with time-resolved spectroscopy, initiating the electron ionization, modifying the trajectory of electron under the infrared (IR) laser, and so on.

The synchronization of attosecond XUV pulses and the IR laser has been widely used to perturb or to reform the IR-generated HHG spectra by varying the time delay between the XUV pulse and IR laser. The XUV field was employed to populate the electron to the excited states or to select a specific electron trajectory by controlling the ionization step, thus greatly enhancing the yield of IR-induced HHG. The HHG plateau by the IR laser was extended by the addition of a weak XUV pulse due to the XUV field-induced ac-Stark modulations of the ground state. The extension of HHG plateau can also be achieved by adding XUV pulses with higher photon energies, which enables the inner-shell electrons involving in the HHG process. It has been shown that the interaction of XUV field and IR laser can significantly influence one of three steps in the HHG process. If this interaction happens at ionization step, the IR tunneling ionization is suppressed because the ionization energy of target is effectively increased. If this interaction occurs at propagation step, the multiple rescattering of the active electron can be induced, which is important for low-energy harmonics. When the photon energy of XUV pulse is far from the ionization threshold, it can be forward scattered from the non-stationary electronic wave packet promoted by the intense IR laser at the recombination step, thus leading to the parametric amplification of XUV pulse, which has been extensively examined both experimentally and theoretically. The XUV-assisted HHG has also been proposed to characterize attosecond pulses. For example, Xue et al. theoretically investigated the dependence of the spectrum modulation on the chirp of the XUV under the synchronized XUV and IR laser pulses, which could be useful for the reconstruction of XUV spectral phase. Sarantseva et al. proposed to retrieve the temporal intensity profile of an XUV attosecond pulse based on the XUV-assisted HHG by an intense IR pulse. Very recently, Dong et al. found that interference fringe structures in the HHG streaking spectra can be used to observe the interplay of the photoionization and tunneling ionization electron dynamics in attosecond resolution. Sarantseva et al. proposed a method for direct reconstruction of the HHG time-frequency spectrogram using a time-delayed XUV-assisted HHG spectra.
In these studies, the HHG streaking spectra by the combination of XUV pulse and IR laser are usually computed quantum mechanically by solving the time-dependent Schrödinger equation (TDSE) under the single-active electron (SAE) approximation [21, 42, 43], or by employing the formulation of strong-field approximation (SFA) [29]. It is well known that TDSE can give precise results, but the physical mechanism has been hid behind the numerical spectra. On the contrary, in the SFA the analytical formula can offer the physical meaning to describe the XUV-assisted HHG process, but it cannot simulate the spectra precisely. Therefore, the physical mechanism of XUV-assisted HHG remains insufficiently explored. It is necessary to develop new approaches to precisely simulate the HHG streaking spectra and to reveal the generation mechanism.

In this work, our main goal is to develop a theoretical method to accurately simulate the HHG streaking spectra. We choose a weak IAP pulse with its central photon energy being far from the ionization threshold of target atom, which is used to modulate the continuum harmonic spectrum in the cutoff region generated by an intense few-cycle IR laser. The spectral modulation can be controlled by adjusting the time delay between the XUV and IR laser pulses. We will first separate the coupling between the XUV and IR pulses in the formulation of the strong-field approximation (SFA), and then we will extend and modify the well-established quantitative rescattering (QRS) model [44–46], which is valid for HHG from linearly polarized single- or multi-color IR laser pulses [47–49]. The calculated streaking spectra will be compared to those obtained by numerically solving the TDSE. Next, we will explain the interference fringes in the streaking spectra and uncover their physical origin. Then, we will demonstrate that by taking the TDSE results as “input” data and taking into account of macroscopic propagation effects, the HHG streaking spectra can be employed to recover the information of the input attosecond XUV pulse.

II. THEORETICAL METHODS

A. Separation of the contributions of IR and XUV pulses to the induced dipole in the strong field approximation

We first use the strong-field approximation (SFA) [29] to calculate the HHG streaking spectra under the linearly polarized XUV and the intense IR laser pulses. The single-atom induced dipole along the polarization direction at a fixed time delay $\tau$ between the two pulses can be expressed as

$$x(t, \tau) = \int_0^t dt' \left( \frac{\pi}{\varepsilon + i(t-t')} \right)^{3/2} \times d' [p_{st}(t, t') - A(t)]e^{-iS_{st}(t, t')}d[p_{st}(t, t') - A(t')] \times E(t') + c.c.,$$  

where $E(t) = E_{IR}(t) + E_{XUV}(t - \tau)$ is the combined electric field of IR and XUV pulses, and $A(t) = A_{IR}(t) + A_{XUV}(t - \tau)$ is the corresponding vector potential. Note that negative $\tau$ means the XUV pulse comes earlier than the peak of IR laser. Since the continuum state is treated as plane wave, the dipole transition matrix element from the ground state to the continuum state can be expressed as

$$d(p) = f(p) \cdot p,$$

where $p$ is the electron momentum, and $f(p)$ is a complex function of $p$. Since the XUV is quite weak compared to the IR laser to isolate the induced dipole by the IR laser alone, $E(t) \approx E_{IR}(t)$ and $f[p_{st} - A(t)] \approx f[p_{st} - A_{IR}(t)]$, thus Eq. (1) can be expressed as

$$x(t, \tau) = x_1(t) + x_2(t, \tau) + x_3(t, \tau) + x_4(t, \tau).$$  

Each term in the right hand of the equation can be explicitly expressed in the following:

$$x_1(t) = \int_0^t dt' \left( \frac{\pi}{\varepsilon + i(t-t')} \right)^{3/2} \times f'[p_{st}(t, t') - A_{IR}(t)]e^{-iS_{st}(t, t')}d[p_{st}(t, t') - A_{IR}(t')] \times E_{IR}(t') + c.c.,$$

$$x_2(t, \tau) = \int_0^t dt' \left( \frac{\pi}{\varepsilon + i(t-t')} \right)^{3/2} \times f'[p_{st}(t, t') - A_{IR}(t)]e^{-iS_{st}(t, t')}d[p_{st}(t, t') - A_{IR}(t')] \times E_{IR}(t') + c.c.,$$

$$x_3(t, \tau) = \int_0^t dt' \left( \frac{\pi}{\varepsilon + i(t-t')} \right)^{3/2} \times f'[p_{st}(t, t') - A_{IR}(t)]e^{-iS_{st}(t, t')}d[p_{st}(t, t') - A_{IR}(t')] \times E_{IR}(t') + c.c.,$$

where $p_{st}$ is the stationary momentum and $S_{st}$ is the corresponding stationary action defined in the SFA [29]. The validity of Eq. (3) has been checked by comparing with the HHG results from standard SFA in Eq. (1).

To separate different processes in the time-dependent dipole, we rewrite $x(t, \tau)$ as

$$x(t, \tau) = x_1(t) + x_2(t, \tau) + x_3(t, \tau) + x_4(t, \tau).$$
and
\[ x_{d}(t, \tau) = i \int_{0}^{t} dt' \left( \frac{\pi}{\varepsilon + i(t - t')} \right)^{3/2} \]
\[ \times f'[\rho_{st}(t, t') - A_{IR}(t)]e^{-i\varepsilon_{st}(t,t')}f[\rho_{st}(t, t') - A_{IR}(t')] \]
\[ \times A_{XUV}(t - \tau)A_{XUV}(t' - \tau) \]
\[ \times E_{IR}(t') + c.c. \]  
\[(8)\]

Note that similar formulation in Eq. (4) has been used by Serrat et al. [52, 53]. The limitation of SFA for describing the single-atom response of HHG is well known. We will correct each term in Eq. (4) individually.

B. The QRS model for the induced dipole by the IR laser alone

The \( x_{1}(t) \) in Eq. (5) doesn’t depend on the time delay \( \tau \). It can be rewritten as
\[ x_{1}(t) = i \int_{0}^{t} dt' \left( \frac{\pi}{\varepsilon + i(t - t')} \right)^{3/2} \]
\[ \times d'[\rho_{st}(t, t') - A_{IR}(t)]e^{-i\varepsilon_{st}(t,t')}d[\rho_{st}(t, t') - A_{IR}(t')] \]
\[ \times E_{IR}(t') + c.c. \]  
\[(9)\]

This is the single-atom induced dipole driven by the IR laser alone. In the frequency domain, according to the quantitative rescattering (QRS) model [50], it can be expressed as
\[ x_{1}^{SFA}(\omega, I) = N^{SFA}(I)^{1/2}W_{1}(\omega)d^{SFA}(\omega), \]  
\[(10)\]

where \( N^{SFA}(I) \) and \( d^{SFA}(\omega) \) are the ionization probability (usually taken at the end of the IR laser pulse) and the transition dipole moment calculated within the SFA, respectively. Note that \( d(\omega) = \langle 0 | \hat{\varepsilon} | p \rangle \), where \( \omega = I_{p} + p^{2}/2 \) (atomic units) with electron position operator \( \hat{\varepsilon} \) (along laser polarization direction), ionization potential \( I_{p} \) and wave functions of ground state \( |0\rangle \) and continuum states \( |p\rangle \). The explicit expressions of \( d^{SFA}(\omega) \) are given in Eqs. (11) and (12). The dependence of the induced dipole on the peak intensity \( I \) of the IR laser has been given explicitly. In Eq. (10), the SFA can only give the correct electron wave packet \( W_{1}(\omega) \) as
\[ W_{1}(\omega) = \frac{x_{1}^{SFA}(\omega, I)}{N^{SFA}(I)^{1/2}d^{SFA}(\omega)}, \]  
\[(11)\]

thus the QRS obtains the accurate induced dipole in the following:
\[ x_{1}^{QRS}(\omega, I) = x_{1}^{SFA}(\omega, I)N^{QRS}(I)^{1/2}d^{QRS}(\omega) \]  
\[ \times N^{SFA}(I)^{1/2}d^{SFA}(\omega). \]  
\[(12)\]

C. Corrections of the XUV and IR coupling terms by extending the QRS model

For the \( x_{2}(t, \tau) \) and \( x_{3}(t, \tau) \) terms in Eq. (5), the interactions of XUV pulse and IR laser with the atom are coupled. Similar to \( x_{1}(\omega) \), in the frequency domain, \( N(\omega) \) and \( d(\omega) \) are the key factors to construct \( x_{2}(\omega, \tau) \) and \( x_{3}(\omega, \tau) \). Therefore, we take advantage of factorization in the QRS, and write these terms at time delay \( \tau \) in a similar way as
\[ x_{2,3}^{SFA}(\omega, I, \tau) = N^{SFA}(I)^{\alpha}W_{2,3}(\omega, \tau)|d^{SFA}(\omega)|^{\beta}, \]  
\[(13)\]

where \( W_{2,3}(\omega, \tau) \) are complex quantities similar to the electron wave packet in \( x_{1}(\omega) \) and depends on the external field only. The parameters \( \alpha \) and \( \beta \) are to be determined by fitting from the SFA expressions. Once these parameters are known, \( W_{2,3}(\omega, \tau) \) can be obtained, and accurate \( x_{2}(\omega, \tau) \) and \( x_{3}(\omega, \tau) \) are calculated by the extended quantitative rescattering (EQRS) model as
\[ x_{2,3}^{EQRS}(\omega, I, \tau) = x_{2,3}^{SFA}(\omega, I, \tau)N^{QRS}(I)^{\alpha}|d^{QRS}(\omega)|^{\beta}. \]  
\[(14)\]

Since in Eq. (5) the term \( A_{XUV}(t - \tau)A_{XUV}(t' - \tau) \) is much smaller than the terms of \( |p_{st}(t, t') - A_{IR}(t')|A_{XUV}(t' - \tau) \) and \( A_{XUV}(t - \tau)|p_{st}(t, t') - A_{IR}(t')| \) in \( x_{2}(t, \tau) \) and \( x_{3}(t, \tau) \), respectively, the \( x_{4}(t, \tau) \) is neglected in \( x(t, \tau) \). Thus, in the EQRS model, the improved induced dipole by the XUV and IR pulses at a time-delay \( \tau \) can be computed from
\[ x_{EQRS}^{\omega, I, \tau} = x_{1}^{QRS}(\omega, I) + x_{2}^{EQRS}(\omega, I, \tau) \]
\[ + x_{3}^{EQRS}(\omega, I, \tau). \]  
\[(15)\]

III. RESULTS AND DISCUSSION

A. The validity of the EQRS model for obtaining the HHG streaking spectra

1. The fitting procedure for determining the power factors in the EQRS model

In this work, we are interested in the spectral region where the XUV pulse overlaps with the high harmonics generated by the IR laser. To determine the power factors \( \alpha \) and \( \beta \) in Eq. (13), we fit them from the calculated \( x_{2,3}^{EQRS}(\omega, I, \tau) \). In the calculation, we treat Ne as
a hydrogenlike atom. Then the transition dipole is given by

\[ d(p) = i \frac{2^{7/2}(2I_p)^{5/4}}{\pi} \frac{p}{(p^2 + 2I_p)^{3/4}}, \]

where \( I_p \) is the ionization potential of Ne. We set time delay \( \tau = 0 \), XUV pulse duration as 200 as, central photon energy at 71.3 eV, and peak intensity at \( 5.0 \times 10^{10} \) W/cm\(^2\). The IR peak intensity is varied from 2.0 to 2.7 \( \times 10^{14} \) W/cm\(^2\). Other IR parameters are: central wavelength of 800 nm, pulse duration of 5 fs (full width at half maximum, FWHM), carrier envelope phase (CEP) of zero, and temporal profile described by a cosine-squared function. The simulated \( |x_{2\text{SFA}}^2(\omega, I, \tau)|^2 \) are shown in Fig. (a). The spectral shapes are similar except that the peak values increase with intensity, reflecting the increase of ionization probability. In Fig. (b), we plot the peak values as a function of the ionization probability \( N_{\text{SFA}}(I) \) (solid squares). By fitting these data to a power law, the obtained power factor is 0.26 which is close to 1/4. We thus set \( \alpha = 1/8 \) in Eq. \( \text{(15)} \). We next fix the intensity at \( 2.5 \times 10^{14} \) W/cm\(^2\), and vary the central energy of the XUV pulse from 62.0 to 83.7 eV. The calculated \( |x_{2\text{SFA}}^2(\omega, I, \tau)|^2 \) are plotted in Fig. (c). The shape of each spectrum is the same, but the peak value and central photon energy are different because of the shift of the central photon energy of XUV pulse, which can be related to the photon-energy dependent transition dipole moment. We apply the central momentum approximation, i.e., \( d(\omega) \) is replaced by \( d(\omega_c) \), where \( \omega_c \) is the XUV central photon energy. The peak values of \( |x_{2\text{SFA}}^2(\omega, I, \tau)|^2 \) are plotted as a function of \( |d(\omega_c)| \) in Fig. (d). By fitting the curve to a power law, the power factor obtained is 1.45, which is close to 3/2, so we take \( \beta = 3/4 \). Using the same fitting procedure, we have checked that \( \alpha \) and \( \beta \) do not change much with the time delay \( \tau \).

2. Comparison of HHG streaking spectra by using hydrogenlike and Gaussian atoms

We use the same procedure to determine the \( \alpha \) and \( \beta \) factors in \( x_{3\text{SFA}}^2(\omega, I, \tau) \). By setting \( \tau = 0 \), the corresponding figures similar to Fig. (a) are shown in Fig. (2). The fitted power factors are 0.25 and 0.85, or about 1/4 and 4/5 from the figures. Thus \( \alpha = 1/8 \) and \( \beta = 2/5 \) in Eq. \( \text{(15)} \). We have also checked that these parameters do not change with \( \tau \). Thus we obtain

\[ x_{2\text{SFA}}^2(\omega, I, \tau) = N_{\text{SFA}}(I)^{1/8}W_2(\omega, \tau)|d_{\text{SFA}}^2(\omega)|^{3/4}, \]

and

\[ x_{3\text{SFA}}^2(\omega, I, \tau) = N_{\text{SFA}}(I)^{1/8}W_3(\omega, \tau)|d_{\text{SFA}}^2(\omega)|^{2/5}. \]

Eqs. \( \text{(17)} \) and \( \text{(18)} \) give the contribution of XUV pulse to the induced dipole in the presence of the IR laser in the strong-field approximation. Note that there is no re-emission of the XUV photon.
FIG. 3: Comparison of HHG streaking spectra simulated by the EQRS model using hydrogenlike (black full line) and Gaussian model (red dashed line) potential for Ne. The spectra are shown at three selected time delays: (a) 0 as, (b) -20 as, and (c) -40 as.

FIG. 4: The HHG streaking spectra calculated by four different methods: (a) SFA (black full line), (b) EQRS (red dashed line), (c) TDSE (blue dot-dashed line), and (d) QRS (green dotted line). Comparison of the spectra obtained by the four methods at time delays of (e) 0 as, (f) 20 as, (g) 40 as, and (h) 60 as.

where $\alpha = 0.7 I_p$, with $I_p$ being the ionization potential. We use the same IR and XUV parameters, and the same fitting method, the obtained $\alpha$ and $\beta$ factors are listed in Table I. One can see the $\alpha$ matches very well for the two different atomic systems while the $\beta$ values have some differences. Since ionization dominates the contribution to the transition dipole, the difference in $\beta$ will not much influence the final results of the induced dipole.

TABLE I: The fitted power factors, $\alpha$ and $\beta$, in $x_{2,3}(\omega, \tau)$ by using different atomic models

<table>
<thead>
<tr>
<th>Atomic system</th>
<th>$x_2^{SFA}(\omega, I, \tau)$</th>
<th>$x_3^{SFA}(\omega, I, \tau)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\alpha$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>Hydrogenlike</td>
<td>1/8</td>
<td>3/4</td>
</tr>
<tr>
<td>Gaussian</td>
<td>1/8</td>
<td>1/2</td>
</tr>
</tbody>
</table>

We consider a 5-fs, 800-nm IR laser with the CEP of 0, and peak intensity of $2.5 \times 10^{14}$ W/cm$^2$. This pulse alone can produce high-order harmonics with a cutoff photon energy at about 70 eV. This IR laser is used throughout the rest of this paper unless otherwise stated. We consider a transform-limited (TL) XUV pulse with duration of 200 as, central photon energy of 71.3 eV, and peak intensity of $5 \times 10^{16}$ W/cm$^2$. At three time delays of 0, -20, and -40 as, the modulated harmonic spectra calculated by using the EQRS model in Eq. (14) with two different atomic systems are shown in Fig. 3. Here the power spectrum is defined as proportional to $\omega |x_{2,3}^{EQRS}(\omega, I, \tau)|^2$ in accordance with the acceleration gauge. One can see that in the spectral region of 55 to 65 eV, the two atomic systems give essentially the same spectra, and between 65 to 85 eV, they differ at most by a factor of 2 while the modulated spectral structures remain identical. This demonstrates that the expressions of $x_{2,3}^{SFA}(\omega, I, \tau)$ in Eq. (13) are universal, and their dependence on the atomic system is quite weak.
B. Comparison of HHG streaking spectra with EQRS, SFA, and TDSE

We next take the same parameters as those in Fig. 4 and calculate the HHG streaking spectra by scanning the time delay from -0.5 fs to 0.5 fs using three methods: SFA, EQRS, and TDSE. The simulated results are shown in Fig. 5. In Figs. 5(a)-(c), all three methods show the modulation versus time delay with a period of about 58 as, which is equal to one optical cycle of the XUV pulse. We also show the HHG streaking spectra obtained directly from the QRS model in Fig. 5(d) to show the necessity of its extension. For the distributions of spectral intensity versus the time delay, the EQRS results are much closer to the TDSE ones in comparison with the SFA ones. The detailed comparison among the four models can be seen in Figs. 5(e)-(h) at four selected time delays. The EQRS can mostly reproduce the modulated HHG spectra by the TDSE over the interested spectral range. However, both the QRS and SFA fails in terms of the spectral shape and intensity. Here the TDSE results obtained under the SAE approximation with the model potential given in Ref. 57 are used to calibrate the EQRS model. The good agreement between them indeed shows the success of our approach for establishing the EQRS model. Note that we have checked that HHG time-frequency spectrogram of Neon in Ref. 13 can also be reproduced by using EQRS model. Compared to solving the TDSE, the computation time of the EQRS model is greatly reduced, and is nearly the same as the calculation time for SFA. Thus, the EQRS model can be used to simulate the HHG streaking spectra. On the other hand, the EQRS model can also be utilized to understand the generation mechanism of XUV-assisted HHG.

C. Interpretation of interference fringes in the HHG streaking spectra

In the HHG streaking spectra, some interference fringes are present as an example replotted in Fig. 5(a) by using EQRS model. A black vertical line is drawn to distinguish the regions of three kinds of interference fringe, and they are with different slopes and are labeled by a black line, a purple line, and a red line, respectively. The photon energy at the white line is 68.9 eV, in coincidence with the cutoff energy of HHG spectrum by the IR laser alone calculated by using $E_c = I_p + 3.17U_p$, where $I_p$ is the ionization potential and $U_p$ is the ponderomotive energy. To reveal the origin of interference fringes, we make some assumptions based on the EQRS model, in which the XUV pulse interferes with the harmonics by the IR laser. According to Eq. (11), the intensity of streaking spectra can be expressed as

$$S(\omega, \tau) = |x_{1}^{\text{QRS}}(\omega) + x_{2}^{\text{EQRS}}(\omega, \tau) + x_{3}^{\text{EQRS}}(\omega, \tau)|^2.$$  (20)

Since $x_{1}^{\text{QRS}}(\omega)$ is the induced dipole by IR laser and $x_{2}^{\text{QRS}}(\omega)$ and $x_{3}^{\text{QRS}}(\omega)$ are the major and minor contributions to the total induced dipole from the coupled XUV pulse with the IR laser, respectively, we have checked that amplitudes of $x_{1}^{\text{QRS}}(\omega)$ and $x_{2}^{\text{EQRS}}(\omega, \tau)$ are comparable in our simulations, and amplitude of $x_{3}^{\text{EQRS}}(\omega, \tau)$ is smaller compared to that of $x_{2}^{\text{EQRS}}(\omega, \tau)$, which can be neglected in the analysis. We thus have

$$S(\omega, \tau) \approx |A \exp[i\phi_1(\omega)] + A \exp[i\phi_2(\omega, \tau)]|^2,$$  (21)

where $\phi_1(\omega)$ is the spectral phase accumulated by the electron along “short” or “long” trajectory under the intense IR laser, and $\phi_2(\omega, \tau) = \omega \tau$ indicating the initial phase of the XUV pulse. Therefore, the modulation of the spectral intensity can be written as

$$S^{\text{mod}}(\omega, \tau) \approx A^2 \cos[\omega \tau - \phi_1(\omega)].$$  (22)

This equation tells that $\phi_1(\omega)$ can be extracted from the modulated spectra. So the fringes in the HHG streaking spectra reflect the interference between XUV pulse and different HHG pathways through the spectral phase. A time delay in photoemission can be defined as the group delay $t_{gr}$ from the derivative of the spectral phase, which is given by

$$\Delta G = \frac{d\phi_1(\omega)}{d\omega}.$$  (23)
We first extract the relative group delay from the HHG streaking spectra. As shown in Figs. 5(b) and (c), the peaks of intensity signals at different energies are connected by straight lines, which help to extract the relative group delays as

\[
\Delta G = \frac{\omega_1 \tau_1 - \omega_2 \tau_2}{\omega_1 - \omega_2},
\]

where \(\tau_1\) and \(\tau_2\) are the time delays where the peaks appear for \(\omega_1\) and \(\omega_2\), respectively. For the photon-energy region of 63.6-68.2 eV below the cutoff energy of \(E_c\), the relative group delay is \(\Delta G_{\text{below}} \approx 1.59\) fs or \(-0.60\) fs for the black line and the purple line, respectively. While \(\Delta G_{\text{above}} \approx 0.49\) fs for the photon energies of 72.9-77.5 eV above the cutoff energy.

We can also calculate \(d\phi_1/\omega\) in Eq. (23) by using the semi-classical three-step model. The electric field of the IR pulse (black line) is plotted in Fig. 5(d), and the harmonic emission times (red line) as a function of photon energy for both “short” and “long” trajectories are calculated by the classical model. For cutoff harmonics, “short” and “long” trajectories are merged. The spectral phase \(\phi_1(\omega)\) can be obtained as

\[
\phi_1(\omega) = \omega t_{\text{IR}},
\]

with \(t_{\text{IR}}\) being the harmonic emission time. For the photon energies of 63.3-68.2 eV, \(d\phi_1(\omega)/d\omega\) is 2.11 fs and \(-1.03\) fs for “short” and “long” trajectories, respectively, while it is 0.53 fs for cutoff harmonics in the photon-energy region of 72.9-77.5 eV.

From the agreement between \(\Delta G\) extracted from the HHG streaking spectra and \(d\phi_1(\omega)/d\omega\) calculated by the classical model, we can get the following conclusions. First, it confirms that the interference model based on the EQRS model is valid, in which the HHG streaking spectra are generated by the XUV pulse interferes with harmonics by the IR laser. Second, it can also be concluded that the strong (or weak) interference fringes indicated by the black line (or the purple line) in Fig. 5(a)] in the HHG streaking spectra are caused by the interference between the XUV pulse and “short”-trajectory (or “long”-trajectory) harmonics. For the interference fringes above the cutoff energy, they are due to the interference between the XUV pulse and cutoff harmonics. Third, the interference fringes may be used to reconstruct the time-frequency picture of harmonic emission [13].

D. Retrieval of the XUV pulse with the HHG streaking spectra by the EQRS model

1. Sensitivity of the HHG streaking spectra on the XUV spectral phase

The HHG streaking spectra may be used to retrieve the XUV pulse, or more specifically, its spectral phase. We first need to check whether they are sensitive to the spectral phase of the XUV pulse. In the frequency domain, the XUV pulse can be expressed as \(E_{\text{XUV}}(\omega) = U(\omega)e^{i\phi(\omega)}\), where \(U(\omega)\) is the spectral amplitude and \(\phi(\omega)\) is the spectral phase. We start with the same TL XUV pulse in Fig. 5. With the same \(U(\omega)\), the phase \(\phi(\omega)\) is given by \(\phi(\omega) = \frac{1}{2}(\omega - \omega_c)^2\), where \(\omega_c\) is the cen-
Input = 200 as Retrieval = 204 as
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FIG. 7: Characterization of three XUV pulses centered at 71.3 eV with a bandwidth of 9 eV. The GDD coefficients $\xi$ (in atomic units) of these XUV pulses are 0 (first row), -0.016 (second row), and -0.024 (third row), respectively. (a)-(c) The input modulated spectra simulated by the TDSE are treated as “experimental” data. (d)-(f) Comparison of the input and retrieved spectral phases. (g)-(i) Comparison of the input and retrieved XUV intensity profiles in time domain. (The black solid lines are the input data, while the red dash lines are retrieved results.) The spectral intensity $U(\omega)^2$ of the XUV pulse (blue dotted line) is assumed known, as shown in (d).

central photon energy and $\xi$ is the coefficient of the group delay dispersion (GDD). In the EQRS model, the term of $x_{1}^{\text{QRS}}(\omega)$ doesn’t depend on the XUV pulse, so we check XUV-dependent terms of $x_{2}^{\text{QRS}}(\omega, \tau) + x_{3}^{\text{QRS}}(\omega, \tau)$ for completeness. We choose four different values of $\xi$, and show the spectra of $|x_{2}^{\text{QRS}}(\omega, \tau) + x_{3}^{\text{QRS}}(\omega, \tau)|^2$ in Figs. 6(a)-(d) (the normalization factor is indicated in each frame). It can be clearly seen that the spectra are very sensitive to the spectral phase of XUV pulse. We further show the phase of $x_{2}^{\text{QRS}}(\omega, \tau) + x_{3}^{\text{QRS}}(\omega, \tau)$ in Fig. 6(e) when the time delay is set as zero. And the phase of XUV-dependent terms changes rapidly with the XUV phase. We then include term of $x_{1}^{\text{QRS}}(\omega)$, and check how the HHG streaking spectra varying with the XUV phase. In Fig. 6(f), the spectra are shown at zero time delay for four different XUV phases. The spectra change dramatically with the spectral phase. Similarly, as shown in Figs. 6(g) and (h), the intensity of harmonics at two energies show rapid modulations versus the time delay with the period of about 58 as of the XUV pulse. These strong dependence on the spectral phase of the XUV makes the harmonic streaking spectra as a good candidate for retrieving the XUV spectral phase.

2. Retrieval of the XUV pulse from the TDSE-based HHG streaking spectra

In the following we describe a general procedure for retrieving the spectral phase of the XUV pulse from the HHG streaking spectra. First, the XUV pulse and IR laser are characterized by a set of parameters $\{a_1, a_2, ..., a_n\}$. Second, for given ranges of photon energy and time delay, a fitness function is defined as

$$F\{a_i\} = \sum_{k,l} |S_0(\omega_k, \tau_l) - S_1(\omega_k, \tau_l)|^2 / N_k N_l,$$

where $S_0$ are the input spectrograms and $S_1$ are the simulated spectra with the EQRS model by using one set of $\{a_1, a_2, ..., a_n\}$. $N_k$ and $N_l$ are the number of data points for the photon energy and the time delay, respectively. Third, the multiple parameters can be searched and determined by minimizing $F\{a_i\}$.

The purpose of this work is to demonstrate the applicability of the HHG streaking spectra for characterizing the XUV pulse. Since the IR laser alone is strong enough to generate high harmonics, it can be characterized independently with the generated HHG spectra. And the
spectral intensity of XUV pulse can be easily measured with spectrometer. We assume that the IR laser and the spectral intensity of the XUV are known, and the spectral phase is characterized by the GDD coefficient $\xi$, i.e., the XUV pulse is characterized by a single parameter. For different values of $\xi$, the HHG streaking spectra calculated by using the TDSE are shown in Figs. 7(a)-(c). The spectrograms are significantly changed by varying the XUV spectral phase. These data are used as “input” data, or “experimental” data that we want to fit. We then search the optimized $\xi$ until $F(a_i)$ is minimized. In the retrieval procedure, we typically choose 100 points in the time delay and 300 points in the photon energy. The retrieved spectral phases are plotted (red dashed lines) in Figs. 7(d)-(f). For comparison, the input phases are also shown (black solid lines). To evaluate the accuracy of the retrieved results, we plot the XUV intensity profiles in time domain in Figs. 7(g)-(i). For the TL pulse, our method gives a pulse duration (FWHM) of 205 as in comparison with the input value of 200 as in Fig. 7(g). As the absolute values of $\xi$ are increased, the retrieved (input) durations are 293 (298) as and 409 (388) as in Figs. 7(h) and (i), respectively. All input XUV pulse durations can be successfully retrieved with a relative error less than 5%.

3. Retrieval of XUV pulses from macroscopic HHG streaking spectra

In the above retrieval procedure, the input data are taken from the single-atom response. In reality, the experimentally measured HHG spectra undergo change from the macroscopic phase-matching effects as the light emerges from the gas medium \cite{59,60}. Our retrieval method needs to be checked with experimental HHG streaking spectra which depend on the focusing conditions. Instead of accounting for good phase matching when the gas medium is placed after the laser focus by solving the three-dimensional Maxwell’s wave equation \cite{63}, an easier “shortcut” to get the same result is to average the single-atom complex harmonic amplitudes over a narrow intensity range. We have used such a simplified procedure by averaging over a range \{0.95$I_c$, 1.05$I_c$\} around the central intensity $I_c$, where $I_c$ = $2.5 \times 10^{14}$ W/cm$^2$. Note that the average was taken coherently and the XUV pulse was not varied since its Rayleigh length is much longer than IR laser. The resulting “experimental” streaking HHG spectra are shown in Fig. 8(a). For simplicity, the $S_1$ in Eq. (21) are still given by the single-atom spectra calculated with the EQRS model. With the known XUV spectral intensity and the IR laser of intensity $I_c$, we use the same single-parameter retrieval method to obtain the XUV spectral phase, and thus the XUV pulse. Using the retrieved XUV pulse, we can calculate the streaking spectra, as shown in Fig. 8(b) which compares nicely to the “input” one shown in Fig. 8(a). The retrieved XUV spectral phase and temporal intensity profile are plotted in Figs. 8(c) and (d), respectively. The retrieved pulse duration is 308 as, which compares well to the input value of 298 as. This shows that macroscopic propagation of the harmonic spectra do not alter the essential features in the single-atom HHG streaking spectra.

IV. CONCLUSIONS

In summary, we have established an extended quantitative rescattering (EQRS) model to accurately and efficiently simulate the HHG streaking spectra generated by the combination of a linearly polarized weak XUV pulse with an intense IR laser. In this model, the induced dipole caused by the IR laser alone can be calculated by using the standard QRS model while the time-delay dependent IR-XUV coupling terms can be corrected by considering the contributions from the IR-laser ionization and the bound-continuum transition. The consistence of this model has been checked by treating the target atom as a hydrogenlike or a Gaussian atom in the SFA. The EQRS model has also been calibrated by comparing with the results obtained from the TDSE solutions. Next we have uncovered the physical mechanism of the fringes in the HHG streaking spectra, which are caused by the interference between the XUV pulse and harmonics by IR laser. The harmonics generated by the “short” or “long” electron trajectory or above the cutoff are responsible for interference fringes with the different slopes. Then we have examined that the HHG streaking spectra are sensitive to the XUV spectral phase, thus nicely forms the basis for the retrieval. Finally, we have demonstrated
that spectral phase of the XUV pulse can be retrieved with the present method by using “input” HHG spectra generated from solving the TDSE and the result remains the same even if the phase matching in the macroscopic gas medium is included.

In this work, the central photon energy of XUV pulse is only chosen to be far from the ionization threshold of target atom and the pulse duration about few hundreds of attoseconds. The applicability of EQRS model needs to be further checked for a wide parameter range of target atom and the pulse duration about few hundreds of attoseconds.

In the present retrieval, we simulated the case where there is only one unknown parameter. If multiple parameters are required to characterize both the XUV pulse and IR laser, optimization algorithms \[22, 23\] should be applied to speed up the process for searching optimal parameters. In addition, the retrieval of a broadband soft X-ray IAP generated with mid-IR lasers is also appealing and the capability of present retrieval method will be explored in the future.
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