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Cluster states are useful in many quantum information processing applications. In particular,
universal measurement-based quantum computation (MBQC) utilizes 2D cluster states [1], and
topologically fault-tolerant MBQC requires cluster states with three or higher dimensions [2]. This
work proposes a protocol to deterministically generate multi-dimensional photonic cluster states
using a single atom-cavity system and time-delay feedback. The dimensionality of the cluster state
increases linearly with the number of time-delay feedback. We firstly give a diagrammatic derivation
of the tensor network states, which is valuable in simulating matrix product states (MPS) and pro-
jected entangled pair states (PEPS) generated from sequential photons. Our method also provides
a simple way to bridge and analyze the experimental imperfections and the logical errors of the
generated states. In this method, we analyze the generated cluster states under realistic experi-
mental conditions and address both one-qubit and two-qubit errors. Through numerical simulation,
we observe an optimal atom-cavity cooperativity for the fidelity of the generated states, which is
surprising given the prevailing assumption that higher cooperativity systems are inherently better
for photonic applications.

I. INTRODUCTION

Cluster states are highly entangled multi-qubit states
that play a significant role in quantum communication
and quantum computation [3]. They provide entangle-
ment resources for multi-qubit quantum teleportation
and super-dense coding [4, 5], in addition to applica-
tions in quantum error correction [6, 7] and quantum
metrology [8, 9]. Cluster states also enable universal
measurement-based quantum computation [1, 10]. How-
ever, only cluster states of two dimensions or higher carry
such universality, and topologically fault-tolerant cluster
state quantum computation requires at least three di-
mensions [2]. Therefore, there is a need to develop new
methods to generate multi-dimensional cluster states [11–
16].

Among various quantum platforms, photons are con-
sidered ideal candidates for implementing cluster states
because of their pristine coherence properties and pre-
cise single-qubit control. One method to obtain a scal-
able 1D cluster state is by generating entangled photons
from a quantum emitter [17, 18]. However, the extension
of this approach to higher dimensions requires entangled
quantum emitters, which is significantly more challeng-
ing [14, 19]. Recently, Pichler and colleagues proposed an
alternative approach to achieve 2D cluster states by feed-
ing back the generated photons to the quantum emitter
[12]. However, expanding this method to three dimen-
sions or higher, which is essential for fault tolerance [2],
remains unsolved.
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We propose a protocol to generate higher-dimensional
photonic cluster states using a single cavity-coupled atom
combined with time-delay feedback. We exploit the atom
as an ancilla that applies sequential quantum gates on
photons and effectively entangles them. By looping pho-
tons back to the cavity multiple times, we can extend the
cluster state’s dimensionality to an arbitrary size. Fur-
thermore, we firstly give a diagrammatic derivation of the
tensor network states, which is valuable in simulating ma-
trix product states (MPS) and projected entangled pair
states (PEPS) generated from sequential photons. Our
method also provides a simple way to bridge and analyze
the experimental imperfections and the logical errors of
the generated states. In this method, we analyze the
generated three-dimensional cluster states under realis-
tic experimental conditions and address both one-qubit
and two-qubit errors. We observe a surprising behavior
in the fidelity of generated states versus the atom-cavity
cooperativity. It also shows that our approach can gener-
ate cluster states with nearly unity fidelity using a chiral
coupling atom-cavity system.

II. PROTOCOL

We first consider how to generate 3D cluster states
and then generalize to higher dimensions. A 3D cluster
state can be defined on a 3D lattice, in which the nodes
represent qubits (i.e., photons in this case), and the edges
represent the entanglement between photons. Figure 1a
shows a cluster state on a cuboid lattice with dimensions
of N×M×L. We can give each photon inside the lattice a
unique coordinate (n,m, l) in terms of its row (n), column
(m), and layer (l) position, and label it (k) using the
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FIG. 1. (Color online) (a) The schematic of a 3D cluster state
on a cuboid lattice with dimensions N ×M × L. Each node
represents a photon, while the edges between nodes represent
entanglement. The entanglement of photon k with its nearest
neighbors k− 1, k−N , and k−MN define the system’s unit
cell. (b) By rearranging the 3D lattice into a linear chain,
photon k of the unit cell is entangled with one nearest neigh-
bor photon k−1, and two non-nearest neighbor photons k−N
and k −MN .

following formula:

k = (l − 1)MN + (m− 1)N + n .

Based on this system, the entanglement of photon k with
its nearest neighbors, k−1, k−N , and k−MN , describes
the unit cell of the 3D lattice.

Photons are flying qubits, therefore a fixed 3D lattice
structure is not convenient for generating a photon-based
3D cluster state. As an alternative, we can rearrange the
lattice as a linear chain. To form a linear chain from
the 3D lattice, we list the photons sequentially by their
label k (Figure 1b). The photons then feature a com-
bination of both nearest and non-nearest neighbor en-
tanglement within the chain. For example, as Figure 1b
shows, photon k of the unit cell is entangled with one
nearest neighbor photon k − 1, but now photons k − N
and k −MN correspond to two non-nearest neighbors.
However, generating this entanglement between nearest
and non-nearest neighbors in the linear photon sequence
is a challenge, particularly given that photons cannot di-
rectly interact with each other.

One way to generate nearest-neighbor entanglement
between photons is through sequential interactions with
an ancilla (i.e. an atomic qubit). Figure 2a shows how

an ancilla can generate a 1D cluster between a sequence
of periodically spaced photons with an equal delay time
Tcycle (one clock cycle). The photons, represented by
blue circles, propagate from right to left and are suffi-
ciently separated to ensure they interact with the ancilla
individually and sequentially. We initialize each photon
to the state |+〉 = 1√

2
(|0〉+ |1〉), where |0〉 and |1〉 are the

computational basis. We assume that the ancilla applies
a controlled phase flip (CPHASE) gate to each photon,
which entangles the photon with the ancilla (later we
will describe a specific way to implement this gate using
a single atom-cavity system). We then follow this process
with Hadamard gates, as shown in Figure 2b. When the
CPHASE and Hadamard gates are applied sequentially
in this manner to photons k and k + 1, they generate
an effective CPHASE gate between the two photons (see
Appendix A). By iterating this process for each cycle of
the experiment for all photons in the linear sequence, we
can generate a 1D cluster state, as previously shown by
Lindner and Rudolph [17].

Generating non-nearest neighbor entanglement be-
tween photons requires time-delay feedback. Figures 2c
and 2d show how to implement interaction between two
photons k and k−N . A mirror reflects photon k−N back
to the ancilla with a delay NTcycle. The ancilla subse-
quently applies a CPHASE gate to photon k−N and then
photon k. After this, a Hadamard gate on photon k and
the ancilla effectively swap their states, which generates
the non-nearest neighbor entanglement between photons
k and k −N and prepares the system for the next clock
cycle (see Appendix A). Applying this to all photons in
the chain generates a 2D cluster state.
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FIG. 2. (Color online) (a) The schematic diagram shows a
system involving a stationary ancilla and a sequence of pho-
tons. Photons interact with the ancilla one at a time inside
the box, corresponding to each process cycle. (b) The quan-
tum circuit for generating nearest neighbor entanglement be-
tween photons. The vertical lines stand for CPHASE gates,
and the squares labeled H stand for Hadamard gates. (c) The
schematic diagram for generating non-nearest neighbor entan-
glement involving a stationary ancilla, a sequence of photons,
and one time-delay photon feedback. In an actual experiment,
photons k −N and k are separated in time and sequentially
interact with the ancilla during one cycle. (d) The quantum
circuit for entangling photons k −N and k.
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FIG. 3. (Color online) (a) The diagram for generating 3D
cluster states involving a stationary ancilla, a sequence of in-
jected photons, and two time-delay feedbacks. In an actual
experiment, photons k−MN , k−N , and k are separated in
time and sequentially interact with the ancilla during one cy-
cle. (b) The quantum circuit for entangling photons k−MN ,
k − N , and k. (c) An example of the helical entanglement
of a 3D cluster state, where boundary photons (N,M, l) and
(1, 1, l + 1) are entangled. (d) The schematic diagram for gen-
erating d-dimensional cluster states using (d − 1) time-delay
feedbacks.

Now that we have a way to generate both nearest
and non-nearest neighbor interactions, we can combine
them to form multi-dimensional cluster states. Fig-
ure 3a shows how to do this for the case of a 3D cluster
state, which requires two non-nearest neighbor interac-
tions, therefore two time-delay feedbacks. The first mir-
ror delays a photon for NTcycle and the second delays
for (MN −N)Tcycle, which allows the ancilla to apply
a CPHASE gate to photons k −MN , k − N , and k se-
quentially. The protocol is actually agnostic to the order
with which the CPHASE gates are applied, but we as-
sume this particular order for concreteness. After the
CPHASE gates, we apply a Hadamard gate on photon
k and the ancilla, which realizes the quantum circuit in
Figure 3b. Iterating this circuit sequentially over each
cycle for all the photons yields a 3D cluster state.

The procedure outlined above generates a cluster state
that is slightly different from the one illustrated in Fig-
ure 1a. The interior of the cluster state is identical, but
the edge produces a more complicated boundary condi-
tion as shown in Figure 3c. Photon (N,M, l), which is
on the lattice boundary, is also entangled with photon
(1, 1, l + 1), because these two photons are next to each
other in the rearranged linear chain. Therefore, the re-
sulting cluster state features helical connectivity, as was
the case for the 2D cluster state proposed by Pichler et
al. [12], but now extended to a higher dimension. Note
also that the elementary cell in the fault-tolerant cluster
states is not a primitive cubic as shown in Figure 1a [2],
but we can obtain it by measuring and eliminating the

extra qubits after the generation process.
The extension to even higher dimensions follows anal-

ogously. Each dimension requires an additional non-
nearest neighbor connection, which necessitates another
time-delay feedback. As illustrated in Figure 3d for gen-
erating d-dimensional cluster states, we use (d− 1) mir-
rors to implement (d − 1) time-delay feedbacks. There-
fore, the protocol is efficient in the sense that increasing
the dimensions results in only a linear increase in the
number of time-delay feedback.

III. PHYSICAL IMPLEMENTATION

The previous section provides an abstract outline of the
protocol of generating multi-dimensional cluster states.
Here we describe a method to implement this concept
based on photonics and cavity quantum electrodynam-
ics. We consider the specific case where the ancilla is
composed of an atomic spin qubit coupled to an opti-
cal single-sided cavity, as illustrated in Figure 4a. These
systems are already known to generate CPHASE gates
between the atomic and photonic qubits using cavity-
mediated interactions, as proposed theoretically [20] and
realized experimentally using numerous atomic systems,
including quantum dots [21–24], atoms [25, 26], and color
centers in diamond [27].

We consider an atom in a cavity where an external
magnetic field is applied in a direction parallel to its
cross-plane. Figure 4b illustrates this specific atomic-
level structure. The atomic spin qubit possesses two
ground states (|↑〉 , |↓〉) and two excited states (|⇑〉 , |⇓〉),
where the quantization axis is along the direction of the
magnetic field. The atom features four optical transi-
tions. The vertical transitions couple to a linearly polar-
ized photon whose polarization is parallel to the quan-
tization axis; the cross transitions couple to a linearly
polarized photon whose polarization is perpendicular to
the quantization axis [28]. We assume the cavity only
supports one linearly polarized mode that enables the
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FIG. 4. (Color online) (a) The schematic implementation of
the CPHASE gate achieved by reflecting a photon from the
single-side cavity containing an atomic qubit coupled single-
side cavity. (b) The atomic-level structure of the cavity-
coupled atomic qubit, which features four optical transitions.
V(H) means the vertical(horizontal) polarization of light.
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vertical transitions. We define this polarization direction
as the vertical (V) polarization and its orthogonal direc-
tion as the horizontal (H).

When the probe beam (external photon) is in the hori-
zontal polarization, it will reflect off a mirror and acquire
no phase shift. When the probe beam is in the verti-
cal polarization, the reflection coefficient of the cavity is
given by [29] (see Appendix B)

r↑,↓ =
g2 − γ

2

[
i∆↑,↓ + κ

2

]
g2 + γ

2

[
i∆↑,↓ + κ

2

] , (1)

where ∆↑,↓ is the frequency detuning between the photon
and atomic transition; g, κ, and γ are the atom-cavity
coupling strength, atom dipole decay rate, and cavity
decay rate, respectively. We assume the spin-up tran-
sition is on-resonant with the frequency of the photon
(∆↑ = 0), therefore the spin-down transition frequency
detunes ∆↓ from the photon frequency by the Zeeman
splitting. When the spin is in state |↑〉, the reflection

coefficient r↑ =
C↑−1
C↑+1 where we define C↑ = 4g2

γκ as the

on-resonant atom-cavity cooperativity. When the spin is

in state |↓〉, the reflection coefficient r↓ =
C↓−1
C↓+1 where we

define C↓ = 4g2

γ(κ+i2∆↓)
as the off-resonant cooperativity.

In the limit of high on-resonant cooperativity (C↑ � 1)

and large detuning
(

∆↓ � κC↑
2

)
, the two reflection co-

efficients approach r↑ = 1 and r↓ = −1, repectively. We
define the state of the incident photon as |H〉 ≡ |0〉p
for a horizontally polarized photon and |V 〉 ≡ |1〉p for a
vertically polarized photon. We similarly label the spin
states as |↑〉 ≡ |0〉A and |↓〉 ≡ |1〉A. The state of the to-
tal system, denoted as |ψ〉 = |x〉p ⊗ |y〉A where x and y
are the qubit states of the photon and spin respectively,
transforms according to the following operator

URF =

1 0 0 0
0 1 0 0
0 0 r↑ 0
0 0 0 r↓

 . (2)

The reflection of the photon from the cavity applies a
CPHASE gate between the photon and atomic qubit.

Figure 5a shows how we can physically implement the
time-delay feedback required to generate a 3D cluster
state. The two time-delay feedback loops consist of two
delay lines (delay line 1 and 2) and two fast optical
switches (switch 1 and 2) that can be rapidly changed
to either reflect or transmit photons. We insert a λ

4 -
waveplate into delay line 2 to rotate the polarization of
the photons. We also insert a switch in the input/output
port of the system to direct the input photons toward the
cavity and couple the photons leaving the cavity with the
output port. We denote the time delay between sequen-
tially injected photons as Tcycle. To generate a 3D cluster
state with a dimension of N ×M × L, we set the delay
of line 1 as

(
MN −N − 1

3

)
Tcycle and that of line 2 as(

N − 1
3

)
Tcycle. We define the time delay between switch
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FIG. 5. (Color online) (a) The physical setup for generating
a 3D cluster state. At the kth cycle, photons k −MN , k −
N , and k sequentially reflect off the cavity. (b) Schematic
diagrams showing how the two switchable mirrors flip their
states between reflective and transmissive during a photon
injection period (Tcycle). The arrows indicate the time points
when photons reach the switches. (c) A diagram showing the
sequence of pulses reaching the cavity during Tcycle.

1 and the cavity as τ1, the delay between switch 1 and
switch 2 as τ2, in which τ1, τ2 � Tcycle.

Figure 5b shows how we set the reflection and trans-
mission states of switch 1 and switch 2 as a function
of time relative to the beginning of the kth cycle, de-
noted as t = 0. We divide the clock cycle Tcycle into
three sections corresponding to the propagating periods
of photons k − MN , k − N , and k, respectively. The
arrows denote the timings when a photon arrives at each
switch, either in the forward direction to the cavity or
in the backward direction after reflecting from the cav-
ity. The timings are selected such that photon k −MN
first interacts with the cavity and leaves the system, then
photon k − N reflects off of the cavity and is injected
into delay line 1, then photon k reflects off of the cav-
ity and is injected into delay line 2. These steps im-
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plement the CPHASE gates between the photons and
the ancilla shown in the quantum circuit in Figure 3b.
Then, in delay line 2, photon k passes through the λ

4 -
waveplate, reflects off a mirror and passes through the
waveplate again, which realizes an effective π

2 rotation,
thus performing a Hadamard gate on the photon polar-
ization [30]. Finally, we perform a Hadamard gate on
the atomic qubit using an ultrafast optical Raman con-
trol pulse of π

2 rotation [28, 31], as shown in the timing
diagram in Figure 5c, in which the π

2 -pulse arrives at the
cavity after the sequential reflections of photons k−MN ,
k −N , and k in the cycle.

For the first few photons 1 through MN , either delay
line 1 or delay line 2 may not contain any photons. How-
ever, the procedure still works and does not need to be
modified in this initial phase. For photons 1 through N ,
both delay lines are empty, so these photons will reflect
off the cavity sequentially and build an initial 1D clus-
ter state. Photons N+1 through MN will then entangle
with the returning photons from delay line 2, but no pho-
ton will leave from delay line 1. Therefore, these photons
will build the initial 2D cluster state that forms the first
layer of the 3D cluster state. The remaining photons will
then build the additional layers required to form the 3D
lattice. Note also that the number of injected photons
increases by one on-demand such that its last layer can
be partially filled.

To extend to higher dimensions, we can add more time-
delay feedback loops, as shown in Figure 6a. The system
consists of (d− 1) time-delay feedback loops. We set the

delay time of line m as
(∏m

l=1Nl −
∏m−1
l=1 Nl − 1

d

)
Tcycle,

where Nl is the length of the lth dimension of the cluster
state. Figure 6b shows the timing diagram for switch m
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FIG. 6. (Color online) (a) The physical setup for generating
a d-dimensional cluster state. (b) The schematic diagram for
the state of switch m.

during a full cycle of duration Tcycle. The timing diagram
is an extension of Figure 5b but now compatible with
more feedback loops.

IV. ANALYSIS

To analyze the performance of the protocol, we utilize
a tensor network formalism [32]. A tensor network for-
malism can efficiently represent a cluster state by several
connected tensors equal to the number of photons. Ad-
ditionally, the tensor network allows us to calculate the
fidelity of the practically implemented cluster state com-
pared to its theoretical prediction by drawing diagrams
that make the calculation more visual and straightfor-
ward than the traditional linear algebra method. This
section first provides a diagrammatic derivation of the
tensor network representation of the multi-dimensional
cluster state. Our derivation is not limited to analyzing
the cluster state but is valuable on a broader scenario
of simulating matrix product states (MPS) [33] and pro-
jected entangled pair states (PEPS) [34] generated by
sequential photons [14, 35–38].

Figure 7 illustrates the tensor network representation
for a 1D cluster state, which we consider first before ex-
tending to higher dimensions. In 1D cluster states, pho-
ton k is connected to two photons, k− 1 and k+ 1. Fig-
ure 7a shows the tensor network diagram where the pho-
tons’ states and the two-qubit gates each have a tensor
representation. The blue circles are rank-1 tensors rep-
resenting initially unentangled photons in state |+〉. The
boxes labeled CPHASE are rank-4 tensors representing
CPHASE gates. The lines emerging from the blue circles
and boxes represent the indices of the tensors. Each rect-
angle box has four lines, two pointing upward and two
downward. The upward lines represent the gates two
ingoing qubit bases, and the downward lines represent
the two outgoing qubit bases. The lines connecting the
circles and boxes represent the application of CPHASE
gates between two photons. The uncontracted downward
lines represent the qubit bases for photons of the gener-
ated cluster state.

In canonical tensor network state representations such
as MPS and PEPS, each tensor represents one qubit,
which may have multiple contracted indices but only one
uncontracted index. However, the diagram in Figure 7a
features more tensors than qubits in the system, which
needs to be simplified. We first decompose the CPHASE
tensor into two rank-3 tensors using singular value de-
composition (see Appendix C). Figure 7b shows the di-
agram after the decomposition. The yellow and green
squares represent the two tensors decomposed from the
CPHASE tensors, consisting of two vertical lines and one
horizontal line. Unlike the CPHASE tensors, the yellow
and green tensors operate on one photon. We can then
contract tensors for a photon along its vertical line (see
the dashed box in Figure 7b), which allows us to obtain a
new rank-3 tensor (see the solid box in Figure 7b). This



6

! !!"!"" !!#!"#

!!"!!!"!!"!!!"

!"#$%&

!"#$%&

!"#$%&

!"#$%&

(a) (b)

(c)

FIG. 7. (Color online) (a) The tensor network diagram that
produces a 1D cluster state. (b) The diagram after decom-
posing the CPHASE tensors in (a) into two rank-3 tensors
represented by the yellow and green squares, which are then
combined with the circle tensor to form a new rank-3 tensor.
(c) Applying the tensor contraction process shown in (b) for
all photons allows us to derive the simplified tensor network
representing a 1D cluster state.

rank-3 tensor has one uncontracted index representing
the qubit basis and two contracted indices representing
entanglement with its neighbors. Applying this tensor
contraction process for all photons results in the canon-
ical tensor network diagram of the 1D cluster state, as
shown in Figure 7c.

Figure 8 shows how we extend the tensor network rep-
resentation to a 3D cluster state. In three dimensions, a
photon connects to six photons. Figure 8a shows how we
build those connections in our protocol using two time-
delay feedbacks. To simplify the tensor network, we again
decompose the CPHASE tensors into two rank-3 tensors
each (green and yellow squares) to obtain the new di-
agram, as shown in Figure 8b. Contracting the tensors
along the vertical line for a photon then results in a rank-
7 tensor. This tensor consists of one uncontracted index
representing the basis of a qubit and six contracted in-
dices representing entanglement with its neighbors. Ap-
plying this tensor contraction process for all photons re-
sults in the tensor network diagram of the 3D cluster
state, as shown in Figure 8c.

We can easily extend this derivation to higher d-
dimensional cluster states. For each additional dimen-
sion, we add two more square tensors to the contrac-
tion sequence. Finally, we obtain a rank 2d + 1 tensor
that features a single uncontracted index representing the
qubit basis and 2d contracted indices representing entan-
glement with its neighbors. The resulting tensor network
representation for the d-dimensional cluster state consists
of these contracted tensors in a d-dimensional superlat-
tice.

The previous derivation assumes ideal CPHASE gates,
a bad assumption in a realistic system. In the real phys-
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FIG. 8. (Color online) (a) The tensor network diagram that
entangles photon k with its neighbors in the 3D cluster state.
(b) The diagram after decomposing the CPHASE tensors in
(a) into two rank-3 tensors represented by yellow and green
squares, which can then be combined with the circle tensor
into a rank-7 tensor. (c) Applying the tensor contraction
process shown in (b) for all photons allows us to derive the
simplified tensor network representing a 3D cluster state.

ical implementation, we carry out the spin-photon gate
by a reflection operation URF as shown in Eq. 2. Because
of finite cooperativity and detuning, this reflection oper-
ation will lead to an imperfect CPHASE gate. However,
we can also incorporate URF in the tensor network for-
malism. In Appendix D, we show how to transfer the im-
perfection of URF to the photon-photon CPHASE gate.
The imperfect CPHASE gate can still be represented by a
rank-4 tensor that can be converted to a canonical repre-
sentation using the decomposition illustrated in Figure 8.

Having incorporated imperfect CPHASE gates into the
tensor network formalism, we can calculate the fidelity
(F0), which serves as the merit for the protocol’s perfor-
mance. We define this fidelity as

F0 =
|〈ΨC |ΦC〉|2

〈ΦC |ΦC〉
, (3)

where |ΨC〉 is the ideal cluster state, and |ΦC〉 is
the unnormalized output state generated by imperfect
CPHASE gates. Using the decomposition described in
the previous paragraph, we can represent these two states
by tensor networks and calculate the inner product of
the two states by numerically contracting the networks.
To perform this calculation, we used the ITensor library
software [39].

The previous definition of fidelity does not account for
spin decoherence, which arises from the spin’s interaction
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with its nearby spins [40, 41]. We can model this de-
coherence process as a quantum phase-flip channel that

randomly flips the spins phase with a probability of
Tcycle

T2

in one cycle, where T2 is the characteristic spin dephasing
time [42]. This phase-flip error is equivalent to flipping
the phase of the next injected photon which transforms
the cluster state into another state that resides in an or-
thogonal subspace [10, 17]. Thus the spin decoherence
decreases the fidelity of the cluster state by a factor of(

1− Tcycle

T2

)
in one cycle.

In addition to decoherence, our fidelity definition must
also consider the error of imperfect spin rotation. Simi-
larly, we can model the imperfect spin rotation as a quan-
tum depolarization channel on the next injected photon
which occurs at the rate p and decreases the fidelity by(
1− p

2

)
[42]. By combining the spin dephasing and im-

perfect spin rotation, the total spin errors decrease the

fidelity by a factor of α =
(
1− p

2

) (
1− Tcycle

T2

)
in one

photon injection period. Therefore, we obtain a revised
fidelity (F1) of

F1 = αN · F0 , (4)

where N is the number of photons in the cluster state.
Photon loss is another source of error that decreases

the generation rate of cluster states. However, this er-
ror can be easily detected by comparing the number of
photons that enter and leave the system. To estimate
photon loss, we define the probability of collecting all
the photons after one run of the protocol as the success
probability (P), which can be calculated by

P = ηN · 〈ΦC |ΦC〉 , (5)

where η is the detection efficiency that accounts for state-
independent loss, and |ΦC〉 is the unnormalized output
state accounting for the loss from finite cooperativity.

V. SIMULATION

To analyze the protocol’s performance under realistic
experimental conditions, we consider the physical imple-
mentation of a spin qubit based on an electron charged
quantum dot in a nano-cavity [22, 31, 43, 44]. This
system implements the spin-photon CPHASE gate mod-
eled by URF in Eq. 2. The two spin-dependent reflec-

tion coefficients are calculated as r↑,↓ =
C↑,↓−1
C↑,↓+1 , where

C↑ = 4g2

γκ is the on-resonant atom-cavity cooperativ-

ity, and C↓ = 4g2

γ(κ+i2∆↓)
is the off-resonant cooperativ-

ity. g is the quantum dot-cavity coupling strength, κ
is the trion state dipole decay rate, γ is the cavity de-
cay rate, and ∆↓ is the detuning frequency between the
spin-down state transition and the cavity mode. The de-
tuning is determined by an applied magnetic field (B)
as ∆↓ = (ge + gh)µBB/~, where ge and gh are Lande
factors for the electron and hole, respectively; µB is the

Bohr magneton. Based on previous experimental mea-
surements, we select the following values for the system’s
parameters: ge = 0.43, gh = 0.21, g/2π = 10 GHz,
κ/2π = 0.3 GHz, γ/2π = 40 GHz [22]. We also choose
a spin rotation fidelity of 98% and a spin characteristic
dephasing time of T2 = 2 µs [45, 46]. With these param-
eters, we can calculate the fidelity of the generated state
under realistic experimental conditions.

We begin with the simplest 3D cluster state with a
dimension of 2× 2×L, where L can extend to any num-
ber because evaluating the contraction of two 3D tensor
network states with dimensions of N ×M × L only re-
quires storing an N ×M tensor network in memory [32].
Figure 9a shows the fidelity as a function of the cluster
states photon number with the applied magnetic field set
to B = 12 T. We find that fidelity decreases with increas-
ing photons, mainly due to the imperfect spin-photon
CPHASE gates. By fitting the data with an exponential
function, we see a scaling factor of the fidelity (β) of 0.97
per photon of the cluster states

(
F1 ∼ βK

)
, where K is

the photon number of the cluster state. Figure 9b plots
the success probability as a function of the photon num-
ber for the same cluster state as in Figure 9a, in which
we assume a detection efficiency of η = 0.8 [47]. Using
this result, we can estimate the generation rate of the
cluster state. For example, the success probability of an
8-photon cluster state is 0.103. If we set the photon in-

10 12 14 16 18 20
Photon number

0.60

0.65

0.70

0.75

0.80

0.85

Fi
de

lit
y

Stack size
2×2
2×3
2×4
2×5

3×2
3×3
4×2

(a) (b)

(c)

FIG. 9. (Color online) (a) The fidelity as a function of the
photon number for a 3D cluster state with a 2×2 stack, which
forms the N ×M layer for a 3D lattice with dimensions of
N ×M × L. (b) The success probability as a function of the
photon number for the same 3D cluster state. (c) Fidelity as
a function of photon number for several different stack sizes.
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jection period as Tcycle = 5 ns, the system can output one
state every 40 ns, which successfully generates the cluster
state at a rate of 2.6× 106 per second.

Having shown the fidelity of the simplest 3D cluster
states in a 2×2×L lattice that features a 2×2 stack, we
investigate the fidelity for a larger stack size. Figure 9c
shows the fidelity as a function of the photon number for
different stacks. We find that cluster states on a smaller
stack have lower fidelity than those made from larger
stacks. This observation is due to the increased num-
ber of photons built up in the third dimension, which
increases the number of imperfect entanglements. Fur-
thermore, the fidelities of the N ×M and M ×N stacks
are not equivalent. This asymmetric fidelity is due to the
helical boundary condition of the photonic cluster states
(see Section II). However, we fit an exponential function
to these results from the different stack sizes and find
that all feature a scaling factor (β) of 0.97 per photon.
Therefore, the stack dimension only affects the fidelity
of the first few photons and does not affect the scaling
behavior of the fidelity.

The cavity cooperativity determines the interaction
strength between the photon and the quantum dot, im-
pacting the fidelity of the output states. Therefore, we
investigate the fidelity under different resonant cooper-
ativity C↑ and magnetic field B. These two param-
eters uniquely determine the off-resonant cooperativity
C↓. Figure 10 shows the scaling factor (β) of the fidelity
as a function of the cooperativity C↑ and magnetic field
B. The scaling factor is calculated by curve fitting of the
fidelity as a function of photon number for the 3D clus-
ter states with the stack of 2 × 2. The fidelity increases
with the strength of the magnetic field. Additionally,
we find an optimal cooperativity for each magnetic field
value to maximize the output state’s fidelity. This be-
havior is surprising given the prevailing assumption that
higher cooperativity atom-cavity systems are inherently
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FIG. 10. (Color online) The scaling factor (β) of the fidelity
as a function of the resonant cooperativity and magnetic field
for a 3D cluster state.

better for single-photon entanglement applications. This
counter-intuitive behavior arises because at a fixed mag-
netic field, if the resonant cooperativity C↑ is too low,
the photon does not interact with the atom. However,
if C↑ is too high, the off-resonant C↓ cooperativity will

also increase, according to the relation C↓ =
C↑

1+i2∆z/κ
,

exceeding the requirement for a high-quality CPHASE
gate (C↓ � 1), thus decreasing the fidelity.

VI. CHIRAL COUPLING

The previous analysis shows that high fidelity cluster
states require extremely high magnetic fields since both
spin-up and spin-down states couple to the same cavity
mode. However, it is impractical to apply such a high
magnetic field because increasing the magnetic field will
decrease the relaxing time of the spin in the quantum
dot [48]. Here, we analyze a potentially better approach
based on chiral coupling [49], as described below. This
approach eliminates the tradeoff, enabling high fidelities
even with no Zeeman splitting.

Figure 11a illustrates the specific atomic-level struc-
ture we consider. The atomic qubit possesses two ground
states (|↑〉 , |↓〉) and two excited states (|⇑〉 , |⇓〉), where
the spin quantization axis is along the longitudinal di-
rection of the cavity. We assume the cavity has two de-
generate modes whose electric field is circularly polarized
at the location of the spin-qubit. This condition creates
the chiral coupling, where the spin-down state only cou-
ples to the left-handed circularly polarized mode while
the spin-up state only couples to the right-handed circu-
larly polarized mode [50–52]. Due to this selection rule,
a reflected photon will acquire a phase depending on its
polarization and the spin state. The reflection coefficient
of the cavity is given by (see Appendix B)

r =
g2 − γ

2

[
i∆s + κ

2

]
g2 + γ

2

[
i∆s + κ

2

] , (6)

where ∆s is the frequency detuning between the photon
and atomic transition; g, κ, and γ are the atom-cavity
coupling strength, atom dipole decay rate, and cavity de-
cay rate, respectively. When the atom does not couple
to the polarized photon (g = 0), the reflection coefficient
r0 equals −1. When the atom couples to the polarized
photon, the reflection coefficient strongly depends on the
detuning. We can choose ∆s = κ

2

√
C2 − 1 to make the

reflection with a phase shift of π
2 . The reflection coef-

ficient is given by r1 = −i
√

C−1
C+1 where C = 4g2

γκ is

the atom-cavity cooperativity. In the high cooperativ-
ity limit (C � 1), the reflection coefficient r1 = −i. We
define the state of the incident photon as |L〉 = |0〉p for

a left circularly polarized photon and |R〉 = |1〉p for a
right circularly polarized photon. We similarly label the
spin states as |↑〉 ≡ |0〉A and |↓〉 ≡ |1〉A. The state of the
total system, denoted as |ψ〉 = |x〉p⊗|y〉A where x and y
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FIG. 11. (Color online) (a) The level structures of a cavity-
coupled atomic qubit in chiral coupling. LCP/RCP means
left/right-handed circularly polarized light. (b) Contour plots
showing the scaling factor (β) of the fidelity as a function of
the cooperativity and spin error. (c) The fidelity as a function
of the photon number in cluster states with cooperativity C =
100, spin rotation error p = 0.001, and dephasing time T2 =
5 µs.

are the qubit states of the photon and spin respectively,
transforms according to the following operator

UCR =

r1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 r1

 . (7)

This transformation is not a CPHASE gate but can eas-
ily be transformed into one by applying phase shifts
to the spin and photon given by the phase operator(

1 0
0 i

)
⊗
(

1 0
0 i

)
. This CPHASE gate does not require

large Zeeman splitting between the two optical transi-
tions. It only requires high cooperativity to achieve high
fidelity.

We now analyze the fidelity of cluster states generated
using chiral coupling. Figure 11b plots the scaling factor
(β) of the fidelity for a 3D cluster state as a function of

the cooperativity C and spin error 1−
(
1− p

2

) (
1− τ

T2

)
,

which accounts for both imperfect spin rotation and de-
phasing as defined previously. The fidelity increases with
the cooperativity until an upbound determined by the
spin error. This is because the CPHASE gate is nearly
perfect when the cooperativity is large, and the spin er-
ror will be the only factor affecting the fidelity of cluster
states. We can achieve a scaling factor of the fidelity
of about 0.999 with a spin error rate of 0.001, which is
above the threshold (an error rate of 0.75%) of fault-
tolerant cluster state quantum computation [2]. These

spin error rates are achievable in both atomic [53–55] and
solid-state qubits [56], but combining these error rates
with high cooperativities remains a significant challenge.
Figure 11c plots the fidelity as a function of the num-
ber of photons in the cluster state with cooperativity
C = 100, spin rotation error p = 0.001, and dephasing
time T2 = 5 µs. By fitting the data with an exponen-
tial function, we see a fidelity decay factor of 0.998 per
photon of the cluster states

(
F1 ∼ 0.998K

)
.

VII. CONCLUSION AND OUTLOOK

We have proposed and analyzed a protocol that can
efficiently generate multi-dimensional photonic cluster
states using an atom-cavity system and a small number
of time-delay feedback. The protocol is deterministic un-
der ideal conditions and therefore could achieve scalable
photonic cluster states. Our results highlight the impor-
tance of chiral coupling to achieve high fidelity without
the need for extremely large Zeeman splitting that re-
quires impractical magnetic fields. A note added that a
recent paper by Kianna et al. [57] also proposed a pro-
tocol to generate three-dimensional cluster states using
constant ancilla and delay lines. They gave a good anal-
ysis of the propagation of Pauli errors in the generated
states. In comparison, our work demonstrates a physical
implementation using an atom-cavity system. We also
provide a formalism to bridge and analyze the experimen-
tal imperfections and the logical errors of the generated
states.

The decomposing and contracting method of deriving
tensor network states, as shown in Figures 7 and 8, is
also valuable for broader scenarios of generating multi-
qubit states. For example, this method provides a di-
agrammatic derivation of matrix product states (MPS)
sequentially generated by a single-photon source in a cav-
ity [35, 36]. One can also include errors by replacing the
unitary operators with Kraus operators [58, 59]. Fur-
thermore, our derivation has a particular advantage in
simulating projected entangled pair states (PEPS) gen-
erated using delay lines. In those systems, some qubits
can interact multiple times, which implements the log-
ical long-range interactions, such that a tensor network
representation of the state is hard to calculate. However,
our method can solve it by decomposing the two-qubit
operators into two entangled local operator tensors. The
tensor network state is calculated by contracting the op-
erator tensors of one site. A potential application of the
method is the simulation of high-dimensional Boson sam-
pling [38, 60].

For future studies, we expect to apply the time-delay
feedback method to generate other types of tensor net-
work states such as the Toric Code [61]. Ultimately, our
protocol provides a versatile way to engineer complex en-
tanglement that could enable a variety of applications in
measurement-based quantum computation, quantum er-
ror correction, and quantum communication.
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Appendix A: Derivation of the quantum circuit for
generating cluster states

We first prove the quantum circuit in Figure 2b gener-
ates the nearest neighbor entanglement between photons
in a linear chain (1D cluster state). We start with a rep-
resentation of 1D cluster state with K + 1 qubits [3]

|Ψ1D〉 =

K∏
k=1

Zk−1,k|+〉A⊗|+〉
⊗K

, (A1)

where Zi,j is the CPHASE gate between qubit i and j;
the 0th qubit represents the ancilla (A), and other num-
bered qubits represent photons. We introduce a swap
operator Si,j which exchanges the states between qubit i
and j. Thus, Eq. A1 can be rewritten as

|Ψ1D〉 =

K∏
k=1

SA,kZA,k|+〉A⊗|+〉
⊗K

. (A2)

The product is ordered from right to left, i.e.
∏K
i=1 Ui =

UK · · ·U1. We can use the relation

SA,kZA,k|φ〉A ⊗ |+〉k = (HA ⊗Hk)ZA,k|φ〉A ⊗ |+〉k ,
(A3)

where |φ〉A is an arbitrary state of the ancilla; HA and
Hk are Hadamard gates on the ancilla and the photon,
respectively. This relation holds when the photon is in
state |+〉, but the ancilla can be in an arbitrary state,
either unentangled or entangled. Using the relation, we
reformulate Eq. A2 as

|Ψ1D〉 =

K∏
k=1

(HA ⊗Hk)ZA,k|+〉A⊗|+〉
⊗K

, (A4)

which is implemented by the quantum circuit in Fig-
ure 2b.

We now prove Figure 2d generates the non-nearest
neighbor entanglement between photons k − N and k.
Based on the one-dimensional cluster state, we can add
one dimension by entangling photons k −N and k as

|Ψ2D〉 =

K∏
k=N+1

Zk−N,k

K∏
k=1

Zk−1,k|+〉A⊗|+〉
⊗K

. (A5)

Because CPHASE gates Zi,j commute each other, we can
reorder the operators in Eq. A5

|Ψ2D〉 =

K∏
k=N+1

Zk−1,kZk−N,k

×
N∏
k=1

Zk−1,k|+〉A⊗|+〉
⊗K

. (A6)

By introducing the swap operator Si,j as in the one-
dimensional case, we can rewrite Eq. A6 as

|Ψ2D〉 =

K∏
k=N+1

SA,kZA,kZA,k−N

×
N∏
k=1

SA,kZA,k|+〉A⊗|+〉
⊗K

. (A7)

After using the relation of Eq. A3, we rewrite Eq. A7 as

|Ψ2D〉 =

K∏
k=N+1

(HA ⊗Hk)ZA,kZA,k−N

×
N∏
k=1

(HA ⊗Hk)ZA,k|+〉A⊗|+〉
⊗K

. (A8)

Therefore, we first generate a 1D cluster state. Based
on it, the quantum circuit in Figure 2d implements the

iterative steps of
∏K
k=N+1 (HA ⊗Hk)ZA,kZA,k−N , which

entangles photon k with photons k − N and k − 1, to
generate the 2D cluster state.

Then we prove that Figure 3b generates the unit cell of
the 3D cluster state. By implementing two non-nearest
neighbor gates to the linear chain of photons, the 3D
cluster state can be generated by

|Ψ3D〉 =

K∏
k=MN+1

Zk−MN,k

K∏
k=N+1

Zk−N,k

×
K∏
k=1

Zk−1,k|+〉A⊗|+〉
⊗K

. (A9)

Because Zi,j commute with each other, we can reorder
the operators in Eq. A9

|Ψ3D〉 =

K∏
k=MN+1

Zk−1,kZk−N,kZk−MN,k

×
MN∏

k=N+1

Zk−1,kZk−N,k

×
N∏
k=1

Zk−1,k|+〉A⊗|+〉
⊗K

. (A10)

After introducing the swap operator Si,j between the
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qubit i and j, we can rewrite Eq. A10 as

|Ψ3D〉 =

K∏
k=MN+1

SA,kZA,kZA,k−NZA,k−MN

×
MN∏

k=N+1

SA,kZA,kZA,k−N

×
N∏
k=1

SA,kZA,k|+〉A⊗|+〉
⊗K

. (A11)

The operators in the second and third parentheses gener-
ate the 2D cluster state with dimensions of M×N . With
the relation of Eq. A3, we can rewrite the operators in
the first parenthesis as

|Ψ3D〉 =

K∏
k=N+1

(HA ⊗Hk)ZA,kZA,k−NZA,k−MN

×|Ψ2DM×N
〉 . (A12)

The quantum circuit in Figure 3b implements the iter-

ative steps of
∏K
k=N+1 (HA ⊗Hk)ZA,kZA,k−NZA,k−MN

in Eq. A12, which generates the 3D cluster state based
on a 2D cluster state.

Appendix B: Derivation of the reflection coefficient

The Hamiltonian of the atom-cavity system in Figure 4
is given by H = H0 + V , where

H0 = ~ωcâ†â+ ~ωsσ⇑⇑ + ~ (ωs − δ1)σ⇓⇓ + ~δ2σ↓↓

V = i~gV σ⇑↑â+ i~gV σ⇓↓â+ i~gCσ⇓↑â+i~σ⇑↓â
+h.c. .

We assume the cavity only support the vertically polar-
ized mode, so gC = 0 and gV = g. The atomic state space
can be reduced into two uncoupled subspaces {|↑〉 , |⇑〉}
and {|↓〉 , |⇓〉}. In either subspace, the Heisenberg equa-
tions of motion for the cavity field operator â, the atomic
operator σ−, and the external field input-output relation
are given by [29, 62]

dâ
dt = −

[
i (ωc − ω) + γ

2

]
â− gσ− −

√
γâin

dσ−
dt = −

[
i (ωs − ω) + κ

2

]
σ− − gσzâ

âout = âin +
√
γâ

, (B1)

where ωc, ωs, and ω are the frequencies of cavity field,
atomic transition, and probe beam (external field); g,
κ, and γ are the atom-cavity coupling strength, atom
dipole decay rate, and cavity decay rate, respectively. We
consider the singly-photon process, and the system oper-
ates in the linear weak excitation limit where σz = −1.
We also assume that the photon is quasi-monochromatic,
which results in a steady-state reflection coefficient of

r (ω) = 1−
γ
[
i (ωs − ω) + κ

2

][
i (ωs − ω) + κ

2

] [
i (ωc − ω) + γ

2

]
+ g2

.

(B2)

We assume the cavity mode is on-resonant with the fre-
quency of the external field (ωc = ω) and define the de-
tuning ∆ = ωs − ω, so the spin-dependent reflection co-
efficient is given by

r↑,↓ =
g2 − γ

2

[
i∆↑,↓ + κ

2

]
g2 + γ

2

[
i∆↑,↓ + κ

2

] , (B3)

where ∆↑ = 0, and ∆↓ = δ1 + δ2 detunes by the Zeeman
splitting.

For the system in Figure 11a, we assume the cavity has
two degenerate modes whose electric field is circularly po-
larized at the location of the spin-qubit. When the probe
photon is in circular polarization, the total atomic state
space can be reduced into two uncoupled state subspaces
{|↑〉 , |⇑〉} and {|↓〉 , |⇓〉}. The reflection coefficient of the
cavity can be calculated by considering either of the sub-
space. When the spin is in the subspace of {|↑〉 , |⇑〉}, the
Hamiltonian is given by H = H0 + V , where

H0= ~ωcâ†â+ ~ωsσ⇑⇑
V = i~gσ⇑↑â− i~gσ↑⇑â† .

The operators equations of motion are the same as
Eq. B1, and we can get the reflection coefficient as

r =
g2 − γ

2

[
i∆s + κ

2

]
g2 + γ

2

[
i∆s + κ

2

] , (B4)

where ∆s is the frequency detuning between the photon
and atomic transition; g, κ, and γ are the atom-cavity
coupling strength, atom dipole decay rate, and cavity
decay rate, respectively.

Appendix C: Tensor decomposition

In this appendix, we explain how to decompose the
CPHASE gate. We first write the matrix element of
CPHASE gate between qubit i and j as

Zi,j = Zα,βα′,β′ |α
′, β′〉〈α, β|i,j . (C1)

Then we can partially transpose the matrix as

Zi,j = Zβ
′,β

α′,α |α
′〉〈α|i ⊗ |β

′〉〈β|j . (C2)

Then we can do a Singular Value Decomposition on the

matrix Zβ
′,β

α′,αon its row indices (α′α) and column indices

(β′β) as

Zβ
′,β

α′,α =
∑
s

Usα′αΛsV
s
β′β
∗ , (C3)

where U and V are unitary, and Λ is positive. Then we
can take the square root of Λ and combine it into U and
V as

Asα′α = Usα′α
√

Λs , (C4)

Bsβ′β = V sβ′β
∗√Λs , (C5)
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we use Einsteins notation to omit summation operators.
So we can represent the CPHASE tensor Z by the mul-
tiplication of two tensors A and B as

Zβ
′,β

α′,α = Asα′αB
s
β′β . (C6)

In Figure 7b, we draw tensor A as a yellow square and
tensor B as a green square. The α, α′ and β, β′ are in-
dices represent the basis of the qubit, and s are index
representing the entanglement bond between qubits.

Appendix D: Derivation of the imperfect
photon-photon CPHASE gate

In this appendix, we show the imperfect reflection op-
eration U in Eq. 2 will result in an effective imperfect
photon-photon CPHASE gate. The quantum circuit in
Figure 3b entangles photon k with its neighbors in three-
dimensional cluster states. We can represent the circuit
in an operator form as

E = Hs ⊗HkZs,kZs,k−NZs,k−MN . (D1)

In the real physical implementation, we should replace
the ideal CPHASE gates Z by the reflection opera-

tor Us,k = (I + εRs,k)Zs,k, where εR = UZ − I and

ε ∼ O
(∣∣∣1− C↑−1

C↑+1

∣∣∣+
∣∣∣1 +

C↓−1
C↓+1

∣∣∣) indicates the order of

errors. Thus, Eq. D1 transforms as

E1 = (Hs ⊗Hk) (I + εRs,k)Zs,kUs,k−NUs,k−MN . (D2)

By commuting Hs ⊗ Hk and I + εRs,k then using the
relation of Eq. A3, we can simplify Eq. D2 as

E1 = Ũs,kUk,k−NUk,k−MNSs,k , (D3)

where Ss,k is the swap gate between the ancilla and pho-

ton k, and Ũs,k = [I + ε (Hs ⊗Hk)Rs,k (Hs ⊗Hk)]Zs,k
is also an imperfect CPHASE gate with the error in O (ε).
Finally, we achieve an effective operation for entangling
photon k with its six neighbors as

E = Uk+MN,kUk+N,kUk+1,kUk,k−NUk,k−MNUk,k−1 ,
(D4)

where Ũ denotes the gate between nearest neighbors, U
denotes the gate between non-nearest neighbors.

[1] R. Raussendorf and H. J. Briegel, A one-way quantum
computer, Physical Review Letters 86, 5188 (2001).

[2] R. Raussendorf, J. Harrington, and K. Goyal, Topologi-
cal fault-tolerance in cluster state quantum computation,
New Journal of Physics 9, 199 (2007).

[3] H. J. Briegel and R. Raussendorf, Persistent entangle-
ment in arrays of interacting particles, Physical Review
Letters 86, 910 (2001).

[4] S. Muralidharan and P. K. Panigrahi, Perfect telepor-
tation, quantum-state sharing, and superdense coding
through a genuinely entangled five-qubit state, Physical
Review A - Atomic, Molecular, and Optical Physics 77,
032321 (2008).

[5] Z. M. Liu and L. Zhou, Quantum Teleportation of a
Three-qubit State using a Five-qubit Cluster State, Inter-
national Journal of Theoretical Physics 53, 4079 (2014).

[6] D. Schlingemann and R. F. Werner, Quantum error-
correcting codes associated with graphs, Physical Review
A - Atomic, Molecular, and Optical Physics 65, 8 (2002).

[7] B. A. Bell, D. A. Herrera-Mart́ı, M. S. Tame,
D. Markham, W. J. Wadsworth, and J. G. Rarity, Exper-
imental demonstration of a graph state quantum error-
correction code, Nature Communications 5, 1 (2014).

[8] N. Friis, D. Orsucci, M. Skotiniotis, P. Sekatski, V. Dun-
jko, H. J. Briegel, and W. Dür, Flexible resources for
quantum metrology, New Journal of Physics 19, 063044
(2017).

[9] N. Shettell and D. Markham, Graph States as a Resource
for Quantum Metrology, Physical Review Letters 124,
110502 (2020).

[10] R. Raussendorf, D. E. Browne, and H. J. Briegel,
Measurement-based quantum computation on cluster
states, Physical Review A - Atomic, Molecular, and Op-
tical Physics 68, 32 (2003).

[11] B. P. Lanyon, P. Jurcevic, M. Zwerger, C. Hempel,
E. A. Martinez, W. Dür, H. J. Briegel, R. Blatt, and
C. F. Roos, Measurement-based quantum computation
with trapped ions, Physical Review Letters 111, 210501
(2013).

[12] H. Pichler, S. Choi, P. Zoller, and M. D. Lukin, Uni-
versal photonic quantum computation via time-delayed
feedback, Proceedings of the National Academy of Sci-
ences 114, 11362 (2017).

[13] I. Dhand, M. Engelkemeier, L. Sansoni, S. Barkhofen,
C. Silberhorn, and M. B. Plenio, Proposal for Quantum
Simulation via All-Optically-Generated Tensor Network
States, Physical Review Letters 120, 130501 (2018).

[14] M. Gimeno-Segovia, T. Rudolph, and S. E. Economou,
Deterministic Generation of Large-Scale Entangled Pho-
tonic Cluster State from Interacting Solid State Emit-
ters, Physical Review Letters 123, 070501 (2019),
arXiv:1801.02599.

[15] M. V. Larsen, X. Guo, C. R. Breum, J. S. Neergaard-
Nielsen, and U. L. Andersen, Deterministic generation of
a two-dimensional cluster state, Science 366, 369 (2019).

[16] W. Asavanant, Y. Shiozawa, S. Yokoyama, B. Charoen-
sombutamon, H. Emura, R. N. Alexander, S. Takeda,
J. ichi Yoshikawa, N. C. Menicucci, H. Yonezawa, and
A. Furusawa, Generation of time-domain-multiplexed
two-dimensional cluster state, Science 366, 373 (2019).

https://doi.org/10.1103/PhysRevLett.86.5188
https://doi.org/10.1088/1367-2630/9/6/199
https://doi.org/10.1103/PhysRevLett.86.910
https://doi.org/10.1103/PhysRevLett.86.910
https://doi.org/10.1103/PhysRevA.77.032321
https://doi.org/10.1103/PhysRevA.77.032321
https://doi.org/10.1103/PhysRevA.77.032321
https://doi.org/10.1007/s10773-014-2158-x
https://doi.org/10.1007/s10773-014-2158-x
https://doi.org/10.1103/PhysRevA.65.012308
https://doi.org/10.1103/PhysRevA.65.012308
https://doi.org/10.1038/ncomms4658
https://doi.org/10.1088/1367-2630/aa7144
https://doi.org/10.1088/1367-2630/aa7144
https://doi.org/10.1103/PhysRevLett.124.110502
https://doi.org/10.1103/PhysRevLett.124.110502
https://doi.org/10.1103/PhysRevA.68.022312
https://doi.org/10.1103/PhysRevA.68.022312
https://doi.org/10.1103/PhysRevLett.111.210501
https://doi.org/10.1103/PhysRevLett.111.210501
https://doi.org/10.1073/pnas.1711003114
https://doi.org/10.1073/pnas.1711003114
https://doi.org/10.1103/PhysRevLett.120.130501
https://doi.org/10.1103/PhysRevLett.123.070501
https://arxiv.org/abs/1801.02599
https://doi.org/10.1126/science.aay4354
https://doi.org/10.1126/science.aay2645


13

[17] N. H. Lindner and T. Rudolph, Proposal for pulsed On-
demand sources of photonic cluster state strings, Physical
Review Letters 103, 113602 (2009).

[18] I. Schwartz, D. Cogan, E. R. Schmidgall, Y. Don,
L. Gantz, O. Kenneth, N. H. Lindner, and D. Gershoni,
Deterministic Generation of a Cluster State of Entangled
Photons, Science 354, 434 (2016).

[19] S. E. Economou, N. Lindner, and T. Rudolph, Optically
generated 2-dimensional photonic cluster state from cou-
pled quantum dots, Physical Review Letters 105, 093601
(2010).

[20] L. M. Duan and H. J. Kimble, Scalable photonic quantum
computation through cavity-assisted interactions, Physi-
cal Review Letters 92, 127902 (2004).

[21] H. Kim, R. Bose, T. C. Shen, G. S. Solomon, and
E. Waks, A quantum logic gate between a solid-state
quantum bit and a photon, Nature Photonics 7, 373
(2013).

[22] S. Sun, H. Kim, G. S. Solomon, and E. Waks, A quan-
tum phase switch between a single solid-state spin and a
photon, Nature Nanotechnology 11, 539 (2016).

[23] S. Sun, H. Kim, Z. Luo, G. S. Solomon, and E. Waks, A
single-photon switch and transistor enabled by a solid-
state quantum memory, Science 361, 57 (2018).

[24] Z. Luo, S. Sun, A. Karasahin, A. S. Bracker, S. G. Carter,
M. K. Yakes, D. Gammon, and E. Waks, A Spin-Photon
Interface Using Charge-Tunable Quantum Dots Strongly
Coupled to a Cavity, Nano Letters 19, 7072 (2019).

[25] A. Reiserer, N. Kalb, G. Rempe, and S. Ritter, A quan-
tum gate between a flying optical photon and a single
trapped atom, Nature 508, 237 (2014).

[26] B. Hacker, S. Welte, G. Rempe, and S. Ritter, A pho-
tonphoton quantum gate based on a single atom in an
optical resonator, Nature 536, 193 (2016).

[27] R. E. Evans, M. K. Bhaskar, D. D. Sukachev, C. T.
Nguyen, A. Sipahigil, M. J. Burek, B. Machielse, G. H.
Zhang, A. S. Zibrov, E. Bielejec, H. Park, M. Lončar,
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