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We develop an analytic-gradient based method for relativistic coupled-cluster calculations of effec-
tive electric field, Eeg, with improved efficiency and robustness over the previous state of the art. The
enhanced capability to calculate this time-reversal symmetry violation sensitivity parameter enables
efficient screening of candidate molecules for the electron electric dipole moment (eEDM) search.
As examples, the |Eeq| values of metal methoxides including BaOCH3, YbOCH3, and RaOCHj3 are
shown to be as large as those of the corresponding fluorides and hydroxides, which supports the
recent proposal of using these symmetric-top molecules to improve the sensitivity of eEDM mea-
surements. The computational results also show that molecules containing late actinide elements,
NoF, NoOH, LrO, and LrOH™", exhibit particularly large |Eeg| values of around 200 GV /cm.

INTRODUCTION

The numerous discoveries at the Large Hadron Collider
(LHC) of CERN included the observation of the Higgs
boson, which completed the search for the fundamental
particles in the Standard Model [1]. The exploitation of
the 14 TeV collision energy of LHC has not observed fun-
damental particles associated with physics Beyond the
Standard Model. One increasingly powerful method to
search for new physics beyond the Standard Model is
tabletop low-energy experiments based on precision spec-
troscopy of atoms and molecules [2-4]. In particular,
the search for electron electric dipole moment (eEDM)
through precision measurements of paramagnetic atoms
and molecules has emerged as a promising route [2, 4].

In paramagnetic atoms and molecules, the interaction
between the eEDM (d.) and the effective electric field,
de&esr, contributes to the atomic and molecular energy
levels that are subject to spectroscopic interrogation. Al-
though no nonzero eEDM has been reported, these mea-
surements have set upper bounds to the eEDM value,
which provides valuable information about the lower
bounds for the energies of new fundamental particles.
The sensitivity of the eEDM measurements is directly
proportional to the effective electric field that the elec-
trons experience. Paramagnetic atoms and molecules are
sensitive to measurements of the eEDM because the |Eeg|
values are far greater than applied laboratory electric
fields [5]. Furthermore, since paramagnetic molecules ex-
hibit orders of magnitude larger |Eqg| values than atoms
[6], the recent work on diatomic molecules including YbF
[7, 8], ThO [9, 10], and HfF" [11] has reduced the up-
per bound of eEDM by two orders of magnitude com-
pared with a previous record set by the Thallium atom
[12]. The present record of 1.1x1072% e-cm for the upper
bound of eEDM obtained from the measurements of ThO
[10] corresponds to an energy scale of around 30 TeV
for certain classes of new fundamental particles, which
is beyond the reach of LHC. The ongoing experiments
powered with new techniques to improve the precision

[13-18] hold the promise to significantly improve the cur-
rent limit. Furthermore, new schemes to use nearly de-
generate vibrational and rotational states in laser-cooled
polyatomic molecules have the potential to enhance the
sensitivity by another several orders of magnitude [19-
21].

The |Eeq| value, which represents the strength of an
internal effective electric field in a paramagnetic atom
or molecule, is not accessible to direct measurements.
Electronic-structure calculations for this parameter [22—
52| thus play an important role in the interpretation of
experimental measurements and in the selection of can-
didate molecules. E.g is a “first-order property”, i.e.,
it corresponds to a first derivative of the electronic en-
ergy. Since E.g samples the electron density in the core
region, it requires accurate treatments of both relativis-
tic and electron-correlation effects to obtain accurate
values.  Relativistic Hartree-Fock (HF) and density-
functional theory (DFT) calculations have proven useful
in providing good estimate of .4 [23-26, 50], while ac-
curate calculations of &g have relied on wavefunction-
based electron-correlation methods including relativistic
coupled-cluster (CC) methods [30, 32, 39, 45] and mul-
tireference configuration interaction (CI) or CC meth-
ods [33, 44]. The wavefunction-based electron-correlation
calculations to date have used unrelaxed formulations
[30, 32, 33, 39] or numerical differentiation of electronic
energies [41, 45, 46]. The unrelaxed formulations involve
an approximation of neglecting orbital-relaxation contri-
butions. They also have a practical limitation of not
being compatible with the standard noniterative treat-
ment of triple excitations in the CC singles and dou-
bles augmented with a noniterative triples [CCSD(T)]
method [53, 54]. Numerical differentiation can faithfully
reproduce energy derivatives. However, the numerical-
differentiation procedure for obtaining E.g is tedious due
to the sensitivity of the numerical results to the step
size and the convergence of energy calculations [45, 46].
These together with high computational cost of relativis-
tic wave function calculations render the calculations of



Eeor still a major challenge.

The tremendous efforts devoted to molecular struc-
tural optimization in quantum chemistry have estab-
lished analytic gradients [55-59] as the standard tool
for the calculations of first-order molecular properties.
For example, a single analytic CC gradient calculation,
which is two to three times as costly as a correspond-
ing energy calculation, provides all first-order proper-
ties [58]. An analytic-gradient based scheme is not only
by far more efficient than numerical differentiation of
electronic energies, but is also convenient to use. We
report the development of an analytic-gradient based
method for the calculations of E.g using the relativistic
exact two-component (X2C) CC analytic-gradient the-
ory, hereby combining the analytic X2C gradient theory
[60, 61] and the recent development [62] of analytic first
derivatives [53, 54, 63, 64] for CC singles doubles (CCSD)
[65] and CCSD with a noniterative triples [CCSD(T)]
[66] methods with spin-orbit coupling included at the
orbital level. The development of the present analytic-
gradient based method aims to significantly improve the
efficiency, robustness, and convenience for the calcula-
tions of E. to enable rapid and reliable screening of can-
didate molecules for use in the eEDM measurements.

THEORY

Relativistic electronic-structure calculations of effec-
tive electric field, &g, are based on the Dirac Hamil-
tonian

H = ﬁO + de‘A/cﬁ'v (1)

with ﬁo and de‘A/Cﬁ' representing the one-electron Dirac
operator and the interaction between eEDM and the ef-
fective electric field [67]
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in which ¢ is the speed of light, & is a vector of Paul spin
matrices, p is the momentum operator, V is the nuclear
attraction potential, and S and -5 are Dirac matrices
given by
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Eor corresponds to the first derivative of the electronic
energy with respect to d.
OF
Eett = —|d.—0- 4
ot = oo (4)

Since Veff involves the second derivatives of the small
component wave function, Eg samples the wave function

in the core region and is sensitive to treatments of rela-
tivistic and electron-correlation effects. The wave func-
tions of the electronic states used in eEDM measurements
, e.g., the X2X state of YbF and the *A; states of ThO,
HfF*, and ThFT, are dominated by a single electron
configuration. CC methods [68, 69] can provide accurate
treatments for dynamic correlation and are the methods
of choice here.

The present scheme for the calculations of E.g¢ uses
the recent implementation of analytic first derivatives
for X2C CCSD and CCSD(T) methods [62] and also the
atomic-orbital based algorithms [70] to enhance the com-
putational efficiency. The calculation of £ using the
X2C-CC analytic-gradient theory involves a simple con-
traction between the relaxed one-electron density ma-

trix DX?C-CC and the corresponding property integrals
[V'eff])QC
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We refer the readers to Ref. [62] for the calculations
of the relaxed one-electron density matrix DX?¢-CC¢ We
base the calculation of [Veg]*2C on the analytic X2C gra-
dient theory [60, 61]. The X2C theory [71-73] uses the
matrix representation of the one-electron Dirac equation

hLL hLS CL S 0 CL
(hSL hss)(cs):<0 2T2)(CS)E7 (6)

in which C* and C® are large- and small-component or-
bital coefficients in kinetically balanced basis sets [74]

¢ = Crifu, of =

hLL, hLS7 hSL, hSS
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are the large-large, large-small, small-
large, and small-small blocks of the Hamiltonian matrix

hLL VHV s hLS hSL Tuuu (8)
h;SuSz = <fu|U Ve - plfu) — Ty, (9)

and S, T, and V represent overlap, kinetic energy,
and nuclear attraction potential matrices. This four-
component Hamiltonian matrix is block-diagonalized [71]

hLL LS he 0
<hSL hSS>—>< (;r h_> (10)

to decouple electronic and positronic degrees of freedom.
The electronic block

hy = RIRM + RS X + XTASE £ XTASSXIR,  (11)

~ ~ 1
CS=XCVR= (57192, § =5+ ﬁXTTX,(m)
c
is used together with the untransformed two-electron
Coulomb interaction in the subsequent many-electron
treatment. We obtain [Vog]*X2¢ by differentiating h , us-
ing a procedure developed in Ref. [75]. The calculation



of [Vog]X2€ involves the derivatives of h™S and kST, since
Vegt appears on the LS and SL blocks,
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and the derivatives of the X and R matrices.

COMPUTATIONAL DETAILS

We have implemented the present analytic-gradient
based method for the calculations of effective electric field
in the CFOUR program package [76, 77] and used it for
all the calculations presented here. Our calculations used
experimental equilibrium structures for HfF* [78], TaN
[79], ThET [80], ThO [81], BaF[82], BaOH [83], YbF [84],
YbOH [85], a relativistic Fock-space CCSD bond length
for HgF [86] to enable direct comparison with Ref. [38],
and the spin-free X2C [73, 75, 87] CCSD(T)[66]/cc-pVTZ
[88-91] structures for the other molecules. which are doc-
umented in detail in the Supporting Information [92].

Unless otherwise stated, the calculations employed the
X2C Hamiltonian [71, 72, 93] with the atomic mean-field
[94] (AMF) spin-orbit integrals (the X2CAMF scheme)
[95] and Gaussian nuclear model [96], and included the
Gaunt term in the AMF approach. We used large un-
contracted basis sets and correlated valence and a few
additional shells of inner electrons. Calculations corre-
lating all electrons were also carried out for a subset
of the molecules to study inner-shell correlation effects.
We mention that the basis-set errors beyond the uncon-
tracted triple-zeta basis sets have been shown to be small
[33, 35, 45, 46]. The present calculations employed the
uncontracted ANO-RCC basis sets [97-100] for heavy
atoms, which are of augmented quadruple-zeta quality
for W, Ta, Ba, Ra, Hg, and Lu and of augmented triple-
zeta quality for Yb, Hf, and Th, except that we used
the uncontracted cc-pVTZ basis sets [90] for No and Lr.
For light elements, the uncontracted cc-pVTZ basis sets
[88] were used in the calculations of RaOH, YbOCHs,
BaOCHj3, RaOCHs, LuOH*, LrO, LrOH*, NoF, NoOH,
while the uncontracted aug-cc-pV'TZ basis sets were used
for the other molecules. Although we used aug-cc-pVTZ
basis sets in many calculations, the contributions from
diffuse functions to |Eeg|’s turned out to be negligible,
e.g., they amount to less than 0.2% for BaOH, YbOH,
and RaOH.

RESULTS AND DISCUSSIONS

A widely used approach to assess the accuracy of
the computed |Eqr| values is to compare other proper-
ties computed using the same method with the corre-
sponding measured values. We have shown that the
X2CAMF-CCSD(T) method provides accurate electric

TABLE I. The |€es| values (GV/cm) from the X2CAMF-HF,
CCSD, and CCSD(T) calculations using the analytic energy-
gradient theory. “fc ele” refers to the number of core elec-
trons kept frozen together with virtual orbitals higher than
100 Hartree in the CC calculations.

fcele HF CCSD CCSD(T) Literature
HfFT 48 258 228 225 22.5[43]/22.7[44]
WC 48 728 435 37.9 36[31]

TaN 48 59.3 39.6 348 34.9[36]/36.0[40]

[

ThF* 62 427 366  36.6 37.3[35]/35.2[37]
ThO 62 982 833 798 75.2[33]/79.9[41]
BaF 30 65 64 6.3 6.52[51]/

BaOH 30 65 6.5 6.4 6.4[46]/6.2[49]
YbF 48 229 235  23.7 23.1[32]

YbOH 48 229 23.7 24.0
RaF 48 55.0 54.9 54.2
HglF 48 132.0 118.7 113.0

23.4[46]/23.8[47]/17.7[49]
52.9[34] /52.5[42]/50.9[50]
115.42[38]/116.37[45]

TABLE II. The |Ees| values (GV/cm) from the X2CAMF-HF,
CCSD, and CCSD(T) calculations using the analytic energy-
gradient theory. “fc ele” refers to the number of core electrons
kept frozen together with virtual orbitals higher than 1000
Hartree in the CC calculations.

fc ele HF CCSD CCSD(T) Literature®
BaOCHs 28 6.5 6.4 6.3 -
YbOCHs 50 229 23.6 24.0 -
RaOCH3 46 55.0 55.0 54.2

RaOH 48 549 55.2 545  56.9%, 52.3°
LuO 28 36.1 33.7 324  37.4% 32.1°
LuOH* 28 323 298 29.2 -
NoF 70 1854 1924 1919  200°, 200°
NoOH 70 185.2 1924  191.7 -
LrO 70 303.3 2639 246.5  323°, 250°
LrOH™ 70 268.6 259.5  255.1 -

a. zeroth-order regular approximation (ZORA) HF and
DFT values [48, 49]; b. HF values; c. DFT values.

dipole moments and nuclear quadrupole-coupling con-
stants for heavy-element containing molecules [62, 95],
and we expect it to provide accurate |Eqg| values. Tak-
ing advantage of the present extensive benchmark set,
we also take complementary approaches to analyze the
accuracy of the X2CAMF-CC calculations, by compar-
ing the results with available calculations and by analyz-
ing the remaining errors in the treatments of relativistic,
electron-correlation, and nuclear-model effects.

The X2CAMF-CCSD(T) |Eog| results agree well with
the previous relativistic CC and CI calculations for all the
molecules in Table I, with the discrepancies amounting to
up to several percent of the total values. It has been re-
ported that the X2% (4f46s') states of YbF and YbOH
can be perturbed by the 4f136s? configuration [101-
103], because the errors in the treatments of electron-
correlation and basis-set effects both lead to underesti-
mation of the relative energies between the 4 f13652 states
and the X2Y states [104]. It thus is necessary to use large
basis sets to obtain accurate electron-correlation contri-



butions [46, 47]. We note that the present Kramers un-
restricted calculations yield smaller electron-correlation
contributions for YbF and YbOH than in previous stud-
ies [32, 47], while the total CCSD values agree well with
those in Refs. [32, 46, 47]. The present CCSD result for
YbOH also agree well with the Fock-space CCSD value
in Ref. [46]. Tt has been shown that the CCSD(T) nonit-
erative triples corrections to first-order properties of Yb-
containing are not accurate representation of triples cor-
rections [103]. The CCSD(T) triples corrections for YbF,
YbOH, and YbOCHj3 in Tables I and IT thus only serve
as rough estimates for triples contributions in the present
discussion.

Table IT summarizes calculations for ten molecules, for
which no wavefunction-based electron-correlation calcu-
lations have been reported. The present results for
RaOH, LuO, NoF, and LrO are consistent with recent
relativistic HF and DFT calculations [48, 49]. The metal
methoxides, BaOCH3, YbOCH3, and RaOCHg3 possess
|Eet| values similar to those of the corresponding fluo-
rides and hydroxides. For example, the X2CAMF-CCSD
|Eet| value for YbOCH3 amounts to 23.6 GV /cm, very
similar to the values of 23.5 and 23.7 GV/cm for YbF
and YbOH. This is consistent with the chemical intu-
ition that the unpaired electron in YbOCHj3 is localized
at the Yb atom. These computational results support the
recent proposal of using the nearly degenerate rotational
states of these symmetric-top molecules to improve the
sensitivity of eEDM measurements [19]. The |Eq.q| values
of 32.4 GV/ecm and 29.0 GV/cm for LuO and LuOH*
are a little larger than those of YbF and YbOH and are
similar to that of ThF*. The four small molecules con-
taining late actinide elements, NoF, NoOH, LrO, and
LrOH™, exhibit particularly large |Eqg| values of 191.9,
191.7, 246.5, and 255.1 GV /cm, respectively, because of
the relativistic enhancement in the presence of these very
heavy atoms.

The X2CAMF scheme uses the untransformed two-
electron Coulomb interaction together with an AMF ap-
proximation to the two-electron spin-orbit integrals and
the Gaunt term. This eliminates molecular relativis-
tic atomic orbital two-electron integrals [95] and enables
efficient electron-correlation calculations using atomic-
orbital-based algorithms [70]. As shown in Table III, the
errors of the X2CAMF values compared with the four-
component results are small across the periodic table,
e.g, the error amounts to -0.5% for BaF, 0.3% for RaF,
1.2% for ThFT, and 0.5% for NoF. We mention that the
Gaunt-term contributions amount to around 1% for all
the molecules studied here, except that it is around 3%
for HfF*. We expect the remaining relativistic contribu-
tions from the Gauge term and quantum electrodynamics
to be smaller than the Gaunt-term contributions.

The differences between the CC and HF results in Ta-
bles I and II represent the electron-correlation contribu-
tions. The electron-correlation contributions amount to

TABLE III. The errors of the X2CAMF scheme, the core-
correlation contributions, and the finite nuclear size effects
for |Eeg| (GV/cm). The percentages of the total values are
enclosed in the parentheses.

X2CAMF error® Core correlation® Finite nuclear size®

OF CCSD CCSD
BaF  -0.03 (-0.5%) 0.01 (0.2%) -0.04 (-0.5%)
YbF  -0.01 (-0.0%) -0.06 (-0.2%) -0.38 (-1.6%)
HfFt  0.01 (0.0%) 0.40 (1.7%) -0.47 (-2.0%)
RaF  0.14 (0.3%) 0.17 (0.3%) -3.67 (-6.6%)
ThO  0.31 (0.3%) 0.34 (0.4%) -6.27 (-7.4%)
ThFT  0.50 (1.2%) 0.56 (1.5%) -3.10 (-8.2%)
NoF  0.95 (0.5%) -0.30 (-0.2%) -35.04 (-18.0%)

a. The differences between the Dirac-Coulomb-Gaunt and
X2CAMEF results. b. The differences between the
correlation of all electrons and virtual orbitals below 10000
Hartree and those in Tables I and II. ¢. The differences
between using the Gaussian and point-like nuclear models.

more than half of the total values for TaN and WC. In
contrast, they are less than 2% for MF, MOH, MOCHj3,
with M=Ba, Yb, Ra. The rest of the molecules re-
ceive moderate yet important contributions from elec-
tron correlation, ranging from 5 to 30%. The magnitude
of triples contributions are significantly smaller than sin-
gles and doubles contributions for most of the molecules
studied here, except for some molecules exhibiting very
small total correlation contributions such as BaOH, RaF,
RaOH, and RaOCHj3. WC and TaN exhibit relatively
large triples contributions of around 10%. We expect the
high-level correlation contributions to be smaller than
triples contributions. Finally, as shown in Table III, the
correlation of the inner-shell core electrons makes minor
contributions, amounting to up to a few percent.

The importance of the nuclear model increases rapidly
for heavier elements, as demonstrated in Table III. While
the difference between the Gaussian model and point-
like model is only -0.5% for BaF, it amounts to -7% for
ThO and -18% for NoF. Since the Gaussian model is
more realistic than the point-like model, we expect the
errors of the Gaussian model to be much smaller than the
difference between the Gaussian and point-like models.

Taking these error analyses into account, we conclude
that the computational results in Tables I and II are ac-
curate to within 10% except that we assign a 25% error
estimate for NoF, NoOH, LrO, and LrOH™. Further im-
provement of the error estimate requires a study of the
sensitivity of computed results to the sizes and function
form of the finite nuclear model [49]. The current con-
servative error estimate still supports that the molecules
containing late actinide elements possess extraordinar-
ily large |Eqnr| values. Therefore, given the structure of
a molecule, the present analytic-gradient based scheme
only needs a single X2CAMF-CCSD(T) analytic-gradient
calculation, which is of black-box nature, to provide a Eg



value accurate enough for the initial screening of candi-
date molecules for eEDM measurements. One may im-
prove the results by correcting the errors of the X2CAMF
scheme and by including inner-shell correlation (Table
II1), e.g., the best values for YbF, HfF ¥, ThO, and ThF*
from the present calculations are obtained as 23.4, 22.9,
80.4, and 37.6 GV /cm, respectively, by combining the
small corrections in Table IIT with the CCSD(T) results
in Table I for all these molecules except that we adopt
the CCSD result for YbF.

SUMMARY AND OUTLOOK

We report the development of an analytic-gradient
based method for the X2C-CCSD(T) calculations of ef-
fective electric field in paramagnetic molecules. Exten-
sive benchmark calculations demonstrate the efficiency
and accuracy of the present scheme. The extension of the
present method to the calculations of other symmetry-
violating parameters, e.g., the parameter associated to
the measurements of nuclear magnetic quadrupole mo-
ment [22, 36, 40, 105-107], is straightforward, by con-
tracting the reduced density matrix with the correspond-
ing property integrals. The present method thus provides
significantly enhanced capabilities for the calculations of
symmetry-violation sensitivity parameters in molecules.
It will enable convenient, efficient, and reliable calcula-
tions of these parameters to help engineer new molecules
suitable for the search of new physics via precision mea-
surement. The X2C-CC analytic-gradient technique can
also be extended to four-component theory as discussed
in Ref. [62] to enhance the efficiency of four-component
CC calculations of these parameters.
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