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We study the quantum motion of an impurity atom immersed in a Bose Einstein condensate in
arbitrary dimensions. It was shown, for all dimensions, that the Bogoliubov excitations of the Bose
Einstein condensate act as a bosonic bath for the impurity, where linear coupling is possible for
certain regime of validity, which was assessed only in one dimension. Here we present, for the first
time, the detailed derivation of the d-dimensional Langevin equations that describe the quantum
dynamics of the system, and of the associated generalized tensor that describes the spectral density
in the full generality, and assess the linear assumption in all dimensions. As results, we obtain,
when the impurity is not trapped, the mean square displacement in all dimensions, showing that
the motion is super diffusive. We obtain also explicit expressions for the super diffusive coefficient
in the small and large temperature limits. We find that, in the latter case, the maximal value of this
coefficient is the same in all dimensions, but is only reachable in one dimension, within the validity
of the assumptions. We study also the behaviour of the average energy and compare the results for
various dimensions. In the trapped case, we study squeezing and find that the stronger position
squeezing can be obtained in lower dimensions. We quantify the non-Markovianity of the particle’s

motion, and find that it increases with dimensionality.

I. INTRODUCTION —

The concept of a quasiparticle plays a fundamental role
in physics, allowing to greatly simplify the description of
numerous complex phenomena. A paradigmatic classi-
cal problem, in which quasiparticles appear, is the study
of an electron interacting with a surrounding dielectric
crystal. Its dynamics can be approximated by a much
simpler dynamics of an electron with a different mass,
called polaron, traveling through free space. This classi-
cal theory (see historical note in [1]) keeps inspiring new
developments in physics. In particular, it plays an im-
portant role in the recent studies of the Bose polaron —
the quasiparticle associated with an impurity immersed
in a Bose-Einstein condensate (BEC).

Bose polarons were investigated in diverse experiments
on impurities immersed in bosonic gases. To begin with,
the quantum dynamics of impurities in Bose gases were
examined in [2, 3], while technical aspects of experiments
with Cs impurities were studied in [4]. The phononic
Lamb shift in the context of ultracold bosons was ob-
served in [5]. In addition, in these first experiments,
charged, ionic or fixed impurities and their dynamics
were studied: a quantum spin of a localized neutral im-
purity [6], fermions in a Bose gas [7, 8], ions embedded
in a BEC [9, 10]. Quantum dynamics of spin impurities
and fermions immersed in a Bose gas in an optical lattice
were studied in Refs. [11, 12]. More recent experiments
define the state-of-the-art of the field: in [13] existence

of a well-defined quasiparticle state of an impurity in-
teracting with a BEC was demonstrated, while in [14]
the strong interacting regime, which is natural for po-
laron problems, was investigated. In [15], a Bose polaron
was studied near criticality, which provided important
insights into the physics of quasiparticles in the vicinity
of quantum critical points, that are otherwise much more
difficult to study in other physical systems.

The polaron theory was first developed in the strong
coupling limit, and later extended to the intermediate
and weakly interacting regimes. In the context of the
Bose polaron problem, a large part of the theoretical
effort deals with the weak regime, described by the so
called Frohlich Hamiltonian. This theoretical approach
studies effective mass, quantum dynamics, [16-22], col-
lision dynamics [23], the behaviour in a d-dimensional
BEC near the critical temperature [24], particularly in
two-dimensions [24, 25], and related aspects of the sys-
tem. Some studies in the weak regime considered the
impurity as a quantum Brownian particle in a BEC or
in a so called Luttinger liquid [26-30]. In a beautiful se-
ries of papers [31-36], this approach was used to study
friction of a initially moving heavy particle in a dense
non-interacting BEC, which is decelerated by emission
of gapless modes into the condensate (Cerenkov radia-
tion) and eventually comes to rest for ideal bosons, or
performs a ballistic motion for weakly interacting ones.
Importantly, Monte Carlo studies, in some instances be-
yond the regime of validity of the Frochlich Hamiltonian,
allow to benchmark the aforementioned theoretical re-



sults [37-40]. Other works focused on the intermediate
and strong coupling regimes [41-49], and on the non-zero
temperature systems [50-53].

Yet other works studied the quenched dynamics,
prethermalization, critical slow-down, and orthogonal-
ity catastrophe wusing the multi-configuration time-
dependent Hartree method, both in weak and strong
interaction regimes [54-58]. Also, several papers in-
vestigated ejection and injection spectroscopy related to
Bose polarons and the orthogonality catastrophe [59, 60],
as well as bound states [61-64]. A number of notable
works study two polarons immersed in a BEC (Bose bi-
polaron) [65, 66] and the problem of an impurity in a
two-component BEC [67, 68]. There has recently been a
renewed interest in the polaron problem in mathematical
physics literature. See in particular: [69-71]. Finally a
series of papers deal with applications of Bose polarons
in quantum thermometry [72-75] and thermodynamics
[76-78].

In the present paper we offer the detailed derivation of
the open quantum systems approach to the Bose-polaron
problem in arbitrary dimensions. We then take advan-
tage of the obtained theoretical framework to get new
insight into different aspects of the dynamics of an impu-
rity immersed in a d-dimensional BEC and its relation-
ship with dimensionality.

The study of the Bose polaron from the open quan-
tum system perspective requires a first step in which
the Hamiltonian of the system is put in the form of a
Caldeira-Legget Hamiltonian, where the system is the
impurity, the Bogoliubov excitations of the BEC play
the role of the environment, and there is a coupling
term between impurity and this environment. Some of
us did such derivation in [26] for an homogeneous one-
dimensional system and in [27] for an inhomogeneous
(trapped) system. In both cases, the coupling term in
the initial Hamiltonian was non-linear, which would lead
to quantum stochastic equations with inhomogeneous
damping and multiplicative noise. This is not always
tractable in the case of non-Ohmic spectral densities [79-
81], presenting a challenge for mathematical physics. The
recipe used in both cases was to linearize this coupling
term, and subsequently to establish the regimes of va-
lidity in which this assumption holds. For the trapped
case, a second source of inhomogeneity was the trap it-
self, which required a further assumption, i.e. to assume
that the impurity was close to the center of the BEC
all over the dynamics. A second step is to derive the
spectral density: this arises directly from the Bogoliubov
energy spectra and the assumption that the environment
is large, and its state at finite temperature T follows bose
statistics.

The research in [26] followed a full characterization of
the one-dimensional homogeneous case, but was far from
complete in two and three dimensions. While the deriva-
tion of the Hamiltonian in the form of Caldeira-Legget’s
one was done, the derivation of the equations of motion
was only performed in one-dimension. Moreover, while

the assumption of linearity of the interaction term was
done in every dimension, it was only assessed in one-
dimension. Also, other assumptions, like the limit on
the strength on interactions in two and three dimensions
was not discussed. The second step, i.e., to derive the
spectral density was performed in all dimensions in [26],
but, as we show in the present work, its derivation re-
quires a more systematic treatment of all parameters in
two and three dimensions. As most experiments take
place in two and three dimensions, a need to treat care-
fully these aspects is evident. Particularly: 1) to offer a
detailed derivation of the quantum Langevin equations
in all dimensions (which is absent in previous works);
2) a detailed derivation of the generalized d-dimensional
spectral density; and 3) a numerical assessment of the
linear assumption in two and three dimensions in every
numerical example. In the present paper we detail these
questions, assessing that the limits established by the as-
sumptions are fulfilled in all dimensions.

Once set the theoretical framework, several aspects of
interest are reachable via solving the quantum Langevin
equations. Some of these questions are, when the im-
purity is not trapped: 1) to characterize the out-of-
equilibrium long-term behaviour of the impurity. It in-
cludes both to characterize the kind of anomalous diffu-
sion and to derive the diffusion coefficient. 2) To study
the behaviour of the variance of the momentum, and
therefore of the energy. When the impurity is trapped,
the questions are: 3) to characterize the stationary state,
by means of its covariance matrix. 4) To quantify the
position squeezing as a function of the parameters. 5) To
quantify non-Markovianity, as the system shows memory
effects. These aspects were treated for one-dimension in
[26] for homogeneous and in [27] for inhomogeneous sys-
tems. In the present work we complete the study in 2D
and 3D, but particularly we add results valid in all di-
mensions. For the untrapped case, we obtain 1) explicit
expressions of the diffusion coefficients in low and high
temperature limits, showing that this coefficient has a
maximum as a function of the impurity-boson coupling,
and that this maximal value is equal in all dimensions;
furthermore, that the maximum is reached for values that
fulfil the assumptions only in one dimension; 2) we also
offer expressions of the average energy in all dimensions;
for large temperature limits, we find its expressions. In
the large temperature limit, it has a maximum for cer-
tain values of the impurity-boson coupling; at this value,
and in all dimensions, equipartition theorem is fulfilled.
On the other hand, in the small temperature limit, the
maximum average energy is shown to be explicitly depen-
dent on the dimension involved. 3) We discuss in detail
the mass renomalisation of the Bose-polaron, and com-
pare with existing results and among dimensions. For
the trapped case, we obtain 1) position and momentum
stationary variances, and show that the position variance
is connected to the imaginary part of the susceptibility in
the corresponding dimension. 2) We also evaluate posi-
tion squeezing in all dimensions. We argue that position



squeezing is larger at smaller dimensions. Finally, we
evaluate non-Markovianity in all dimensions, and justify
that it increases with interactions and dimensionality.

The paper is organized as follows: in section II we
present the assumptions and derivations that permit to
obtain the (linearized) quantum Brownian motion Hamil-
tonian (cf. Eq. (20)) from the initial second quan-
tized one. In section III we obtain the generalized d-
dimensional spectral density. We study, in all dimen-
sions, the quantum dynamics in the non-trapped and
trapped case in section IV, and non-Markovianity in sec-
tion V. We finally conclude in section VI. In appendices
A and B we include the detailed derivation of the gener-
alized d-dimensional spectral density and vectorial quan-
tum Langevin equations, as they are per se important
results of this paper. In appendix C we present the ex-
pressions for the position and momentum variances of
the generalized Langevin equations. In appendix D we
discuss the the validity of our approximations. Finally,
in appendix E we enlighten about the frequency cutoff
used in our analysis.

II. HAMILTONIAN AND BOGOLIUBOV
MODES—-

We start by considering an impurity atom with mass
my immersed in a d-dimensional ultracold gas of N
bosons. The interaction between the bosons occurs
through the scattering potential Vg(r). We denote by
U(r) (¥f(r)) the annihilation (creation) field operator
of the atoms at the position r, which fulfills canonical
bosonic commutation relations [¥(r), UT(r)] = §(r —r’).
The bosonic density therefore takes the form ng =
U (r)¥(r). The total Hamiltonian is given by

H = Hy+ Hp + Hpp + Hip. (1)

Here, the four terms represent the Hamiltonians of the
impurity being kept in an external potential Ugxs(r),
bosons in a potential Ve (r), the boson-boson atomic
interaction and the impurity-boson atomic interaction,
respectively. Within the second quantization formalism,
their explicit forms are [26]

HI - 21)72 + Uext(r)7 (2)
my
2
Hy — /ddr o (x) (;;; + V;xt(r)) W (r)

= Z exal ax, (3)
k

Hep = g5 / de W ()W ()W (r) W (r)

1
= Y o(@eqelqmen, ()
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1
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-

In the above expressions, Vey(r) denotes the external po-
tential experienced by the Bosons which are contained in
a (box of) volume Vof the hyperspace. From now on, we
assume a homogenous BEC, that is, Vext(r) = 0 along the
direction of the impurity motion. For the impurity, the
external potential is Uexs(r), and we will study two cases:
a free or a parabolically trapped impurity. The bosonic
operators ak(a};) destroy (create) a boson of mass mp
having wave vector k and energy e, = (hk)? /(2mg) — p,
measured from its chemical potential . In addition,
the quantities Vg and Vig represent the Fourier trans-
form Fq[.] of the impulsive (contact) boson-boson and
impurity-boson interactions respectively. Their explicit
expressions are:

VB(q) = g8 Fq[d(r — )], (6)

Vig(q) = gisFq[d(r —r')]. (7)

Here, the respective coupling strengths are gg and grg.
They are mainly determined by the corresponding scat-
tering lengths and densities [82, 83] and their explicit
expressions will be given later. We assume that the im-
purity density is low enough, which allows us to neglect
the terms describing the interaction between impurities.
The (dimensionless) density of the impurity in the mo-
mentum space is given by

mia) = [ T s ). (®)

Next, for the sake of completeness, we review how to
construct the Frohlich Hamiltonian, which describes the
linear interaction between the motional position quadra-
ture of the impurity and the Bogoliubov bosonic modes of
BEC. The goal is to show that such linear regime allows
us to model the impurity as a quantum Brownian parti-
cle which experiences an effective environment formed by
the Bogoliubov Bosonic modes of the BEC (as derived in
[26)).

Given that the Hamiltonian of the Bosonic interaction
is not in bilinear form, we linearize it and replace the cre-
ation and annihilation operators by their average values
m. Below a critical temperature, the atoms mainly
occupy the ground state forming a BEC, however, we ne-
glect terms proportional to Nk (k # 0) i.e. the number
of particles out of the ground state. In order to diag-
onalise the bath modes, we further apply the following
Bogoliubov transformation

akx — ukbk — Uka—k 5 a_kx = ukb_k - UkbL~ (9)

The transformation coefficients are

1 [ex +ngV
2 k 0VB

1 (ex +noVB
2 (KTTYB 11
=3 (ST ). ()



where ng is the (constant) density of particles in the
ground state of the homogeneous gas and the Bogoliubov
energy spectrum is given by

By = hwie = he|k|4/1 + % (£k)?, (12)

h - gaBno - h

5 = 5 - )
V2gBmBno mp  \2mpé

representing the coherence length and the speed of sound,
respectively. The effective bath Hamiltonian under such
transformation reads [82]

with

(13)

Hg + Hgg = Z Ekblbk. (14)
k40

Here, we have neglected the non-operator terms which
simply shift the energy level of the atoms in BEC. We
approximate the bosons-impurity interaction in a similar
way. Further, we only keep the terms proportional to
\/]70, where the macroscopic occupation of the conden-
sate holds as expressed by the condition N;»o < Ny .
By discarding the terms which might cause non-physical
instabilities and those bilinear in \/N707 we obtain the
Hamiltonian

n
Hys = noVis + /37 > _ p(K)Vis(ax +af).  (15)

k0

The first term represents simply the constant mean field
energy and provides the shift of the energy of polaron.
For the purposes here, it can be neglected. By further
invoking the transformation from Eq. (9) into Eq. (15),
one gets

Hin =32 57 509 Vi (i = ) (o + )

k#40
no €k i
=4/ k)1 —(b b 16
\V 7 ép( Wisy [ 5 (et 0l (16)

where once again we have discarded the non-operator
terms. Since the density is dependent on the position of
the impurity, we insert its expression into Eq. (16), which
results in the interaction between impurity position and
bath variables given by

HIB = Z Vkeik'r(bk + bT_k) (17)
k#0

Importantly, Vi contains the impurity-Boson coupling
coefficient, and takes the form

Vie= gy 52 [(5,(5)’%] B (18)

4

The interaction in the Eq. (17) is the interaction part
of the Frohlich Hamiltonian. Under the assumption that
one restricts the calculation to the limit k - r < 1, the
interaction reads

Hip=> Vi(l+ik-r)(be+bly). (19)
k+£0

We further simplify it by redefining the Bogoliubov
modes operator by — b — vk /E)1, to absorb terms pro-
portional to identity operator. After all these simplifica-
tions, the final form of the Hamiltonian of the impurity
in a BEC reads

H=H+Y Edblb+) hgerm, (20
k#0 k#0

with
g = kW /R, ﬂkZi(bk—bL). (21)

The Hamiltonian in Eq. (20) describes a linear interac-
tion between the impurity center of mass motion and a
bath of the Bogoliubov modes of a BEC. It thus has a
form of the Quantum Brownian Motion (QBM) Hamil-
tonian, in which the impurity plays the role of a Brown-
ian particle while the modes of BEC act as an effective
Bosonic environment as represented by its (dimension-
less) momenta 7.

III. d-DIMENSIONAL SPECTRAL DENSITY —

The Hamiltonian derived in the previous section allows
us to study the quantum dynamics of an impurity, taking
advantage of the analogy with the QBM model. To char-
acterise the bath, we write its self-correlation function
as

C(7) =Y hg (mc(r)me(0)) - (22)

k0

Here gk = g gfkT is the coupling tensor. The environ-

ment is made of bosons whose state at finite tempera-
ture T follows the Bose-Einstein statistics. Therefore,
the mean number of bosons in each of the modes reads

1
exp(hwk/kBT) — ]..

(bibi) = (23)

In order to calculate the correlation, we invoke the ex-
pression for the dimensionless momenta and make use of
Eq. (23) and Eq. (22) which results in

Ay a
C(r) = éhg:k {coth <2kBT) cos(wkT) — i sin(wgT)

= u(7) —iA(7), (24)



where the real and imaginary part of the self-correlation
function are given by

uﬁ%:AwJ@me<éZ}>aMwﬂmh (25)

A7) = /000 J(w) sin(wr)dw = —mIE(T). (26)

Moreover, the damping kernel I'(¢) can be obtained from

z@:umm/ dw(1/w) I (W) cos(wt).  (27)
0

In the above expressions we have introduced the spectral
density J(w), which fully characterises the effects of the
bath on the system. This information is contained in the
coupling strengths of the various modes of the bath with
the system. The spectral density is defined as

J(w) = Z hgid(w — wi). (28)

k#0

In the present case, the couplings of the impurity (sys-
tem) and bosons (bath) interaction can be derived from
first principles. It is therefore possible to obtain the ex-
act expression for the spectral density. This scenario is
in contrast to various complicated system-bath interac-
tions, where it is hard to get an exact form of the spectral
densities, such as in bulk mechanical structure akin to
opto-mechanical setup [84-86]. While the case of spec-
tral density in 1d has been studied in [26], here we derive
it systematically in d = {1, 2,3} dimensions of the quasi
momentum space. In appendix A, we derive the expres-
sion for the spectral density tensor, which is given by

Ja(w) = A7 [Ja(@)] L axd, (29)

where I qx4 is the identity matrix and the scalar function
Ja(w) in d dimensions is given by

Talw) = <Sd (\/i)d(ﬁd Q(Ad)d+2> y

(2m)d

242

(%

UJ2
(mﬁ*Q

(30)

For d = 1, 2 and 3 we have S; = 2, S; = 27 and
S3 = 4x respectively. Moreover, we have defined the
d—dependent characteristic frequency Aq = (gB,an0,a)/h
because the boson-boson coupling and the density dif-
fer in various dimensions. We also write the impurity-
boson coupling in the units of the boson-boson coupling
as Nqa = (giB,a/gB,a). Such characterization allows us to
study the long-time dynamics of the impurity in the fol-
lowing sense: one can identify two opposite limits in the

above expression i.e. w < Agq and w > Aq in which Agq
appears naturally as the characteristic cutoff frequency
which distinguishes between the low and the high fre-
quencies of the bath. The low-frequency behaviour is
attributed to the linear part of the Bogoliubov spectrum
[26]. From the Tauberian theorem [87], one can obtain
the long-time behaviour of a function which is determined
by the low frequency response of its Laplace transform.
The above low-frequency choice is therefore a natural way
of studying the dynamics perturbed by the bath that acts
beyond the very short transient regime. Note that, for
d = 1 the above expression reduces to the one dimen-
sional spectral density used in [26]. To the lowest order
of w/Aq4, the expression for the spectral density with the
low frequency response of the bath is given by

()

o) o D (11a)* mp 42
jd( )_ 2(27T)d ([gB7d][ d ]n0’d> X . (31)

d+2

This expression gives the scaling of the frequency for the
spectral density function in all dimensions. We point
out that due to the spherical symmetry of the bath, the
spectral density tensor is a diagonal matrix. As a conse-
quence, the noise and damping kernels given by Eq. (25)
and Eq. (27) are also diagonal. We now give further de-
tails about the other parameters involved. In dimension
d, the coupling constant gg 4 and boson density ng 4 have
the form

Sdh2a3

mp (v/Afmpa)

their units being J-m? and m~¢ respectively. Here we
have written these expressions in terms of the three-
dimensional scattering length as and one-dimensional
density ng,;. We have further assumed transverse con-
finement of the boson gas with a harmonic trap having a
Gaussian ground state [88], which makes the cases d < 3
to be the quasi one- and two-dimensional. We emphasize
that the parabolic potential is introduced only in the di-
rection transverse to the direction under investigation.
The dynamics we study is thus still confined to a box
potential, making the homogeneity of Boson gas to be a
valid approximation. Moreover, the zero point fluctua-
tions of the condensate are characterised by the trapped
frequencies wq = {w; = w,,ws = w,,ws =0}. For in-
stance, when we consider one, two- and three-dimensional
condensate to be confined in the x direction, in the z —y
plane or in the volume x — y — 2z respectively, the explicit
form of the potential may be given by

No,d = (nO,l)d> (32)

gB.d =

(1/2)ympw? (y* +2%), ford=1
Vor) = { (1/Dmpe? (%), for d=2  (33)
0, for d = 3.

Note that for d = 3 there is no parabolic confinement and
therefore the expressions are independent of the trapping



frequency. It is then possible to define a characteristic
time 74 which is raised to the power d in the expression
for the spectral function, which is given by

d+2

Ja(w) =my (10)*w where

(%)
L = Sd (1a)” mp ’
(ra)” = 2(27)dmy <[9B,d][di2] n@,d) - @Y

It is evident that the spectral density has a super-ohmic
dependence on the frequency in all dimensions. It is
therefore expected that the bosonic bath would induce
a non-Markovian dynamics of the impurity [86]. More-
over, it can be shown that the increasing nature of the
spectral density makes certain quantities, such as mo-
mentum dispersion, diverge. It is therefore customary to
define the ultraviolet cutoff C(w, Aq) in order to suppress
the contribution of high frequencies [26]. After this, the
expression for the spectral density reads

d-+2

Ja(w) = my (10)* w™2K(w, Aq). (35)

In the following we study the impurity dynamics, vary-
ing the dimension and d-dependent cutoff function in the
expression of the spectral density.

IV. DYNAMICS AND CONTROL —

To study the quantum dynamics of the impurity atom,
we write down the equations of motion in the Heisenberg
picture. The impurity, which is immersed in a bath of
dimension d, is further trapped by a harmonic poten-
tial. In dimensions 1, 2 and 3, the potential is Ugxt(z) =
(1/2)miQ? (2?), Uext(z,y) = (1/2)miQ* (2* +3°) and
Uext (2,y,2) = (1/2)miQ* (2* + y* + 2°) respectively.
Here, we have assumed equal trapping frequency in all
the directions available to the impurity dynamics. The
free QBM is therefore characterised by setting 2 = 0 in
all the cases. We write the equation of motion in vectorial
form as

Plt) = [ P(0) = —mi@2 (1)~ hY g (1), (37)
k

1

br.(t) -

[H, by (t)] = —iwibi(t) — g X(t),  (38)

b(t) = 5 [Hb[(1)] = —iwnb[ (1) - " X(1).  (39)
Here H represents the Hamiltonian of the system given
by Eq. (20). In general, the dimension of the vectors in
the above equations is d, the dimension of the bath. In

appendix B, we combined these equations to obtain an
equation of motion for the impurity position vector:

X(t)+ Q%X (1) + 0, /t L(t — s)X(s)ds
0

= (1/m1)B(2). (40)

Here, the quantum Brownian stochastic force B(t) stands
for

B(t) = Z z'hgk(bzei“”“t — be” "R, (41)
E

In any given dimension, the diagonal damping kernel
when equal weighting for all the directions is taken, will
suffice to study the motion along any one of the coor-
dinate axis. However for different dimensions, the spec-
tral density will bring different level of super-ohmicity,
as stated by Eq. (35). Therefore, the form of the noise
and damping kernels will also differ according to the di-
mension involved. As a result, the impurity motion is
different for different dimensions, despite being studied
along one particular coordinate axis. One can then aim
to study such a motion by constructing a unit vector
(1,0,0) (i.e. along the x direction) and taking dot prod-
uct with Eq. (40). This results in

B(t) + Q%2 (t) + 8t/0 5% (t — s)x(s)ds = (Trlq) B*(t).
(12

Note that the tensor components satisfy '}’ = I'3* = 0.
Interestingly, this kind of linear quantum Langevin-like
equations are quite general, and appear in various physi-
cal systems (see for instance [89], where the variable is the
population imbalance in a double well). Of course, the
entire physics is hidden is the concrete form of the noise
and damping kernels (whose properties are determined
by both the spectral function and the state of the bath,
Eq. (25) and Eq. (27)). Additionally, from the structure
of the integral term in the Eq. (42), it is obvious that
damping kernel is non-local in time. This implies that the
dynamics of the impurity depends on its history. There-
fore, in general the impurity motion displays memory ef-
fects. Only in the case of Ohmic spectral density (linear
function of w) the memory damping kernel reduces to a
Dirac delta function and describes the time-local dynam-
ics of the standard damped harmonic oscillator. The time
local behaviour is violated in similar experimental config-
uration [86] and surge of non-Markovianity is addressed
elsewhere [90-92]. The formal solution to Langevin-like
Eq. (42) takes the form

(1) =G a(1)2(0) + Ga.a(t)#(0) + (1/my) /O ds
X Gaalt — 5)B(s), (43)

where the Green’s functions G 4 and G2 g are defined in
terms of their Laplace transforms

S
Loalthal = grror sEsa @)

(44)
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Figure 1. (Color online) Dynamics of the propagator Ga(t)
in the untrapped case for various dimensions. The solution
obtained by the Zakian method is indicated with the hollow
geometrical shapes with guiding legend (only in this case)
shown in the inset of the figure. Moreover, the corresponding
(i.e. with the same parameter and the dimension) asymptotic
behaviors given by Eq. (51), which all are purely linear func-
tions, are shown- with red solid line, black dotted line and the
orange dashed dotted line representing the (d = 1), (d = 2)
and (d = 3) cases respectively. In the long time limit, both
solutions match for all dimensions. The results refer to an
impurity K with mass m; = 6.4924249 x 10~ kg, immersed
in a gas of Rb with mass mg = 1.4192261 x 10725kg. The
one-dimensional boson density is no1 = 7(um)~'. We fix
the three-dimensional scattering length a3 = 100 aop, where
ao is the Bohr radius. Here, the time axis is scaled with the
one-dimensional characteristic frequency wo = (hng ;1 /mi).
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Ls.alG2,a(t)] (45)

Moreover, they satisfy the following initial conditions

G14(0)=1, G14(0)=0, (46)

Gz,d(o) =0, G’z,d(o) =1L (47)

From now on, the dynamics in the case when high fre-
quencies are suppressed, will be analyzed by introducing
a sharp cutoff. The latter is given by K = O(Agq — w),
where O is the Heaviside step function. The chosen sharp
cutoff function, at one hand, allows to restrict the anal-
ysis strictly within the linear part of the Bogoliubov dis-
persion relation and it covers the frequency spectrum for
the linear interaction we have considered (see Appendix
E for further details). On the other hand, it makes the
following calculations convenient to deal with. Note that
it has been shown previously that the dynamics under in-
vestigation is independent of the type of cutoff function
[26]. We further use Eq. (27) to compute the damping
kernel in any dimension d
(M) ™ (ra)* oy (1, 442 254, - )

d(d+2)S ’
(48)

Lsallg"(t)] =

with oF} [.] denoting the hypergeometric function.

A. TUntrapped Case

Let us first study the free QBM, that is the untrapped
case 2 = 0. The quantities of interest in this case are
the mean squared displacement MSDq(t) (see definition
below, Eq. (53)) and the average kinetic energy Fq(t) of
the impurity. The motion is fully characterised by the
functions G1(t) and Ga(t) which are the inverse Laplace
transform of Eq. (44) and Eq. (45) respectively. Exact
analytical expressions for these functions are hard to ob-
tain. Note however, that the Laplace transform of both
of these functions are expressed in terms of the Laplace
transform of the damping kernel. In the regime of in-
terest |S| < Aq, which characterises the low frequency
response, we have approximately

ES,d [Fﬁw (t)} = diz(Ade)dS. (49)

We therefore obtain the asymptotic expressions for the
Laplace transforms of the position and momentum prop-
agators

1

ad82 ’
(50)

Ls.a|Gra(t)] = L

oS and  Ls[Gaa(t)] =

where ag = 1 + d~%(Agq7q)?. Their time domain repre-
sentations read

Gl’d(t) = 1/ad s Gg,d(t) = t/(ad). (51)

We note that such expressions do not satisfy the bound-
ary conditions stated in Eq. (46) and Eq. (47). However,
this is justified since the above solution refers to long-time
behaviour. Several algorithms exist for the numerical
computation of the inverse Laplace transform of an arbi-
trary function. Here we employ the Zakian method [93]
to compute the inverse Laplace transform of Eq. (44)
and Eq. (45). This method approximates the inverse
Laplace transform f(t) of a function F(S) through

9 N
F#) =~ > Rk F(E; /1), (52)
j=1

with the values of the complex parameters k; and Z;
given in Ref. [93]. In order to check the equivalence
between the asymptotic form of Ga(t) and its Zakian ap-
proximation, we plot both in Fig. 1. It turns out that
they agree in the long time limit. From here on we will be
employing them interchangeably according to our compu-
tational convenience. It is evident from Eq. (43) that the
function Ga(t) is responsible for the propagation of the
initial velocity of the impurity. From the results shown
in Fig. 1, such a function follows a ballistic profile in any
dimension, i.e. it is a linear function of time.

1. Mean Square Displacement

In this section we discuss the mean squared displace-
ment (MSD) of the impurity motion which is a measur-



able quantity in cold-atom experiments [2]. The MSD is
defined as

MSD,.a(t) = ([(t) - 2(0)]*). (53)

The expression of the MSD for the generalised
Heisenberg-Langevin equations is given in the Ap-
pendix C. For the system at hand, we employ the asymp-
totic expressions of the Green’s functions to evaluate the
MSD in different dimensions. Its dynamical part is given
by

MSDw,d(t):(atd>2<j:(0)2>+ 2agm)? /du/ dv
X (t —u)(t —v)({B*(u), B*(v)})

Additionally, using the diagonal form of the noise tensor
given in Eq. (25), one can obtain the relation between
the correlation characterised by the positive commutator
({B*(u), B*(v)}) and the component v**(t) of the noise
kernel (fluctuation-dissipation relation) [28] . Explicitly,

({B*(u), B*(v)}) = 2h™ (u - v). (55)

Substituting the d-dimensional spectral function with a
sharp cutoff into the noise component we get

hd”! /du/ dv
ml(ad

o )
2/<;BT> cos [w (u — v)]w*2.
(56)

MSDy a(t) = (t>2 (#(0)?) + ————5

aq
Aa

; dw(t — u)(t — v) coth (

By performing the two-dimensional integration over the
time variables u and v, followed by an integration over
the variable w, we evaluate the expression for the low
temperature regime, where coth (hw/2kgT) — 1 holds.
In the long time limit, the resulting expression for the
MSD is dominated by the terms proportional to ¢? and
its explicit expression turns out to be
2
(&)
aq

n (Td)d (Ad)d+1

mId(d + 1)
In the regime which fulfills the conditions stated above,
the MSD is proportional to the square of the time for
all dimensions. In the normal diffusion scenario, the
MSD shows a linear dependence on time. If, on the con-
trary, the MSD is non-linear in time, proportional to t*
with an exponent higher than one, the diffusion is called
anomalous and the motion is called superdiffusive. In
the present case, superdiffusion is a consequence of the
super-ohmic spectral density in every dimension. The
coefficient in the second term is called the superdiffusion
coefficient D, 4 and can be interpreted as the average
of the square of the speed with which the impurity runs
away. We thus have

DI = ) (Aa)™" .
T md(d + 1) ()

MSD L (1) = [(@(0)%) +

(58)
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Figure 2. (Color online) High temperature super diffusion
coefficient in various dimensions as a function of the coupling
strength. The solid, dashed and dotted curves represent the
d=1,d=2and d = 3 cases respectively. We set temperature
T = 0.15pK, which fulfills the high temperature condition
kgT > Max [hA4] (see text). The rest of the parameters are
the same as in Fig. 1. The vertical solid, dashed and dotted
lines fix the critical coupling for the Frohlich Hamiltonian to
be valid in one, two and three dimensions, respectively.

One can perform a similar analysis of the high tem-
perature regime, which is followed by the approximation
coth (hw/2ksT) — (2kgT /hw). We remark that the con-
dition kgT > Max [AAg4] implies the high temperature
regime in any dimension. Here Max[.] is the maximum
of the cutoff frequencies of different dimensions. This
means that all the Bogoliubov modes of the bath will be
thermally populated in any of the considered dimensions.
However, while the cutoff frequency in dimension d scales
as Aq ~ (71()71)617 it also depends on the boson coupling
constant in the corresponding dimension and therefore
on the transverse confinement of the boson gas [cf. Eq.
(32)]. Inserting the values of the parameters used in this
article, we obtain Ay > As > A;. The high tempera-
ture regime holds as long as kg7 > hAs. In this regime,
the MSD again scales with the square of the time. The
dimension-dependent superdiffusion coefficient takes the
form

DHT _ 2kgT (1a)" (Aa)*
z,d — .

m1d2 (Oéd)2 (59)

It is clear from this expression that the superdiffusion co-
efficient is proportional to the temperature of bath and
inversely proportional to the mass of the impurity. One
can further write the high temperature superdiffusion co-
efficient as an explicit function of the coupling parameter:

DHT _ |:2kBT:| 5d772
z,d —

(Ba)” d=21* + 2Ban? + d?

Here, we have defined the quantities

Bqa = (Ad7d7s)d where (Td7s)d =pn? (Td)d. (61)
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Figure 3.

(a~c): Dynamics of the average energy for 1d, 2d and 3d, respectively. The coupling strengths are shown in the

legend for every case. The rest of the parameters are kept same as before.

In dimension d, the maximum of this function occurs at

d
Thmax,d = —F——- (62)

(Ade,s)d

and has the same maximal value in all dimensions:

max 1 kBT
() (5) @

In Fig. 2, we plot the high temperature superdiffusion co-
efficient for a range of coupling strengths, covering the al-
lowed critical coupling in every dimension (see appendix
D for the validity of the Frohlich Hamiltonian). In all di-
mensions, for sufficiently weak coupling strengths, one
observes a corresponding increase of the bath-induced
momentum diffusions of the impurity as the coupling
strength increases. However, above 7max 4, the super dif-
fusion coefficient is reduced as the coupling grows. Such
a damped regime occurs only in the one-dimensional case
within the Frohlich regime, where the impurity may exert
both underdamped and overdamped motion. (In higher
dimensions the over damped regime occurs past the ver-
tical line that signals the value of the coupling, critical
for the validity of the Frohlich Hamiltonian.) We finally
remark that the condition for the occurrence of both of
these characteristic motions within the Frohlich regime
turns out to be Nmax.a < 7c,4. The latter are the critical
couplings of Frohlich regime given in the appendix D and
correspond to the vertical lines shown in the Fig. 2.

2. Average Energy

We now turn to the average kinetic energy E(t) of the
impurity, corresponding to the observed coordinate. This
can be computed from the variance of the corresponding
momentum operator reading

(p2.a(®))

Er’d(t) - 2m1

(64)
The generalized expression for the variance of the mo-
mentum is given in the appendix C. Using the dimension-
dependent asymptotic expressions for G1(t) and Ga(t) we

obtain

<p§:,d(0)> h ¢ ! T _
5 + o (ad)Q/o du/o dv vi*(u (1;)5)

Ez,d(t) - 2m1 (Old)

For any arbitrary temperature, it is difficult to obtain
from here an analytic expression. Here we are mainly in-
terested in the ultracold regime. This means that all the
bath modes are now in a collective vacuum state. There-
fore, in the zero-temperature limit, the above expression
further reduces to

_ w?0) h(A)™! (ra)
o2mi (aq)® (o) d(d+1)

h(Aa)™ (r)! d 11d 3 1., 5,
(@a)® d(d +1) <1F2<2+2’2’2+Qv 7 (M) t))
(66)

Here, the first term represents the initial mean energy of
the impurity determined by its initial momentum vari-
ance. Additionally, there is a rescaling of the mass of the
impurity due to the interaction with the bath. The ad-
ditional mass term depends on the dimensionality of the
bath through A4 and 74. The second term is the steady
state mean energy of the impurity which is determined by
the impurity-bath coupling and density of the bath, again
through the same parameters. The last term of the ex-
pression contains information about the energy variation
in time. We plot the energy function in Fig. 3 a-c) for dif-
ferent dimensions. In all dimensions, the energy oscillates
in time. This clearly shows the energy exchange between
the system and the bath. Where the energy increases, it
is due to an energy absorbed from the bath. The back
flow of energy is a manifestation of memory effects in
the QBM [94]. Moreover, deep inside the weak coupling
regime, the bath perturbs the system more strongly as
the coupling strength increases. In any dimension, this
results in the higher initial increasing peak for a larger
coupling constant. The overall profiles of all the energy
functions tend to approach their asymptotic steady state
values.

A similar analysis can be performed for the high tem-
perature case, as was done in the previous section for the



MSD. We treat the problem classically, meaning that the
the symmetrised noise correlation function (cf. Eq. (55)
and Appendix C ) would act as the classical analogue in
the present quantum formulation [95]. As for the dynam-
ical part of the energy expression, the classical regime is
further obtained by requiring the conditions ¢ — oo,

h — 0 and kgT > hw. In these limits, the energy E;lﬁs
becomes 7

Ban?

67
(Ba)® d=2m* + 2Ban? + d? (67)

Lss _
B = 2kpT

The above expression is once again maximised at 7max,d
giving an upper bound to the kinetic energy of the im-
purity reading

Ecl,ss

z,d,max

= ksT)/2. (68)

Remarkably, this is the familiar equipartition theorem
that holds in any dimension. It follows from these re-
sults that Nmax,d is the value of the system-bath coupling
at which the impurity reaches thermal equilibrium with
the Bogoliubov bath. It is also possible to calculate the
steady state maximum average kinetic energy in the low
temperature limit. It turns out that such maximum oc-
curs at the same Nmax,q in the corresponding dimension,
however in contrast to the high temperature case, the
maximum of kinetic energy is strongly dependent on the
dimension involved. This is given by,

hAqd

=TT (69)

LT,ss
z,d,max

These results are explained by the fact that in the high
temperature case, the bath tends to thermalise the impu-
rity motion and according to the equipartition theorem,
the energy is equally distributed amongst the various de-
grees of freedom, which are offered by the the dimension
involved. On the other hand, the ground state quantum
properties (i.e. appearance of the & in Eq. (69)) of the
impurity are explicitly dependent on the dimension and
the maximum of the average kinetic energy of the im-
purity is followed by a bound which is set by the cutoff
frequency of the Bogoliubov bath.

8. Mass renormalization

In the Bose polaron literature, as for the traditional
polaron, it is central to examine the mass renormaliza-
tion, i.e. the way the phonon cloud reduces the impurity
mobility can be seen as an increase in an effective mass.
This is also apparent with the open quantum system ap-
proach. Let us define the renormalized mass as

miq =mp *aj, (70)

where as usual d stands for dimensions and ag = 1 +
d=%(Agq7q)?, was defined below Eq. (50). We identify
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Figure 4. (a): Inverse of the Polaron mass in the 1d case
against the dimensionless coupling n without any fitting pa-
rameter. (b): Same as in (a) but with a fitting parameter
given by 0.1gp,1a. We keep the parameters same as in the
work of Catani. The vertical gray dashed line sets the upper
bound for the dimensionless coupling 7 in the Frohlich regime.

now that the mass renormalization appears in many of
the expressions above, e.g. in the diffusion coefficient
(see Egs. (58) and (59)) or in the first term of the aver-
age energy (see Eq. (66)). Let us thus analyze the mass
renormalization in some detail in the one and three di-
mensional cases.

In the 1d case, the present QBM analysis of the Bose-
polaron allows us to get an analytical expression of the
inverse of the renormalised Bose Polaron mass my ;. We
can extract it from

1
e S (71)
My M

as it offers the possibility to compare our numerics with
other results from the literature. For example in the work
of Catanti [2], the quantum Langevin equations without
the memory effects have been employed to study the mass
renormalisation theoretically and the results are further
linked to the experiment performed on the Bose-Polaron
in the 1d case. Therein, the theory requires a fitting pa-
rameters for the gg ; in order to satisfy the experimen-
tal data. In the present case, we take into account the
memory effects yet only with linear interaction. In Fig.
4(a) we plot the mass renomalisation against the cou-



pling 77 in the QBM case along with other’s results. As
shown, the current theoretical results within the Frohlich
limit satisfy the experimental data of the Catani’s work
comparatively better and without any fitting parameters.
However, excellent agreements with the experimental re-
sults are obtained with a small fitting parameters for the
coupling gg1. This is shown in the Fig. 4(b). In both
the figures, we also plot the results put forth by other ap-
proaches, such as diffusion Monte Carlo (DMC) (beyond
the Frohlich regime) and renormalisation group (RG) ap-
proaches. These are both demonstrated in Ref. [39].

We now turn towards the 3d case of the mass rena-
tionalisation. This has been extensively discussed in Ref.
[18, 20]. In particular, the quantity

m
LI (72)
mr

has been accounted for the mass renormalisation and it

is analysed against the coupling constant given by

(a1 3)*

(aB3) &3

Here, the 3d impurity-Boson amg s and Boson-Boson
app,s = az (i.e. stated before as asz) scattering lengths
are respectively connected to their corresponding cou-
plings via the expressions

(73)

Qe 3 =

2 2
g3 = M’ gBs = %7 (74)
mRr mp
whereas, mg = mpmy/ (mp + mp) is the reduced mass.
We first evaluate the quantity given by Eq. (72). In terms
of the 3d cutoff frequency A3 and the characteristic time
T3, it reads,

*

my 3 2 3, 1 6
WI*IZ?TQ(A:WB) +?(A37’3) . (75)

We now reformulate this expression in terms of the cou-
pling constant a. 3. By employing the Eq. (74) we get

>4. (76)

Therefore from Eq.(75), the renormalised mass in the 3d
case takes the form

3 4
2 2 (mB)” no,3 (918,3) my

(ac73) - 216
72h%gB 3 my + mp

2
1,3 2 1
R . 11
m j:zljﬂ <j x 39 (4\@”)]) (n%)
—j ,
() ey )

which turns out to be contained by the linear and the
quadratic order polynomials of a.3. In order to make
a comparative study, we plot this quantity along with
the other results, such as those obtained by the mean
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Figure 5. (a): Bose-polaron mass in the 3d case against the 3d
coupling constant ac,3. The mass ratio mi/mg has the value
0.26, which is the same as taken in the Ref. [20] (b): The in-
verse of the polaron mass for different dimensions against the
dimensionless coupling constant 1. These results refer to an
impurity K with mass m; = 6.4924249 x 10_26kg, immersed
in a gas of Rb with mass mp = 1.4192261 x 10725kg. The
one-dimensional boson density is no,1 = 7(um)~'. We fix the
three-dimensional scattering length az = 100 ao.

field (MF), correlated Gaussian wavefunctions (CGWs)
and renormalisation group (RG) approaches. All of these
results are well demonstrated in Ref. [20] (see also refer-
ences therein). As shown in Fig. 5 (a), the QBM result
matches the rest of the approaches suitably well in the
small coupling limit a3 < 1. Moreover, the order of the
renormalised mass for the QBM case remains the same
as obtained by the RG approach and both of these follow
the same trend. Such curved trends are in contrast to the
MF and CGWs approaches which both mimic linear be-
haviours. Finally we plot the inverse of the polaron mass
for all the dimensions in Fig. 5 (b). Interestingly, it turns
out that the mass renormalisation effect is stronger in the
lower dimension when studied against the dimensionless
coupling 7.

B. Trapped Case

In recent years, there has been an increased interest
on trapped impurities within cold atomic media. For
instance, the bound states of the trapped impurities pro-



vide a platform to test the existence of synthetic vacuum
of the hosting medium by witnessing the induced Lamb-
shifts [5]. Additionally, trapped impurities in BECs can
serve as highly controlled phononic g-bits [7, 96]. Hence,
theoretical study of a trapped impurity as an open quan-
tum system, as in this work, can be valuable in all of
the aforementioned cases. In the trapped case, we con-
fine the impurity into a harmonic trap with frequency 2.
We compute the functions G1(t) and G(t) by employing
the Zakian method. Their time dynamics is shown in
Fig. 6 (a-b). In all dimensions, both of these functions
oscillate out of phase by 7/2. This reflects the fact that
position and momentum are the two quadratures of the
impurity motion. Note that the information of the ini-
tial position and the momentum variances is carried by
the functions Gy (t) and Gz(t) respectively (see appendix
C). The decay of these functions provides insights into
the system dynamics. First of all, such decay shows that
the impurity dynamics is stable. In general, the stability
analysis of the dynamics can be performed more rigor-
ously, e.g. through the Routh—Hurwitz stability criterion
[97]. However, given the absence of the analytical form
of G1(t) and G2(t) (or their Laplace transforms), we rely
on a numerical evaluation of their profiles. In fact, both
of these functions approach to zero as t — oo. In effect,
the system dynamics becomes independent of its initial
conditions and its behaviour is completely determined by
the bath state. It can be seen that in the long time limit,
each one of them collapses to a single curve for all the
cases displayed in Fig. 4. On the contrary at initial short
times, their amplitudes and phases are mismatched for
different initial conditions. The differences coming from
different coupling parameters and dimensions also vanish
in the long time limit. This leads to the insight that the
steady state regime is completely determined by the bath
state and the system tends to equilibrate with the local
state of the bath.

We now turn to the study of the steady state dynamics
of the impurity. Since the input Bogoliubov bath modes
are in a Gaussian thermal state, and the linear dynam-
ical map (42) preserves Gaussianity, the time evolution
of the covariance matrix fully characterises the impurity
dynamics. Here we are interested in the position and
momentum variances. Their expressions for the case of
generalised Langevin equations are given in appendix C.
In particular, we are interested in the position variance
of the impurity in the steady state regime as a function of
the dimension and other parameters such as temperature
of the bath. This is because in larger dimensions, the im-
purity will have more degrees of freedom (dof) and one
wants to see how the energy is distributed among them
in the steady state. This is particularly interesting in the
finite temperate case, where the system is more prone to
achieve a thermal equilibrium with the bath.

We first calculate the position variances for the trapped
case in the steady state regime. We start from its expres-
sion given in the appendix C. By invoking the component
of noise tensor which is responsible for the x-directed
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Figure 6. (a-b) Dynamics of G1(¢) and Gz(t) in the trapped

case for 1d, 2d and 3d with the corresponding dimensions and
couplings shown in the legend. In all the cases we have set
Q = 47 x 500 Hz. Rest of the parameters are same as in
Fig. 1.

motion and in the long time limit, for the d-dimensional
system we have

(2°), = lim —/ du/ dvGa.a(t — u)Gaa(t — v)

t—o0 mI
x vi%(u —v). (78)
This can be further written as
2 PR
(%), = tliglo - / dwJF* (w) coth (hw/2kpT)

/ du/ dvGa q(t — u)Ga,a(t — v) cos [w (u —v)]. (79)
0 0

We now define the collective function Qq(w)

Qu(w) = lim (1/2) (ml)/ du/ i

XGQd(t—u)GQd(t—’l}) iwu _WU—&-CC]
t t
- <Tr111 > (1/2) Jim ) dile™ "Gy 4() /0 dve™”?
Gg’d(f)) + c.c. (80)
so that

<x2>d = h/ooo dwJ§® (w) coth (fuw/2kpT) Qq(w). (81)
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Figure 7. (a-c) Steady state position squeezing of the impurity as a function of temperature for the case of 1d, 2d, and 3d,
respectively.

In the second equality of Eq. (80), we have defined new
variables & = t —u and ¥ = t — v. It turns out that
each term is the product of two copies of the Laplace

transform of Gg (%), evaluated at § = —iw and S = iw.
We therefore obtain
1
0u(w) = (mQ> L5 —i0.a [Goa(D)] Lo [Gaa(t)].
i
(82)

We now introduce the frequency dependent func-
tions &(w) = R{Ls [T5 ®)]} and 65 (w) =
S {Ls.q[ (t)]} which are respectively the real and imag-
inary parts of the Fourier domain tensor component of
the damping kernel. They are obtained by the analytic
continuation of Eq. (48) with S = —iw+07". This allows
us to write the function in Eq. (82) as

1 1
Qi(w) = —= 2 2 |-
= () ([m—w—wagwn T e () )
(33)

Additionally, from the relation between the damping ker-
nel and the spectral density tensor components given in
the Eq. (27), one can derive the equation[98]

miwg® (w) '

Ji"(w) = (84)

s

By inserting Eq. (83) and Eq. (84) back into the Eq.
(81), we finally obtain

(a?), = ;L/Ooo dw coth <%h‘}:T> W), (85

where the function )2:; (w) equals

1 a"(ww

mr [wed® (W) + [Q2 — w? + whE* (w))

"

Xa(w) =

;- (86)

From the direct inspection of Eq. (43), it turns out that
this function is the imaginary part of the susceptibility
Xd = )Z:i + if(;{. The susceptibility function can be ob-
tained by extracting the linear response function from

Eq. (43) in the Laplace domain. We can continue an-
alytically to pass to the frequency representation (i.e.
Fourier domain). Note that the function defined above is
nothing but the absolute square of the susceptibility i.e.
Ra@)]? = Qa(w).

It follows from these results that the steady state posi-
tion variance is fully determined by the functions £5*(w)
and 05°(w). In addition, note that the upper limit of
the Eq. (85) is reduced to the cutoff frequency in ev-
ery dimension due to the unit step function involved in
spectral function. We perform an analytic continuation
of Eq. (48) to get these functions in the low frequency
limit w <« Aq (up to first few orders of w) for each of
the dimensions. Such a process is straightforward for
d =1 and d = 3, since both can be expanded as polyno-
mials of w. This is not the case for d = 2, since in this
case the expression contains a logarithmic transcendental
function of the frequency. In order to study this function
for low frequencies, we evaluate it numerically below the
cutoff, and use this for a numerical evaluation of the po-
sition variance. We pass to the dimensionless (scaled)
position quadrature by introducing & = z/x.,f, where
Taps = V/B/2mif) is the zero-point fluctuation (ground
state width) of the harmonically bound impurity. The
Heisenberg uncertainty relation, for the standard devia-
tions of the conjugate position and momentum operators,
in the scaled variables becomes

AiqApza = 1. (87)

On the other hand, if one of these standard deviations
falls below unity, it is said to have achieved a squeezed
state. The squeezing is a pure quantum effect where
quantum noise is driven below its ground state uncer-
tainty for one of the conjugate observables. The me-
chanical squeezed states are of great significance in high
precision displacement sensing [99]. One may also ex-
press such standard deviations in the scaled coordinates.
For the position and momentum, we get

2 (p2)
7hm1§2d . (88)

2miQ (z2)

Ajjd = A )

Apg g =

From here on, we focus on the position quadrature. Be-
fore proceeding to study position squeezing, we com-



ment on the equipartition theorem in our system. In
the present case, we have a thermostat with the large
number of modes of the Bogoliubov bosonic bath. Addi-
tionally, one can tune the temperature of the bath suffi-
ciently high for all the modes to be thermally populated.
In the long time limit, the bath achieves a thermal equi-
librium steady state. An immersed impurity would there-
fore tend to equilibrate too, once the temperature of the
bath is kept above (or close to) its trap frequency. In
thermal equilibrium, equipartition theorem states that
the amount of energy (1/2)kgT is distributed per degree
of freedom. We thus have

(1/2)ksT = (1/2)mi* (a®) , . (89)

and thus the standard deviation in the dimensionless co-
ordinate reads

Adq= V2T, where T = (kT)/(hQ).  (90)

By checking that the position squeezing parameter
asymptotically approaches the equipartition profile as
stated in the last equation, one can verify that impurity
motion follows the equipartition theorem. This is indeed
the case, as shown in Fig. 7 (a-c). As the thermal energy
kT becomes equal to the quantum energy Af2, all the
cases approach the equipartition profiles. Note that this
holds in all dimensions d = 1, 2, 3, despite the fact that
the tensor component of the bath spectral density J*¥,
which is responsible for the z-directed motion, scales as
d~! [cf. Eq. (29)].

On the other hand, the differences between the profiles
corresponding to different dimensions are apparent when
one examines the magnitude of the position squeezing
achieved. Although a direct comparison is not possible
due to different ranges of coupling compatible with the
Frohlich regime, it is apparent that squeezing is more pro-
nounced in lower dimensions. The amount of squeezing
is proportional to the coupling strength and it is achieved
at quite low temperature. The squeezing effect is purely
due the interaction with the bath and it occurs without
an external control of the impunity motion. It is referred
to as genuine position squeezing [26].

V. MEMORY EFFECTS

In this section, we briefly analyse the memory effects.
In general, one expects to see Makovian dynamics when
the spectral density of the bath is Ohmic, and for suf-
ficiently high temperature and weak coupling, such as
that obtained with a Dirac delta like damping kernel in
Eq. (42). On the contrary, the super-Ohmic nature of
the bath is generally assumed to lead to non-Markovian
dynamics of the system, i.e. to memory effects. We
will use the super-Ohmic spectral densities of the bath
we obtained for different dimensions to study the rela-
tion between the expected non-Markovian effects and di-
mensionality. In order to quantify the amount of non-
Markovianity, a number of measures have been proposed
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Figure 8. a) Non-Markovianity in units of (g,1 mo,1 mi1) /h
as a function of the system-bath coupling strength. The blue-
Solid and red-dashed profiles represent 1d and 2d, respec-
tively. The vertical lines correspond to the Frohlich bound. b)
The J-distance as a measure of the relative position variance.
We have set the coupling parameter n = 3.5 and v = 10 2 for
every dimension. Here, the solid, dashed and dotted profiles
correspond to 1d, 2d and 3d, respectively.

so far [100]. Here, we apply the criteria related to the
back flow of information. It has been shown that such
back flow of information can be expressed in terms of the
trace distance [101] and the fidelity [102] of two states.
For Gaussian states, the latter has an analytical form.
More specifically, the non-Markovianity Ay based on the
back flow of information through the fidelity criterion is
explicitly related to the noise kernel and is given by

Na = / Aq(t)dt  with (91)
Ag<0

Ad(t):/o vi®(s) cos(Q2s). (92)

In our case, the noise kernel is given by Eq. (25) which
depends on the dimension of the system. The above mea-
sure can be obtained by first calculating the definite in-
tegrals over the variables w and s, and then integrating
the resulting function A4(t) over the time region where
it is negative. In the study of non-Markovianity through
this measure, we focus on the comparison between the
cases of d = 1 and d = 2 dimensions. In Fig. 8 a),
we plot the measure Ny for the zero temperature case
(i.e. when the cotangent in Eq. (25) equals 1) for
a range of values of the system-bath coupling. Clearly



the non-Markovianity measure is showing a monotoni-
cally increasing behaviour on the logarithmic scale, as
we enhance the system-bath coupling. In addition, as we
move from low to higher dimension with the correspond-
ing higher level of super-Ohmicity, larger non-Markovian
effects are witnessed: the non-Markovianity is at least an
order of magnitude larger in d = 2 than in d = 1.
Another measure of memory effect is the J-distance
JD, which has been introduced in Ref. [27]. This is a
quantitative measure of the relative position variance be-
tween the case where the spectral density is super-Ohmic
and the case where it is Ohmic. The Ohmic case corre-
sponds to the time-local form of the damping kernel and
has spectral density Jonm = miyw, where we have in-
troduced the phenomenological damping constant v. We
may explicitly write the J-distance as
1D, = |&)a = &Homma | (93)
(x2)a + (x?)ohm,a

Here (2%)0nm.a is the position variance that would be
obtained, had we assumed an Ohmic Spectral density
with the same cutoff function. In Fig. 8 (b), we plot
this quantity for different dimensions as a function of
temperature. It turns out that for a similar system-bath
coupling strength JDy assumes largest values for d = 3.
This is supported by the argument that in a higher di-
mension super-ohmicity affects the dynamics stronger,
leading to a larger deviation from the ohmic case. In ad-
dition, the non-Markovian effects are more pronounced
near zero temperature i.e. a vacuum bath. As the tem-
perature grows, dynamics tends to achieve the thermal
steady state both for Markovian and non-Markovian sce-
narios. The relative difference in Eqn. (93) then ap-
proaches zero.

VI. CONCLUSIONS

In this work, we studied from the quantum open sys-
tems perspective the dynamics of an impurity immersed
in a d-dimensional BEC. In particular, we offered a de-
tailed derivation of the Langevin equations and the as-
sociated generalized d-dimensional spectral density. We
derived an expression for the tensor that describes this
spectral density in full generality. Particular attention
was given to the case of a spherically symmetric bath,
which implied a diagonal form for this tensor. In addi-
tion, the tensors for the noise and damping kernels were
calculated; these tensors enter the vectorial Langevin-like
equations of motion. All these technical aspects, allowed
to study in detail the dependence of the dynamics of the
impurity on the dimensionality.

We considered both untrapped and trapped scenarios
for the impurity. In the untrapped case, we performed
in all dimensions the calculation of the mean square dis-
placement, showing that the motion is superdiffusive. We
derived explicit expressions for the superdiffusivity coef-
ficient in the low and high temperature limits. In the
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latter limit we found that this coefficient has a maxi-
mum as a function of the impurity-boson coupling. The
maximal value of the coefficient is equal in all dimen-
sions, but the value of the coupling at which it occurs is
dimension-dependent. It lies within the limits of validity
of the Frohlich model in one dimension only. We calcu-
lated also the average energy, for which we obtained the
generalized expression for the variance of the momen-
tum; the expression of average energy in the ultracold
regime was calculated explicitly. These results confirm
the expected rescaling of the mass of the impurity as a
consequence of its interaction with the bath, whose spe-
cific value depends on the dimensionality. The behaviour
of the energy in all dimensions is oscillatory, with a back-
flow of the energy between the bath and the impurity—a
memory effect. We performed a similar analysis for the
large temperature limit, finding the expressions for very
large times and in the classical limit. These expressions
exhibit maximum at certain value of the impurity-boson
coupling and, amazingly, at this value of the coupling, the
equipartition theorem is fulfilled in all dimensions, so the
impurity is in a thermal equilibrium with the Bogoliubov
bath. We also discussed the Bose-polaron renormalized
mass, comparing with results from the literature.

In the trapped case, we obtained the steady state and
characterized it with its covariance matrix. To this end,
we obtained the expressions of the position and momen-
tum variances. We identified the position variance is con-
nected to the the imaginary part of the susceptibility. To
calculate the position variance explicitly is possible in one
and three dimensions, but in two dimensions it involves
a logarithmic transcendental function of the frequency,
so we proceeded numerically. We saw that one can find
squeezing in all dimensions, which is an important result
as it can be used for applications in quantum technolo-
gies, such as quantum sensing and metrology. Here we
evaluated it in any dimensions, which is relevant for many
experimental set-ups. In the high temperature limit we
calculated the equipartition profile and showed that in
all dimensions the variances tend to this limit as tem-
perature is increased. We found that, although a direct
comparison among dimensions is not possible within our
framework, due to different ranges of admissible coupling
strengths within the Frohlich regime, the magnitude of
the position squeezing achieved is different, and at low
dimensions one can obtain stronger position squeezing.

Finally, we also computed the amount of non-
Markovianity in all dimensions via two quantifiers: the
backflow of energy and the, so called, J-distance. Again,
the direct comparison among dimensions is not possi-
ble, due to different parameter regimes. For the back
flow of energy, we only perform the calculation in one
and two dimensions, as for increased dimensions more
and more cumbersome functions appear in the expres-
sions, which complicate the analysis. Nevertheless this
suffices to show that non-Markovianity grows with in-
teractions and increases with dimensionality. The latter
effect is also apparent in the calculation of the J-distance,



which shows that the non-Markovian effects are sizeable
in higher dimensions. As an outlook, we foresee that
this work will permit to continue the explorations of the
Bose polaron problem in different quantum technologies,
where the role of squeezed states and of non-Markovian
effects may be important. Finally, we also hope that in
the future, this work will provide the starting point for
investigations of more complex trapping settings, both
for the impurity as well as for the bath itself.
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Appendix A: Spectral density tensor

In this appendix we derive the spectral density tensor
by employing the Bogoliubov dispersion relation. We
start from the form of the coupling g, given by Eq.
(21) and the definition of the spectral density tensor in
Eq. (28). In general, the large number of the oscilla-
tors within the Bogolibouv bath allows us a continuous
variable to label modes in the k-space. In the following,
we use matrix representation of all the vectors (or, more
generally, tensors). We perform the mathematical con-
struction for each dimension in the k space separately.

3d Bath: A three dimensional k-space representing
the Bogolibouv bath is spanned by k,,k, and k.. We
introduce the polar angle ¢ (angle with k, direction )
and azimuthal angle 0 (angle with k, direction) in the
k-space. By employing Eq. (21), the vectorial coupling
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is written in these angles as

gk = (1/h)

[Viek cos(6) sin(¢), Vik sin(6) sin(¢), Vik cos(4)]” . (A1)

The coupling tensor is given by gr = g& giT. Here []T

denotes the transpose conjugation. The spectral density
tensor is

= Zhg:k(S (w—wg) . (A2)
A

In the continuum limit, we perform the transformation

(A3)

Integrating over dk x kd¢ x ksin ¢df with appropriate
limits, we obtain the explicit expression of the spectral
density tensor Js(w) in the 3d case:

27
:3w 271- / dk/ kqu/ k sin ¢df x

Here we have replaced the delta function with the w ar-
gument by one with the k argument, inverting the rela-
tion between these variables, as given by the dispersion
relation Eq. (12). Moreover, the k,, are the roots of the
argument of the former delta function i.e. of the equation
w —wr = 0. A calculation shows that the contributing
real oot is ky, = & (V14 2(Ew/c)? — 1)V/2.

2d Bath: We parametrize the two dimensional k-
space by the azimuthal angle # and the radial vector am-
plitude k. We define in this case the two dimensional
vector

ge = (1/R) [Vik cos(), Viksin(6)]" (A5)

The calculation of the spectral density tensor is similar
as in the previous case; the difference is that here we
calcuate the integrals

:20.) 277 / dk/%kdex
<h 9k ZW(SUC k )) (AG)

1d Bath: For one dimensional k-space, one can per-
form the integral along the radial direction (i.e. along
the particular coordinate of the k space) by employing
the zeroth order tensor (scalar)

e = (1/5) [V2R?]. (a7)



To cover the entire k-space in this case, one has to count
each mode twice. We therefore get

Ji(w) :é‘;/ooodkx

1
B - -

o (k— kw)> . (A)
|k=k..

By inserting the expression for Vj, from Eq. (18), we
perform integrations in all the cases for each of the tensor
components. Due to the symmetry of the k space, the
integrals of the off-diagonal elements are zero. The final
formula for the spectral density tensor in d-dimensions is

) = 247

where I qxq is the identity matrix and the scalar function
Ja(w) in dimension d is

Sy (\@)d (na 2(Ad)d+2>
(2m)d x

£d><d, (Ag)

Ja(w) = (

(
[([gg,d][ﬁz]no,) (\/m - 1)]

(Ve +1)

d+2
2)

(A10)

Here for d = 1, 2 and 3 we have S; = 2, Sy = 27
and S3 = 4, respectively. Moreover, we have intro-
duced the characteristic frequency Aq = (gB.ano.a)/h-
We also write the impurity-boson coupling in the units
of the boson-boson coupling as 7q = (g1B,a/9B,a) (see
main text for d-dependence of these quantities). This
justifies the formula for the spectral density tensor for
d— dimensional bath, used in Section III.

Appendix B: Vectorial equation of motion

In this Appendix, we derive the equations of motion for
the coordinates of impurity. We restrict the discussion to
the three-dimensional case. We start by combining Eq.
(36) and Eq. (37) of the main text to get the vectorial
equation

s 9 ih "
Xt)+Q0°X(t) = —— gi(bk(t) —b,.(1)). (B1)

m
L

The time-dependent bosonic annihilation and creation
operators of the Bogoliubov modes can be extracted from
the first-order linear inhomogeneous equations Eq. (38)
and Eq. (39).

b (t) = bre™ ™" + hy (1),

bl (t) = bl et rt £ hf(t). (B2)
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Here, h; (t) and h; (t) represent particular solutions of
the following two inhomogeneous differential equations

bi(t) + iorb (t) = —gu" X (1), (B3)

bL(t) — bl (t) = —gi" X (2). (B4)

It is obvious that an excitation in the Bogoliubov mode
of momentum k& depends on all coordinates of the im-
purity. Employing the technique of Green’s function we
construct the solutions corresponding to each direction
(cf. [26]) and using the superposition principle, we get

hE(t) = /O (1/2)eT" g, T X (s)ds. (B5)

We insert these expressions into Eq. (B2) and substitute
the result into the right-hand side of Eq. (B1), to obtain
the equation of motion of the impurity coordinates

X(t)+02X(t) - mil Zg:k/o X () sinfwg(t — s)]ds
k

= (1/m1)B(1), (B6)
where the vectorial Brownian stochastic force represents

B(t) =) ihgp(ble™ ! — bre ). (BY)
k

By using Eq. (25) and Eq. (28), we further write the
above expression in terms of the noise tensor:
.. 1 t
X(0)+2X(0) - [ Mt )X(5)ds
mi [
= (1/m1)B(1). (B8)
Since noise and damping kernel are related by

1/t t
**/O é(t*S)X(s)ds:/o I(t — s)X(s)ds

mi =

t
=0, [ L(t~ 9)X(5)ds ~ LX), (B9)
0
we finally arrive at

X(t)+ 2L X(t) - 8 /t L(t — s)X(s)ds
0

= (1/m1)B(t), (B10)

where we have introduced a renormalized frequency of
the impurity:

QI = Q*I - 1(0). (B11)
From here on, we will neglect such frequency re-
normalisation contributed by the term I'(0). This term
grows as the interaction strength between the impurity
and the bath increases, and could potentially lead to



a negative re-normalised frequency for the harmonically
trapped impurity. This, in practice, would correspond
to effectively having an impurity trapped in an inverse
parabolic potential, for which no stable solution in the
long time limit exists. In view of this, as in [26], we
make sure that we always consider values of the param-
eters for which this renormalized frequency is positive.
This issue could have equivalently been solved by arti-
ficially introducing a counter-term in the Hamiltonian
that would guarantee positivity of the Hamiltonian and
translational invariance, but we prefer to use the physical
Hamiltonian that we obtained directly from the Hamil-
tonian describing the original Bose polaron.

Appendix C: Expressions of the position and
momentum variances for the generalized Langevin
equations

The quantum covariance matrix is defined as [103]

o = 5 ({Fu Re}) = (RR).(C)

Here the Ry represent the quadratures of the motion.
For zero mean value, the matrix contains in particular the
variances of the impurity position (z2(t)) and momentum
(p(t)) as its diagonal terms. Note that we have omitted
the operator notation for convenience. Assuming that
the bath and system variables are initially uncorrelated,
we obtain the expressions

(@*(1)) = GE(t)(2*(0)) + G3(8)(#*(0))+
1 t t

du dvGa(t — u)Ga(t — v){({B(u), B(v)}),
(C2)

(1)) = miGH(6)(2*(0)) + G5 (1) (p*(0))+

1t t .
5/0 du/o duCia(t — u)Ca(t — v)({B(w), B@)}). (C3)

The expression for the mean square displacement MSD
takes the form

MSD(t) = (G1(t) — 1)*(2*(0)) + G3(t){*(0))+

1 t t
2771%/0 du/0 dvGy(t — u)Ga(t — v){({B(u), B(v)}).
(C4)

Appendix D: Validity of Frohlich Hamiltonian

In the main text we use the linear Frohlich Hamil-
tonian while discarding the two-phonon scattering pro-
cesses. This is based on the assumption that the con-
densate density in the d-dimension, ng 4, is much larger
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than the density of the phonons excited due to the in-
teraction with the impurity [104]. As stated in [105], an
approximated criterion on the coupling parameter nq for
the Frohlich Hamiltonian to be valid in the d-dimension
is given by

Nd < Ne,d

4(27)d d 2(2m)d \eq (£4)7°

frd = h
Sa noa (&) Sa 9B,d
- 3-d7 %

22—d(27.r)d 2-d (\/ h/mBWd>

- Sq [no.a] Saas ‘
(D1)

In the above expression we have written the final equality
in terms of the three dimensional scattering length ag
based on the harmonic confinement of the condensate
in the transverse direction (see main text). From the

second-to-last inequality one can get the expression for
d=3

g3 S 2mcs (53)2 (D2)
(where we put & = 1). The same bound was reported
in [104]. On the other hand, for d = 1, the last equality
leads to the following scaling for the bound on the critical
coupling;:

Ne,d ~ 4/M0,101 ;

stated also in [26, 39]. Typically for a boson gas made
of Rb® atoms, the scattering length as = 100aq with ag
denoting the Bohr radius [104]. Moreover, let the trans-
verse frequencies be {w,w.} = 27 x 34 kHz as in the
optical lattice [2]. This implies the following numerical
bounds on the coupling, depending on the dimension:

where a1 = (h/mpw, ) /a3, (D3)

3.7, for d=1,
Ned ~ § 4.4, for d=2,
9.8, for d=3,

(D4)

which are the values represented as vertical lines in the
figures in Figs. 2 and 8.

Appendix E: A note on the cutoff

The system we consider is similar to a system of non-
relativistic harmonic oscillator interacting with photons
in a full framework of quantum electrodynamics (QED)
in the dipole approximation. The only difference is in
the couplings gk, which actually diverge faster than in
QED case. In the QED case, one can try to intro-
duce a regularizing cutoff, and then apply renormaliza-
tion techniques, but that procedure leads to unphysical
“run-away” self-accelerating solutions (cf. [106-108] and



references therein). Therefore, the only reasonable so-
lution is to introduce a cutoff. In the case of harmonic
oscillator, the natural cutoff is T'cyy = 2we/l, where [ is
the characteristic size of the harmonic oscillator, which
defines the validity region of the dipole approximation.
In the present case, the cutoff is thus determined by the
velocity of sound and the characteristic order of magni-
tude of the region of validity of the linearization approx-
imations, Eq. (19), that is Teut =~ 27c1 /Tchar-

We calculate the cutoff frequency within the linear
regime in the 1d case. The characteristic size of the im-
purity mechanical oscillator is given by the zero point
fluctuation of the position operator and formulated as

Zapp = \/1/2miQ. This leads to

27T01
VI 2m Q)

where ¢; is the Bogoliubov speed of sound (cf. Eq. (13))
and it depends on the boson-boson coupling gg,; and the
density of the Boson ng ;. Typical values of these param-
eters, as expressed in the main text, are 2.385x 10737 J.m

1—‘cut,l =~

(E1)

19

and 7(um)_1 respectively. This leads to the calculated
value of the cutoff frequency I'cyt,1 = 59.42 kHz. On
the other hand, the chosen cutoff, which covers the en-
tire linear Bogoliubov dispersion relation, is given by
Ay = (2mgp1n01) /h ~ 99.4 kHz. We thus have both
the cutoff at the same order of magnitude and our chosen
cutoff covers the frequency spectrum for the linear regime
of the Frohlich interaction Hamiltonian (cf. Eq. (19)) i.e.
Feus,1 S A1 Such a statement is fulfilled for all the di-
mensions. In particular, the characteristic length scale in
a given dimension reads rehar,da = v/ dh/2mi€2, with d the
dimension, and the condition I'eyya = (27¢q) /Tehard <
Aq is fulfilled in our numerics.

These estimates can easily be generalized to 2d and
3d, as well as to finite temperatures. For example, the
characteristic size of the impurity grows at non zero T
as o (ngn + 1)'/2, while the speed of sound, due to its
dependence in density, as o< (ng, + 1)’d/ 4 where ngp
is the average number of thermal excitations. In effect,
the charcteristic value for I'cys,q scales then as o< (ngn +

1)_d/4_1/2; all these estimates are consistent with the
values used in this paper.
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