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We develop an analytic formalism to describe dipole radiation near the Dirac cone of a two-
dimensional photonic crystal slab. In contrast to earlier work, we account for all polarization effects
and derive a closed-form expression for the dyadic Green’s function of the geometry. Using this
analytic Green’s function, we demonstrate that the dipolar interaction mediated by the slab exhibits
winding phases, which are key ingredients for engineering topological systems for quantum emitters.
As an example, we study the coherent atomic interactions mediated by the Dirac cone, which were
recently shown to be unusually long-range with no exponential attenuation. These results pave the
way for further, rigorous analysis of emitters interacting in photonic crystals via photonic Dirac
cones.

I. INTRODUCTION

Since the experimental discovery of single-atom
graphene sheets [1], the Dirac-like energy spectrum of
graphene has been studied extensively [2]. This has
inspired research into finding photonic analogues of
graphene with Dirac-like dispersion for photons, which
have been shown to give rise to a number of remark-
able phenomena, including topological waveguides at mi-
crowave and optical frequencies [3–6], pseudo-diffusive
transport of light [7, 8], Klein tunneling [9] and photonic
Zwitterbewegung [10]. Photonic Dirac cones have also
been studied in the context of quantum optics and were
found to give rise to single-mode behavior over large ar-
eas [11] and two-dimensional localization without a band
gap [12]. More recently, quantum emitters coupling to
photonic Dirac cones were found to exhibit exotic quan-
tum dynamics and purely long-range coherent interac-
tions without exponential attenuation [13].

A key challenge for making such devices useful for
quantum optical applications is to find realistic struc-
tures, in which the Dirac cone is energetically detuned
from all other bands [5] and which support quasi-two-
dimensional propagation of light [11]. An additional chal-
lenge is the inherent complexity of the electromagnetic
spectrum of such devices, which usually makes full-scale
numerical analysis onerous [5, 11, 13]. Consequently, pre-
vious studies of the photonic Dirac cone relied on sim-
plified analytic models that neglected key aspects of the
electromagnetic properties of the devices, such as the po-
larization structure of the modes. Therefore, it is of sig-
nificant interest to investigate whether there exist realis-
tic quasi-two-dimensional structures with photonic Dirac
cones, whose electromagnetic spectrum – including po-
larization effects – can be understood analytically.

In this work, we develop an analytic formalism to de-
scribe dipole radiation near a realistic photonic crystal
slab with a Dirac cone (Fig. 1(a)). The Dirac cone is
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FIG. 1. (a) Quantum emitter embedded in a quasi-two-
dimensional photonic crystal slab with a cavity-like unit cell.
The emitter is assumed to have three degenerate transitions
of energy ωA from the ground |g〉 to the excited states |σ±〉
and |π〉. (b) The photonic bands of the slab feature a Dirac-
like dispersion cone. The emitter transition frequency ωA is
detuned by δA from the vertex of the Dirac cone ωDirac.

energetically detuned from all the other bands, allow-
ing us to tune the transition frequency of quantum emit-
ters close to the Dirac point (i.e. the Dirac cone vertex)
without interacting with any other bands, as shown in
Fig. 1(b). Consequently, all dipolar interactions are me-
diated by the modes comprising the photonic Dirac cone,
simplifying the form of the interaction. Crucially, we find
that the polarization structure of the modes of the Dirac
cone can be captured by an analytic model, which allows
us to incorporate polarization effects into our quantum
optical treatment. Using our analytic model, we obtain
a Green’s function in a closed form, which captures all
cooperative atomic effects relevant for the quantum dy-
namics of two or more emitters. In addition, we also find
that the dipolar coupling between emitters exhibits wind-
ing phases, which are the key ingredients for engineering
topological atomic arrays [14]. Finally, as an application
of our formalism, we study the coherent atomic interac-
tions mediated by the photonic Dirac cone, which were
recently shown to be unusually long-range with no expo-
nential attenuation [13].
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This paper is organized as follows. In Sec. II we de-
scribe how to engineer a two-dimensional photonic crys-
tal slab with a Dirac-like dispersion that is energetically
fully separated from the rest of the bands. In Sec. III we
develop an analytic model for the photonic modes that
constitute the Dirac cone. In Sec. IV we calculate the
Green’s function that describes the dipolar coupling be-
tween emitters. In Sec. V we analyze the interactions
mediated by the Dirac cone. Key results and conclusions
are presented in Sec. VI.

II. PHOTONIC CRYSTAL SLAB WITH A
DIRAC DISPERSION

In this section, we discuss how to engineer a quasi-two-
dimensional photonic crystal slab that features bands
with Dirac-like conical dispersion, such that the Dirac
cone is energetically detuned from all other bands.

The key idea is illustrated in Fig. 2. We consider a
gallium phosphate (GaP) photonic crystal of finite thick-
ness h with air holes. The hole pattern of the slab has
an underlying triangular lattice symmetry with lattice
constant a and lattice vectors

a± = a(±
√

3x̂+ ŷ)/2. (1)

The hexagonal unit cell of the triangular lattice is com-
prised of 6 holes with radius rl near the center of the
cell and an additional set of holes with radius rs on the
boundaries, which fall only partially inside the unit cell.
Fig. 2(a)-(c) shows the holes for three different values
of l, where l is the radial distance of the 6 holes from
the center of the cell. We use the plane-wave expan-
sion method to numerically solve Maxwell’s equations
[15] and obtain the lowest-lying transverse electric (TE-
like) bands for the unit cells shown. Here, we only con-
sider TE-like modes, since in what follows, we will assume
that the quantum emitters sit at the center of the unit
cell at r = 0, where tranverse magnetic (TM-like) modes
have zero field strength due to the inversion symmetry
of the structure [16]. This symmetry ensures that the
z-component of the TE-like modes is also zero at r = 0.
The color code for the bands shows the normalized elec-
tric field strength |Ep(0)|2a3 of each mode, sampled at
the center of the cell (r = 0).

From the colors of the bands in Fig. 2(a), we see that
when the 6 holes are close to each other, the modes in the
lowest band have a low field concentration in the dielec-
tric at the cell center, whereas the upper band has a high
field concentration. As the holes are pushed radially out-
ward, the two bands approach each other, and eventually
cross, and thus the lower band has higher field concen-
tration (Fig. 2(b)). When the holes are pushed radially
further out, the two lowest bands energetically separate
at the M point, while maintaining their degeneracy at
the K point, forming a Dirac cone as shown in Fig. 2(c).
Once the holes reach the edge of the irreducible Brillouin
zone, the band separation at the M point can still be

FIG. 2. Photonic crystal slab unit cell and the corre-
sponding TE-like band structure for 4 different geometries.
The relevant parameters (in units of a) are the following
— the thickness of the slab is h = 0.5a, the radius of
the holes is rs = 0.0833a and the dielectric permittivity is
εGaP = 10.5625. (a) When 6 holes are placed l = 0.2a from
the center, the modes in the upper band have a higher field
intensity than in the lower band. Color code shows the elec-
tric field strength |Ep(0)|2a3 at the center of the cell for each
mode. (b) For l = 0.333a the modes in the lower band have
a higher field intensity than in the upper band. (c) Pushing
the holes to the edge of the cell (l = 0.4a) increases the en-
ergy gap between the bands at the M point. (d) Increasing
the radius of the 6 holes to rl = 0.116a makes the Dirac cone
energetically separated from all other bands.

increased by expanding the radii of the 6 holes as shown
in Fig. 2(d). For sufficiently large radii, the modes of
the air band are no longer degenerate with the modes
of the Dirac cone. Thus, the Dirac cone becomes ener-
getically well-separated from all other bands, making it
possible to tune emitters close to the Dirac point with-
out coupling to any modes other than those constituting
the Dirac cone. Note that similar techniques have been
used previously to control the gap at the photonic Dirac



3

cone for topological waveguiding with a single quantum
emitter [5, 6].

In what follows, we will assume that the transi-
tion frequency of the emitters ωA is tuned sufficiently
close to the frequency of the Dirac point ωDirac (i.e.
ωDirac − ωA � ωA) that coupling to all modes away from
the Dirac cone is small and can be neglected.

III. ANALYTIC MODEL FOR THE DIRAC
CONE

In this section, we develop an analytic approximation
to the electromagnetic modes that constitute the pho-
tonic Dirac cone. This will enable us to derive a closed-
form expression for the dyadic Green’s function of the
geometry (see Sec. IV), which describes the atomic prop-
erties inside the photonic crystal.

We start by parameterizing the linear dispersion of the
Dirac cone as a function of the quasimomentum p as

ω(K,±)
p = ωDirac ± vs|p− pK|, (2)

where (+) and (−) correspond to the top and bottom
bands respectively, ωDirac is the energy associated with
the vertex of the cone, pK = 2π/a(1/

√
3, 1/3) is the mo-

mentum vector of the Dirac cone inside the irreducible
Brillouin zone and vs gives the group velocity of the
guided modes in units of c. Mathematically, vs corre-
sponds to the slope of the Dirac cone. Both ωDirac and
vs can be obtained from numerical calculations.

While the dispersion is linear in the immediate vicinity
of the Dirac cone, the slope vs is found to vary slightly
along different directions. Fig. 3(a) shows the cross sec-
tion of the cone taken above the Dirac point. The black
dashed line shows the results predicted by Eq. (2), while
the solid blue line gives the numerically obtained results
showing slight deviations from perfect circularity due to
the underlying three-fold symmetry of the lattice. We
average the numerical values of vs along the different di-
rections to obtain an effective value for vs, which we can
use in Eq. (2).

Next, we explore the polarization structure of the elec-
tromagnetic modes at the center of the unit cell. Fig. 3(b)
shows the overall field intensity |Ep(0)|2a3 of each mode
in the top band at r = 0. The intensity varies only
weakly as a function of momentum and falls within a
small interval. Similar results are obtained in the lower
band. Therefore, we average the field intensity of all the
modes to obtain an effective constant value |E0|2a3 that
we use to parameterize the field intensity of all modes in
the vicinity of the Dirac cone.

To understand the contributions of the different polar-
ization components to the overall intensity, in Fig. 3(c)
we color each of the modes of the Dirac cone according
to the normalized intensity of the x-component of the
field |Ep,x(0)|2/|Ep(0)|2. Fig. 3(d) shows the colored
modes in the top band from above. The simple func-
tional dependence of the resulting intensity pattern can

be approximated by sin2(ΦK/2 − π/4) for the top band
and sin2(ΦK/2 + π/4) for the bottom band, where the
polarization is expressed as a function of the angle ΦK

measured from the px axis. Figs. 3(e) and (f) show the
corresponding results obtained from this simple analytic
model and using Eq. (2). Good agreement is obtained
between the numerical and analytic results. Similarly,
for the y-component of the electric field |Ep,y(0)|2 we
find that the change in polarization as a function of ΦK

is captured by sin2(ΦK/2 + π/4) for the top band and
sin2(ΦK/2− π/4) for the bottom band.

FIG. 3. (a) Cross section of the Dirac cone for ωa/2πc =
0.422. Numerical results are shown in solid blue, analytic
prediction is shown in dashed black. (b) Field intensity
|Ep(0)|2a3 in the top band near the Dirac cone. All val-
ues fall in a small interval of [0.725, 0.765]. (c) Numerically
obtained results for the Dirac bands. Color code shows the
x-component of the field |Ep,x(0)|2/|Ep(0)|2. (d) Same as
(c), showing the top band from above. (e) & (f) Analytic
approximation to the band dispersion and the polarization of
the modes. Numerical results were obtained for a GaP struc-
ture with geometric parameters h = 0.25a, rs = 0.0833a,
rl = 0.15a and l = 0.4a, for which we obtain the values
ωDiraca/2πc = 0.4172 and vs = 0.3c.

In general, we can model the electric field of the Dirac
cone modes at r = 0 as

E(K,±)
p = E0

[
sin

(
ΦK

2
∓ π

4

)
x̂± sin

(
ΦK

2
± π

4

)
ŷ

]
,(3)

where

ΦK(px, py) = arctan

(
py − pK,y
px − pK,x

)
. (4)
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Note that there are two inequivalent Dirac cones inside
the irreducible Brillouin zone, and the dispersion at the
second Dirac cone can be expressed as

ω(K′,±)
p = ωDirac ± vs|p− pK′ |, (5)

where pK′ = 2π/a(1/
√

3,−1/3) is the momentum vector
associated with the second Dirac cone. As in the case
of the other Dirac cone, we find that the electric field
of the modes of the second Dirac cone at r = 0 can be
expressed as

E(K′,±)
p = E0

[
sin

(
ΦK′

2
± π

4

)
x̂∓ sin

(
ΦK′

2
∓ π

4

)
ŷ

]
,(6)

where

ΦK′(px, py) = arctan

(
py − pK′,y
px − pK′,x

)
. (7)

The simple analytic model descibed by Eqs. (2)-(7)
shows that the electromagnetic environment of an emit-
ter tuned close to the vertex of the Dirac cone is com-
pletely described by the parameters ωDirac, vs and E0, as
long as the second band near the M symmetry point is
energetically separated from the Dirac point (see Fig. 2),
i.e. ωM > ωDirac. In Fig. 4 we plot these four numerical
parameters as a function of the geometric parameters rl,
l and h. More specifically, we plot ωM − ωDirac and vs

only as function of rl and l, since we found that these
quantities are largely insensitive to h. For the same rea-
son, we plot |E0|2 and ωDirac only as a function of rl and
h, but not l.

FIG. 4. (a) The detuning ωM−ωDirac as a function of rl and
l, the radius and radial displacement of the central holes. Slab
height is h = 1.13a. (b) The slope constant vs as a function
of rl and l for h = 1.13a. (c) The electric field strength |E0|2
as a function of rl and the slab thickness h for l = 0.4a. (d)
The frequency of the Dirac point ωDirac as a function of rl
and h for l = 0.4a. The inset of (c) provides the color-coded
legend for the curves with different hole radii.

Fig. 4(a) shows that ωM − ωDirac initially increases
with l, before decreasing in magnitude. Intuitively, once

the holes reach the edges of the unit cell increasing l does
not help any more. Instead, pushing the holes further out
merges them together, reducing the volume of air holes.
The figure also shows that ωM − ωDirac can be increased
by increasing the hole radius. Similarly, Fig. 4(b) shows
that the slope of the Dirac cone vs increases both with l
(until the holes reach the edge of the unit cell) and the
hole radius.

Fig. 4(c) shows that the electric filed intensity is largely
insensitive to the hole radius, but varies inversely with
h. This latter result makes intuitive sense – increasing
the thickness of the slab expands the mode volume and,
therefore, decreases the field concentration at the loca-
tion of the emitters. Finally, Fig. 4(d) shows that ωDirac

is inversely proportional to h and increases with hole ra-
dius. These results are simple consequences of the fact
that increasing the relative volume of the dielectric inside
the unit cell increases the effective refractive index of the
medium and thus rescales all relevant length scales of the
system, including the effective wavelength.

IV. CALCULATION OF THE GREEN’S
FUNCTION

In quantum optics, single atom decay rates and coop-
erative effects such as the dipole-dipole interaction and
cooperative decay of atoms can be fully determined from
the dyadic Green’s function of the problem when the
Born-Markov approximation holds [13, 17–20]. In par-
ticular, the overall spontaneous decay rate of an atom
can be expressed as

Γ =
2d2ω2

A

~ε0c2
Im{Gαα(0)}, (8)

where d is the transition dipole moment of the atom, ε0

is the electric permittivity in vacuum, α = x, y, z and the
Green’s function is evaluated at the location of the emit-
ter (r = 0). Similarly, the dipole-dipole interaction and
cooperative decay rate between two atoms at a distance
r apart are given by

∆coop(r) =
d2ω2

A

~ε0c2
Re{Gαβ(r)}, (9)

and

Γcoop(r) =
2d2ω2

A

~ε0c2
Im{Gαβ(r)}, (10)

respectively, where the first atom is assumed to be in its
α-polarized excited state and the second atom is in its
β-polarized state (α, β = x, y, z). Note that the single-
excitation atomic dynamics can be fully determined in
terms of Γ, ∆coop and Γcoop, when the Born-Markov ap-
proximation is valid (see Ref. [13] for discussion of the
case when these approximations break down). In this
section we will derive an analytic approximation for the
dyadic Green’s function.
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Before proceeding, we note that since the z-component
of the TE-like modes of the slab is zero at the location of
the emitters (see Section II), the |π〉 states of the emitter
do not couple to the the guided modes and thus

Gzz = Gxz = Gzx = Gyz = Gzy = 0. (11)

Therefore, we will focus our attention on the x- and y-
polarized states of the emitters and derive the Green’s
function for these states.

We start by expessing the momentum-space Green’s
function as a summation over the electric field eigenfunc-
tions of the geometry [19]

gαβ(p) = Ac2
∑
n

E
(n)∗
p,α (r1)E

(n)
p,β(r2)

ω2
A −

(
ω

(n)
p

)2 , (12)

where A =
√

3/2a2 is the area of the hexagonal unit cell,

E
(n)
p,α(r) denotes the α component (α = x, y) of the elec-

tric field of the photonic crystal mode in the nth band for

quasimomentum p at location r, ω
(n)
p is the correspond-

ing frequency of the mode and the summation runs over
all bands. In the expression above r1 is the position of the
emitter and r2 is the position where the Green’s function
is evaluated (e.g. the location of the second atom).

In order to find the Green’s function in real space, it
is necessary to integrate Eq. (12) across the entire irre-
ducible Brillouin zone

Gαβ(r2) =

∫
BZ

d2p

(2π)2
gαβ(p). (13)

To perform this integral, we need to make a number of
approximations.

First, note that given to the periodicity of the photonic
crystal, the electric field eigenmodes can be expressed in
the following Bloch form

E(n)
p,α(r) =

u
(n)
p,α(r)√
a3

eip·r, (14)

where u
(n)
p (r + R) = u

(n)
p (r) is a periodic and dimension-

less function and R = na+ + ma− is any valid lattice
vector of the triangular lattice, where n,m ∈ Z and a±
are defined in Eq. (1). The eigenmodes are normalized
such that ∫

V
d3r ε(r)E(n)

p (r) ·E(n)∗
p′ (r) = δpp′ , (15)

where ε(r + R) = ε(r) describes the periodic dielectric
permittivity of the photonic crystal in real space and the
integral is performed over the quantization volume V [19,
21]. We also assume that r2 = r1 + R, which allows us
to write

E(n)∗
p,α (r1)E

(n)
p,β(r2) =

u
(n)∗
p,α (r1)u

(n)
p,β(r1)

a3
eip·r12 , (16)

where we have defined r12 = r1 − r2. In addition, recall
our assumption that ωDirac − ωA � ωA, which ensures

that only the bands of the two inequivalent Dirac cones
at K and K′ contribute to the integral [22]. Therefore,
we can make the approximation

ω2
A − (ω(n)

p )2 ≈ 2ωA(ωA − ω(n)
p ). (17)

Finally, we assume that r1 (and hence r2) is positioned
at the center of the unit cell, where Eqs. (3)-(7) are valid.

With these assumptions, the integral Eq. (13) can be
evaluated in a closed form (see Appendix) and we obtain

Gxx(r, φ) = sinφP−(r)H
(2)
1 (r/ξ)

−iP+(r)H
(2)
0 (r/ξ), (18)

Gyy(r, φ) = − sinφP−(r)H
(2)
1 (r/ξ)

−iP+(r)H
(2)
0 (r/ξ), (19)

Gxy(r, φ) = cosφP−(r)H
(2)
1 (r/ξ), (20)

Gyx(r, φ) = Gxy(r, φ), (21)

where r = r(cosφ, sinφ), H
(2)
m denotes the Hankel func-

tion of the second kind of order m, ξ = vs/δA and
δA = ωDirac − ωA. The prefactors are given by

P±(r) =
Ac2|E0|2δA

8ωAv2
s

(
eipK·r ± eipK′ ·r

)
. (22)

Note that this Green’s function expression is only valid
when the position of the source (r1) is at the center of the
unit cell of the photonic crystal and the Green’s function
is sampled at a position that is a lattice vector away
(r1 = r2 + R).

It is instructive to reexpress the Green’s function in a
circularly polarized basis using |σ±〉 = ∓(|x〉 ± i|y〉)/

√
2,

which yields

Gσ+σ+
(r) = −P+(r)H

(2)
0 (r/ξ), (23)

Gσ−σ−(r) = −P+(r)H
(2)
0 (r/ξ), (24)

Gσ+σ−(r) = eiφP−(r)H
(2)
1 (r/ξ), (25)

Gσ−σ+
(r) = −e−iφP−(r)H

(2)
1 (r/ξ). (26)

Note the presence of the winding phases e±iφ in the off-
diagonal terms [23–25]. These phases are of particular
importance, as they give rise to chiral interactions and
topological behavior when emitters interact through the
photonic Dirac cone. The topological properties of a two-
dimensional lattice of emitters embedded in a photonic
crystal are discussed in more detail in Ref. [14].

V. ANALYSIS OF THE DIPOLAR
INTERACTION

In this section we analyze the dipolar interaction me-
diated by the photonic Dirac cone between atoms.

Recently, the dipolar interaction mediated by a pho-
tonic Dirac cone between atoms was studied in Ref. [13]
using a tight-binding model. It was shown that the
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FIG. 5. (a) Real and imaginary parts of the Green’s function
as a function of the detuning, δA, corresponding to the coher-
ent and dissipative parts of the dipolar interaction, respec-
tively. The dissipative part goes to zero at the Dirac point.
(b) Ratio of the coherent and dissipative interactions as a
function of the detuning, δA. The Green’s function is evalu-
ated 5 lattice sites away from the dipole source along the axis
aligned with the a+ lattice vector. The transition wavelength
of the atoms is assumed to be λ = 738nm and the Green’s
function parameters are |E0|2/a3 = 0.75 and vs = 0.3c.

emerging atomic interactions are purely coherent, with
negligible dissipative terms, and have a long range with-
out exponential attenuation. This stands in sharp con-
trast with previous results in structured reservoirs, where
dissipative terms could only be suppressed at the cost
of making the interaction decay exponentially with dis-
tance [20, 26, 27]. As an application of our formalism,
we now study the emergence of long-range coherent in-
teractions, when all polarization effects are included, and
then provide expressions for the asymptotic behavior of
the dipolar interaction as a function of distance.

Fig. 5(a) shows the real and imaginary parts of the
Green’s function (Eqs. (18)–(21)), corresponding to the
coherent dipole-dipole interaction (Eq. (9)) and dissipa-
tive cooperative decay (Eq. (10)), as a function of the
detuning δA. The two interacting atoms are assumed to
be x-polarized and 5 lattice sites away. The dissipative
part of the interaction goes to zero as the atomic fre-
quencies become resonant with the Dirac point, whereas
the coherent part remains finite. Fig. 5(b) shows the
ratio of the coherent and dissipative parts of the inter-
action as a function of δA. Close to the Dirac point, the
dipole-dipole interaction can be several orders of mag-
nitude larger than the cooperative decay. Thus the in-
teraction between atoms is almost completely coherent.
Note that as δA → 0, the Born-Markov approximation
eventually breaks down and the simple description of the
dipolar interaction via the dyadic Green’s function be-
comes invalid [13, 14].

In Fig. 6 we plot, as a function of distance, the real
and imaginary parts of the Green’s function, which cor-
respond to the dipole-dipole interaction and cooperative
decay between two x-polarized atoms, respectively (see
Eqs. (9)-(10)). The dipole-dipole interaction initially de-
creases rapidly away from the source, before transition-
ing to a slowly decaying oscillatory regime. Note that in
Fig. 6(b), the imaginary part of the Green’s function is

FIG. 6. (a) Dipole-dipole interaction (Re[Gxx(r)]) and (b)
cooperative decay (Im[Gxx(r)]) as a function of distance be-
tween two x-polarized atoms. The transition wavelength of
the atoms is assumed to be λ = 738nm, the detuning is
δA = 19.5GHz, and the Green’s function parameters used
are |E0|2/a3 = 0.75 and vs = 0.3c.

non-zero at the source, which corresponds to the decay
rate of the x-polarized excited state into the modes of
the slab (see Eq. (8)).

We can obtain the asymptotic analytic behavior of the
interaction, by re-expressing the Hankel functions of the
Green’s function in terms of Bessel functions as

H(2)
m (x) = Jm(x)− iYm(x), (27)

and observing that for x� 1 to leading order we get

Jm(x) ∼ 1√
x

and Ym(x) ∼ 1√
x
. (28)

Thus, both the diagonal and off-diagonal terms of the
Green’s function fall off as ∼ 1/

√
r with distance. For

completeness, we also note that when x � 1, we obtain
Jm(x) ∼ 1, Y0(x) ∼ ln(x) and Y1(x) ∼ 1/x.

These results confirm that the photonic Dirac cone me-
diates long-range coherent interactions between emitters
without exponential attenuation. Such long-range coher-
ent interactions are of significant importance in quantum
information processing, as they can be utilized to entan-
gle [13, 19, 26] and perform deterministic phase gates
between distant atomic qubits [17]. Long-range coherent
interactions are also advantageous for engineering nearly
flat bands in topological quantum optical systems, which
have important applications in exploring exotic many-
body phases [14].

VI. CONCLUSION

In conclusion, we have developed an analytic formal-
ism to describe dipole radiation near a realistic two-
dimensional photonic crystal slab with a photonic Dirac
cone. We derived a closed-form dyadic Green’s function
and showed that it mediates interactions that feature
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winding phases, which are key ingredients for engineer-
ing topology in photonic systems. As an example, we
studied the long-range coherent interactions mediated by
the Dirac cone between emitters, which have important
applications in quantum information processing. We be-
lieve that these results will enable further, rigorous stud-
ies of the behavior of atomic emitters interacting via pho-
tonic Dirac cones.
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APPENDIX

In this Appendix, we describe the analytic calculations
behind obtaining the Green’s function of Eqs. (18)-(22).

Given the approximations described in Section IV, we
can rewrite Eq. (13) as

Gαβ(r2) ≈ Ac2

8π2ωAa3

(
I

(+)
K,αβ + I

(−)
K,αβ

+I
(+)
K′,αβ + I

(−)
K′,αβ

)
, (29)

where the four terms in the brackets correspond to the
contributions from the upper and lower bands of the
Dirac cones at the K and K′ points. The integrals at
the K point are given by

I
(±)
K,αβ =

∫
d2p

u
(K,±)∗
p,α (r1)u

(K,±)
p,β (r1)

ωA − ω(K,±)
p

eip·r12 , (30)

and an analogous expressions holds at the K′ point. The
evaluation of these integrals follows closely the methods
outlined in Ref. [20].

First, we substitute Eq. (2) into the denominator, and
after changing changing variables to k = p − pK, we
obtain

I
(±)
K,αβ = eipK·r12

∫
d2k

u
(±)∗
pK+k,α u

(±)
pK+k,β

ωA − ωDirac ∓ vs|k|
eik·r12 , (31)

where for notational convenience we have made the po-

sitional argument of u
(±)∗
pK+k,α(r1) implicit.

We proceed by parameterizing the position vector r12

and momentum vector k as follows

r12 = r(cosφ, sinφ), (32)

k = k(cos ΦK, sin ΦK), (33)

where φ is measured from the x-axis and ΦK is given by
Eq. (4). Using these parameterizations, we obtain

k · r12 = k r cos(φ− ΦK), (34)

and substituting this expression into Eq. (31) yields

I
(±)
K,αβ= eipK·r12

∫
d2k

u
(±)∗
pK+k,α u

(±)
pK+k,βe

ikr cos(φ−ΦK)

ωA − ωDirac ∓ vs|k|
. (35)

First, we evaluate this expression for the top band when
αβ = xx. Substituting Eq. (3) and Eq. (14) into Eq. (35),
we obtain

I
(+)
K,xx = a3|E0|2eipK·r12

kc∫
0

kdk
Λ(φ, kr)

−δA − vsk
, (36)

where we take the limit of the integral to be kc = |pK| for
simplicity. We have also used the notation δA = ωDirac−
ωA and |k| = k, and defined the expression

Λ(φ, kr) =

2π∫
0

dΦK sin2

(
ΦK

2
− π

4

)
eik r cos(φ−Φk), (37)

which, after changing variables to φ−ΦK = θ, evaluates
to

Λ(φ, kr) = πJ0(kr)− iπ sinφ J1(kr). (38)

Next, we substitute this expression into Eq. (36) and
change variables to q = vsk/δA. We also extend the
limit of integration with respect to q to infinity based
on the observation that vskc/δA � 1 when δA is small.
Performing the resulting integral yields

I
(+)
K,xx = −a

3|E0|2δAπ
2v2

s

eipK·r12

(
2

r/ξ
+ πY0(r/ξ)

−πH0(r/ξ) + iπ sinφ
[
Y1(r/ξ) +H−1(r/ξ)

])
, (39)

where Ym(r) and Hm(r) are Bessel and Struve functions
of order m, respectively, and we have defined ξ = vs/δA,
which sets the length scale of the interaction mediated
by the Green’s function.

For the bottom band, we need to evaluate the integral

I
(−)
K,xx = a3|E0|2eipK·r12

kc∫
0

kdk
Λ′(φ, kr)

−δA + vsk
, (40)
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where

Λ′(φ, kr) =

2π∫
0

dΦK sin2

(
ΦK

2
+
π

4

)
eik r cos(φ−Φk),

= πJ0(kr) + iπ sinφ J1(kr). (41)

This integral is singular, since the denominator can be
zero. To make the integral well-defined, we introduce a
small imaginary component +iε, where ε > 0, into the
denominator to move the pole off the real axis. This
corresponds to only considering the outgoing waves that
arise from the point source, making the Green’s function
causal [28]. Then, after changing variables and extending
the limit of integration as for the top band, we use the
following identity

1

x± iε
= P

[
1

x

]
∓ iπδ(x), (42)

to obtain

I
(−)
K,xx = −a

3|E0|2δAπ
2v2

s

eipK·r12

(
− 2

r/ξ
+ πY0(r/ξ)

+ πH0(r/ξ) + iπ sinφ
[
Y1(r/ξ)−H−1(r/ξ)

]
,

+ 2i
[
πJ0(r/ξ) + iπ sinφ J1(r/ξ)

])
. (43)

Finally, adding up the contributions from the top and
bottom bands, we obtain

I
(+)
K,xx + I

(−)
K,xx =

a3|E0|2δAπ2

v2
s

eipK·r12

(
− iH(2)

0 (r/ξ)

+ sinφH
(2)
1 (r/ξ)

)
, (44)

where we have used the the definition for the Henkel func-
tion of the second kind of order m in terms of Bessel
functions (Eq. (27)).

The integrals near the K′ point can be evaluated using
analogous calculations. The only difference is that we
need to use pK′ instead of pK and the electric field modes
are different. The results are identical to those in Eq. (44)
with the replacements pK → pK′ and sinφ → − sinφ
yielding

I
(+)
K′,xx + I

(−)
K′,xx =

a3|E0|2δAπ2

v2
s

eip
′
K·r12

(
− iH(2)

0 (r/ξ)

− sinφH
(2)
1 (r/ξ)

)
. (45)

Substituting all four terms into Eq. (13), we obtain

Gxx(r, φ) = sinφP−(r)H
(2)
1 (r/ξ)

−iP+(r)H
(2)
0 (r/ξ), (46)

where

P±(r) =
Ac2|E0|2δa

8ωAv2
s

(
eipK·r ± eipK′ ·r

)
. (47)

The Green’s function for the cases when αβ = yy,
αβ = xy and αβ = yx can be calculated analogously.
In particular, the final result for Gyy can be obtained by
making the substitution sinφ → − sinφ in Eq. (46) to
get

Gyy(r, φ) = − sinφP−(r)H
(2)
1 (r/ξ)

−iP+(r)H
(2)
0 (r/ξ). (48)

The expression for Gxy is given by

Gxy(r, φ) = cosφP−(r)H
(2)
1 (r/ξ), (49)

and we note that

Gyx(r, φ) = Gxy(r, φ). (50)

These results are summarized in Eqs. (18)-(22).
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[25] R. J. Bettles, J. Minář, C. S. Adams, I. Lesanovsky, and
B. Olmos, Physical Review A 96, 041603 (2017).

[26] E. Shahmoon and G. Kurizki, Physical Review A 87,
033831 (2013).

[27] J. S. Douglas, H. Habibian, C.-L. Hung, A. V. Gorshkov,
H. J. Kimble, and D. E. Chang, Nature Photonics 9, 326
(2015).

[28] W. C. Chew, Wave and fields in inhomogeneous media
(IEEE, 1999).

http://dx.doi.org/ 10.1002/lpor.201300186
http://dx.doi.org/10.1103/PhysRevA.97.043831
http://dx.doi.org/10.1103/PhysRevA.97.043831
http://arxiv.org/abs/1810.12299
http://arxiv.org/abs/1810.12299
http://dx.doi.org/10.1364/OE.8.000173
http://dx.doi.org/10.1364/OE.8.000173
http://dx.doi.org/10.1103/PhysRevB.82.075427
http://dx.doi.org/10.1103/PhysRevB.82.075427
http://dx.doi.org/10.1103/PhysRevB.84.075419
http://dx.doi.org/10.1103/PhysRevB.84.075419
http://dx.doi.org/10.1103/PhysRevA.98.033803
http://dx.doi.org/10.1103/PhysRevA.98.033803
http://dx.doi.org/10.1038/nphoton.2015.54
http://dx.doi.org/10.1103/PhysRevA.43.467
http://dx.doi.org/10.1103/PhysRevA.43.467
http://dx.doi.org/ 10.1103/PhysRevA.91.053617
http://dx.doi.org/10.1103/PhysRevX.5.031001
http://dx.doi.org/10.1103/PhysRevA.96.041603
https://link.aps.org/doi/10.1103/PhysRevA.87.033831
https://link.aps.org/doi/10.1103/PhysRevA.87.033831
http://dx.doi.org/ 10.1038/nphoton.2015.57
http://dx.doi.org/ 10.1038/nphoton.2015.57
http://dx.doi.org/10.1109/9780470547052

	Theory of Dipole Radiation Near a Dirac Photonic Crystal
	Abstract
	Introduction
	Photonic crystal slab with a Dirac dispersion
	Analytic model for the Dirac cone
	Calculation of the Green's function
	Analysis of the dipolar interaction
	Conclusion
	Acknowledgments
	Appendix
	References


