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We discuss general properties of the equilibrium state of parametric down-conversion in super-
conducting quantum circuits with detunings and Kerr anharmonicities, in the strongly nonlinear
regime. By comparing moments of the steady state and those of a Schrödinger cat, we show that
true Schrödinger cats cannot survive in the steady state if there is any single-photon loss. A delta-
function ‘cat-like’ steady-state distribution can be formed, but this only exists in the limit of an
extremely large nonlinearity. The steady state is a mixed state, which is more complex than a mix-
ture or linear combination of delta-functions, and whose purity is reduced by driving. We expect
this general behaviour to occur in other driven, dissipative quantum subharmonic non-equilibrium
open systems.

I. INTRODUCTION

The Schrödinger cat is a famous thought experi-
ment [1], where a cat is placed in a quantum superpo-
sition of two macroscopically distinct states, either alive
or dead. It opens the fundamental question of whether
quantum theory holds true in the macroscopic world [2–
4]. Macroscopic superpositions have been experimentally
realized in atoms [5–8] and photons [9–11], and have
been proposed in quantum computation [12], quantum
teleportation [13], quantum metrology [14] and quantum
key distribution [15]. One of the most common recent
strategies for Schrödinger cats [16] is via non-equilibrium
subharmonic generation [17, 18] leading to discrete time
symmetry-breaking or time crystals [19], and this ap-
proach is analyzed in greater detail here.

The steady state of above-threshold subharmonic gen-
eration is known for parametric down-conversion with-
out anharmonicities [17, 20]. In this case transient
Schrödinger cats are possible [16, 21, 22]. Quantum sub-
harmonic generation with Kerr anharmonicities was re-
cently achieved in superconducting circuits [23], and large
cat states were observed. In this experiment, the physics
of the quantum steady state is different from previous
studies [24]. This exact solution for the steady state
demonstrates how dissipation restores broken time sym-
metry, with potential applications to solving combinato-
rial optimization problems [25].

Quantum optical and quantum circuit physics are sim-
ilar, except that quantum circuits operate at microwave
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instead of optical frequencies. General driven quantum
subharmonic generation with damping and weak nonlin-
earities was studied in a previous paper [24], where non-
equilibrium quantum tunneling [26] occurs. Here we fo-
cus on the cat-like properties of the steady states in the
case of strong combined parametric and Kerr nonlinear-
ities, as found in superconducting quantum circuits.

We analytically calculate the exact steady state in sub-
harmonic generation with strong parametric and Kerr
nonlinearities. This exactly soluble model has a very rich
structure, while displaying the expected physics of more
complex devices. We use the resulting exact correlation
function to show that neither simple mixtures of coherent
states nor Schrödinger cat states can occur in the steady
state. This is confirmed by a numerical steady-state cal-
culation in the number state basis.

We expect this physical result to occur in other
parametric experiments with a similar dissipative, non-
equilibrium behavior. A steady-state mixture of coherent
states [20] is achievable as a limiting case of extremely
strong nonlinearities, but it is still a mixed state. This
is consistent with the superconducting experiment [23]
where an approximate Schrödinger cat was observed in a
transient regime. The steady-state in the zero loss case
can show a macroscopic superposition, although it is not
unique, due to conserved number parity.

The outline of this paper is as follows. In Section (II)
we explain our model definitions and notation, with a
comparison to Josephson junction superconducting cir-
cuit theory. In Section (III) we obtain the exact steady-
state solution, and explain the integration contour for the
complex P-representation manifold. Section (IV) gives
the diagonalization method as another alternative. In
Section (V), moments are calculated both exactly and
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in approximations using coherent or incoherent combi-
nations of coherent state delta-functions, for comparison
purposes. Finally, Section (VI) summarizes our results.

II. COMBINED NONLINEARITY MODEL

Firstly, we summarize the system properties and the-
oretical techniques used previously [18, 24, 27], with
both Kerr and parametric nonlinearities. We then treat
the detailed properties of the strongly coupled case. A
schematic figure of the experimental system is shown in
Fig. 1. The annihilation and creation operators of the k-
th mode in two coupled resonant cavities are ak, a

†
k at fre-

quencies ωk. The frequencies have been set as ω2 ' 2ω1,
so the system can be externally driven simultaneously at
fundamental and subharmonic frequencies, with 2ω0 and
ω0, although we include detunings as well.

A. Hamiltonian

We assume a doubly resonant nonlinear cavity with
a non-interacting Hamiltonian in the rotating frame of
H0 = ~

∑
∆ka

†
kak, where ∆k = ωk− kω0 � ω0 for input

lasers’ frequencies of ω0 and 2ω0. Then we will reduce
the driving on the subharmonic mode to zero, thus only
the fundamental mode is driven as in the experiment [23].
The interaction Hamiltonian is assumed to be given by

HI = ~
χ

2
a†21 a

2
1 +

(
i~
κ

2
a2a
†2
1 + i~E2a†2 + h.c.

)
. (2.1)

Here E2 is the envelope amplitude of the driving for the
mode a2, while κ, χ are the parametric and Kerr non-
linearities [28] respectively. Kerr nonlinearities are only
included for the mode a1.

In addition, we include single-photon and two-photon
losses in this open system. Defining H = H0 + HI , the
master equation for the density matrix ρ is

ρ̇ = − i
~

[H, ρ] +
∑
k,j>0

γ
(j)
k

j
L(j)
k [ρ] . (2.2)

Here γ(j)
k are the relaxation rates for j-photon losses in

the k-th mode, with no two-photon losses in mode k = 2
for simplicity. The dissipative terms are

L(j)
k [ρ] = 2ÔρÔ† − ρÔ†Ô − Ô†Ôρ , (2.3)

where Ô = âjk. The corresponding thermal noises are set
to zero. This allows us to study the steady-state proper-
ties in the low-temperature limit, in order to understand
this exactly soluble case of maximal quantum coherence.

B. Effective Hamiltonian and master equation

We suppose the second harmonic mode is strongly
damped, as in the recent Yale experiments [23], giv-
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Figure 1. (a) Schematic figure of the degenerate paramet-
ric oscillator. (b) Schematic figure of the parametric down-
conversion in the system. (c) Schematic figure of the Kerr
nonlinearity for the mode a1.

ing complex single-photon loss terms defined as γk =

γ
(1)
k + i∆k, with single-photon losses γ(1)

k and detunings
∆k in the k−th mode. An adiabatic Hamiltonian is ob-
tained for a ≡ a1 as:

HA

~
= ∆1a

†a+ i

[
E
2
a†2 − h.c.

]
+
χe
2
a†2a2, (2.4)

The effective driving field ε and nonlinearity χe are:

E =
κ

γ2
E2, χe = χ− ∆2

2

∣∣∣∣ κγ2

∣∣∣∣2 . (2.5)

The master equation of the reduced density matrix ρ1 =
Tr2(ρ) is then obtained as

∂

∂t
ρ1 =

1

i~
[HA, ρ1] + γ

(1)
1 (2aρ1a

† − a†aρ1 − ρ1a
†a)

+
γ

(2)
e

2
(2a2ρ1a

†2 − a†2a2ρ1 − ρ1a
†2a2) , (2.6)

with an effective two-photon loss γ(2)
e , where

γ(2)
e = γ

(2)
1 +

γ
(1)
2

2

∣∣∣∣ κγ2

∣∣∣∣2 . (2.7)

Here we have taken the detuning ∆2 into account. Hence
the expression of the effective parameters are slightly dif-
ferent from those in the previous work [24], while the
master equation (2.6) takes the same general form.

C. Josephson model

In this subsection, we clarify the relations between the
superconducting Josephson junction experiment [23] and
our work. In the supplemental material of the experi-
ment [23], the derivation of the system Hamiltonian, sim-
ilar to ours (2.1), has been provided in detail. Here we
will make a brief comparison, so that we can connect
the parameters in our Hamiltonian (2.1) to those in the
experiment [23].

In the experiment [23], two superconducting microwave
oscillators were coupled through a Josephson junction.
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These oscillators are the fundamental modes of two su-
perconducting cavities. One is a high Q cavity termed
“the storage”, where the steady states formed. The other
is a low Q cavity termed “the readout”, to evacuate en-
tropy from the storage cavity. The system Hamiltonian
of the qubit, the readout and storage modes reads

H

~
=

∑
m=q,r,s

ωmnm −
EJ
~

(
cos(ϕ) +

ϕ2

2

)
+ 2Re(εpe−iωpt + εde

−iωdt)(a†r + ar),

ϕ =
∑

m=q,r,s

ϕmnm. (2.8)

Here am is the annihilation operator for the qubit m = q,
the readout mode m = r and storage mode m = s, re-
spectively, and nm = a†mam is the corresponding number
operator. EJ is the Josephson energy, and ϕ is the phase
across the junction, which can be decomposed as the lin-
ear combination of the phase across each mode, with ϕm
denoting the contribution of mode m to the zero point
fluctuations of ϕ. The system is irradiated by the drive
and pump inputs with complex amplitudes εd , εp and
frequencies ωd, ωp, respectively.

In order to eliminate the system frequencies and the
pump amplitude, we make use of the rotating frame of

U = exp

[
it

(
ωqnq + ωdnr +

ωp + ωd
2

ns

)
− ξ̃pa†r + ξ̃∗par

]
,

(2.9)
with ξ̃p ≈ ξpe

−iωpt and ξp ≈ −iεp/
(
κr

2 + i (ωr − ωp)
)
.

Thus the Hamiltonian takes the form of

H̃/~ = (ωr − ωd)nr +

(
ωs −

ωp + ωd
2

)
ns

− EJ
~
(
cos(ϕ̃) + ϕ̃2/2

)
,

ϕ̃ =
∑

m=q,r,s

ϕm
(
ãm + ã†m

)
+
(
ξ̃p + ξ̃∗p

)
ϕr,

ãq = e−iωqtaq, ãr = e−iωdtar, ãs = e−i
ωp+ωd

2 tas,
(2.10)

If we expand the term cos(ϕ̃) up to the fourth order,
and only keep non-rotating terms, the Josephson Hamil-
tonian then reads,

H̃ ≈ Hshift +HKerr +H2, (2.11)

with

H shift

~
=
(
−δq − χqr |ξp|2

)
nq

+
(
ωr − ωd − δr − 2χrr |ξp|2

)
nr

+

(
ωs −

ωp + ωd
2

− δs − χrs |ξp|2
)
ns,

H Kerr

~
= −

∑
m=q,r,s

χmm
2

a†ma
†
m − χqrnqnr

− χqsnqns − χrsnrns,
H2

~
= g∗2a

2
sa
†
r + g2

(
a†s
)2
ar + εda

†
r + ε∗dar. (2.12)

Here, the Hamiltonian H Kerr corresponds to self-Kerr
and cross-Kerr coupling terms, with χmm = EJ

~ ϕ
4
m/2 and

χmm′ = EJ

~ ϕ
2
mϕ

2
m′ . In the Hamiltonian H2, the first two

terms are nonlinear couplings between the storage and
readout modes with g2 = χsrξ

∗
p/2, which lead to the

subharmonic generation. The other terms corresponds
to the weak coherent drive εd on the readout mode.

D. Josephson parameters

In this paper we will focus on the evolution of the stor-
age and readout modes. As given in the supplemental
material of Ref. [23], the Hamiltonian for the reduced
system is

Hsr

~
= ∆dnr +

∆p + ∆d

2
ns

+ g∗2a
2
sa
†
r + g2

(
a†s
)2
ar + εda

†
r + ε∗dar

− χrsnrns −
∑
m=r,s

χmm
2

a†ma
2
m, (2.13)

where ∆d = ωr − ωd − δr − 2χrr |ξp|2 and ∆p = −∆d +

2
(
ωs − ωp+ωd

2 − δs − χrs |ξp|2
)
. In order to include the

losses and the quantum noises, master equations have
been analyzed in Ref. [23], where the single photon damp-
ing
√
κrar and

√
κsas have been considered.

In our notations, we set a1 = as and a2 = ar. Hence,
this is similar to our initial Hamiltonian (2.1), with
∆1 = (∆p + ∆d)/2, ∆2 = ∆d, E2 = −iεd, κ = 2g2,
χ = −χss, γ(1)

1 = κs/2 and γ
(1)
2 = κr/2. In our initial

Hamiltonian (2.1), we have omitted the cross-Kerr term
χrs and the self-Kerr term on the second harmonic mode
χrr for simplicity.

In fact, the same approximation was used to derive
the adiabatic Hamiltonian in Ref. [23] as well. In their
supplemental material, they have shown that the effect
of the cross-Kerr term is negligibly small and thus can be
ignored. Since our main results are obtained under the
adiabatic approximation, these omissions are valid in our
situation.
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With the detunings and χrr omitted, the adiabatic
approximation can be applied in the region where
g2/κr, εd/κr, χrs/κr ∼ δ and χss/κr, κs/κr ∼ δ2 with
the small dimensionless parameter δ � 1. By neglect-
ing terms of order δ and higher, the adiabatic Hamilto-
nian has been derived in the supplemental material of
Ref. [23], which reads

Hs = ε∗2a
2
s + ε2

(
a†s
)2 − χss

2
a†

2

s a
2
s. (2.14)

The corresponding master equation takes the form:

d

dt
ρs = −i [Hs, ρs] +

κ2

2
L
[
a2
s

]
ρs +

κs
2
L [as] ρs, (2.15)

with κ2 = 4 |g2|2 /κr and ε2 = −2ig2εd/κr. Compared
with our adiabatic Hamiltonian (2.4) and master equa-
tion (2.6), we find the parameter mappings for this ex-
periment to be: E = 2ε2, χe = −χss and γ(2)

e = κ2 with
γ

(2)
1 = 0 and ∆1 = ∆2 = 0.

III. EXACT STEADY-STATE SOLUTION

This master equation has an exact analytic solution for
the steady-state, including damping, driving and detun-
ings together with all the nonlinear couplings. We note
that this is neither an energy eigenstate nor a thermal
state, but rather a unique non-equilibrium solution to
the steady-state.

A. Complex P-representation

To obtain the exact solution, we introduce a gener-
alized P-representation [29] transformation of the single-
mode density matrix. If we expand the reduced quantum
density matrix in terms of coherent state projection op-
erators and a complex P-distribution P (α, α+, t) , one
then obtains

ρ̂1 =

‹
dαdα+P

(
α, α+

) |α〉 〈α+∗|
〈α+∗| α〉

, (3.1)

where |α〉 is a coherent state and dαdα+ is a surface
integral measure over a closed surface, so that bound-
ary terms will vanish on integration by parts. The adia-
batic Hamiltonian results in a single-mode Fokker-Planck
equation for P ,

∂P

∂t
=

{
∂

∂α

[
γα− E (α)α+

]
+

1

2

∂2

∂α2
E (α) + h.c.

}
P,

(3.2)
where we define γ ≡ γ1 = γ

(1)
1 + i∆1. We also introduce

an effective complex nonlinear decay of g = γ
(2)
e + iχe,

and a function E (α) = E − gα2. The notation h.c. indi-
cates hermitian conjugate terms obtained by the replace-
ment of α → α+, and the conjugation of all complex

parameters. As in our previous work [24], we introduce
dimensionless parameters: ε = E/g, n = |ε|, c = γ/ (gn),
τ = Et, β = α/

√
ε, and eiθ = g/|g| = n/ε, so that the

Fokker-Planck equation can be simplified to the form:

∂P
(
~β
)

∂τ
=eiθ

{
∂

∂β

[
cβ −

(
1− β2

)
β+
]

+

+
1

2n

∂2

∂β2

(
1− β2

)
+ h.c.

}
P
(
~β
)
. (3.3)

With this transformation, time is scaled relative to the
two-photon driving rate. Here c is a complex dimension-
less single-photon loss and detuning, and n is the photon
number at which saturation of the mode occupation oc-
curs due to the nonlinear losses.

The steady-state solution of the scaled Fokker-
Planck equation (3.3) can be derived via the potential
method [30–33]

P1

(
~β
)

= N exp
[
−Φ

(
~β
)]
, (3.4)

where N is a normalization constant and Φ satisfies(
1− β2

)
2n

∂Φ

∂β
= (c− 1

n
)β −

(
1− β2

)
β+,(

1− β+2
)

2n

∂Φ

∂β+
= (c∗ − 1

n
)β+ −

(
1− β+2

)
β. (3.5)

These equations (3.5) are obtained by inserting the
form (3.4) into the Fokker-Planck equation (3.3) and re-
quiring that ∂P1/∂τ = 0 in the steady-state.

By solving the differential equations (3.5) directly, the
exact steady-state solution with quantum noise can be
expressed via the potential:

Φ
(
~β
)

= −n
[
β+β + c̃ ln(1− β2) + h.c.

]
, (3.6)

with c̃ = c − 1/n. Thus, the steady-state probability
distribution is

PS

(
~β
)

= N
[
(1− β2)c̃(1− β+2)c̃

∗
exp(2β+β)

]n
. (3.7)

This is the exact zero-temperature steady-state solu-
tion for the density matrix. Written in this way, we can
see how it scales with the effective driving field n occur-
ring in the exponent. Apart from n, all the parameters
here can have complex values, which is necessary when
treating the situations in recent quantum circuit experi-
ments [23].

In the case where the power c̃ has a negative real part,
if a real planar complex manifold is chosen, one obtains
singular peaks at the boundaries where |β| , |β+| = ±1,
as shown in Fig (2). This would give boundary terms
on partial integration, causing errors. Integration over
phase-space distributions requires vanishing boundary
terms. Instead, one must choose a curved topological
structure with cuts on the complex integration manifold.
This leads to branch points, rather than local potential
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Figure 2. Real parts of steady-state probability distribu-
tions (3.7) for (a) c̃ = −2.79+ 0.93i and ε = −0.192− 0.097i,
(b) large n = |ε|: c̃ = −0.279 + 0.093i and ε = −1.92− 0.97i,
(c) small |Re(c̃)|: c̃ = −0.93 + 0.93i and ε = −0.192− 0.097i,
(d) large |Im(c̃)|: c̃ = −2.79 + 9.3i and ε = −0.192− 0.097i.

minima. This is why there is no quantum tunneling, al-
though transient Schrödinger cats can be formed in this
type of experiment [23].

As a result, this physical situation requires a com-
pletely different phase-space manifold to that investi-
gated in the previous work [24], where the real part of c̃
is positive. In that case, there is quantum tunneling be-
tween local potential minima on a finite, bounded man-
ifold. To define the distribution for strong coupling,
one must choose complex integration contours which are
closed, continuous [18, 27, 29], and without boundaries.
This is obtained by inserting cuts at the branch-points for
β = ±1 and β+ = ±1, combined with complex Pochham-
mer contours. This method is used to represent the beta
and hypergeometric special functions [34–36]. One way
to visualize this is to imagine the contours drawn on both
sides of two sheets of paper, one for β and one for β+.

B. Moments and Correlations

The second-order correlation function of the single-
mode intra-cavity field is defined as

g(2)(0) =
〈a†a†aa〉
〈a†a〉2

, (3.8)

where the k-th moment can be calculated with P-
representation integrals as

Ikk′ = 〈a†kak
′
〉 =

‹
(ε∗)

k
2 ε

k′
2 β+kβk

′
PS(β, β+)dβ+dβ.

(3.9)
It is well known that nonclassical effects like photon anti-
bunching will occur if g(2)(0) < 1 and classical bunching
takes place if g(2)(0) > 1. Thus, g(2)(0) is often used to
distinguish classical from non-classical behavior [37].

The exact solution for the moments [18] is obtained by
expanding the term e2nβ+β =

∑
m (2n)

m
βmβ+m/m! in

Eq. (3.7). In this way, we obtain the form of moment after
normalization and integration over the complex manifold,
as:

Iexkk′ = N ′
∑
m

(2n)m

m!
(−
√
ε)k
′
(−
√
ε∗)k

×2F1(−m− k′, nc̃+ 1, 2nc̃+ 2, 2)

×2F1(−m− k, nc̃∗ + 1, 2nc̃∗ + 2, 2) . (3.10)

Here 2F1 is the hypergeometric function, and N ′ is the
normalization factor,

N ′−1 =
∑
m

(2n)m

m!
2F1(−m,nc̃+ 1, 2nc̃+ 2, 2)

×2F1(−m,nc̃∗ + 1, 2nc̃∗ + 2, 2). (3.11)

The case of real c̃ has been investigated in Ref [20, 21],
where there was no anharmonic nonlinearity, and a real
manifold was used. It was suggested that the steady-state
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distribution approaches a set of δ functions in strong cou-
pling limits. The case without single-photon loss and an-
harmonic nonlinearity has also been studied in Ref. [38],
where one always has c̃ = −1/n. In this case, steady-
state Schrödinger cats can be achieved with initial Fock
states. Other work studying this potential in different
parameter regimes was used to benchmark our numeri-
cal results, given below [27].

IV. NUMERICAL DIAGONALIZATION

As a comparison and independent check of these ex-
act results, we have also solved the master equation Eq.
(2.6) numerically by expanding the density operator in
a number state basis. The steady state of the system
corresponds to the eigenstate of the Liouvillian operator
with zero eigenvalue. This steady state density operator
is then used to compute the statistical moments of in-
terest. In this approach, which is valid for small photon
number, we numerically diagonalize the Liouville opera-
tor of the master equation, with a photon number cutoff.
This allows us to compare the analytical and numerical
approaches. We find that there is excellent agreement
between the two methods.

A. Number state basis

In order to verify our analytic results, we applied these
numerical number state methods to the same case. We
expand the density operator ρ in the number-state basis,
where its matrix elements ρkl are defined as

ρkl = 〈k|ρ|l〉. (4.1)

Then the master equation (2.6) takes the form:

d

dt
ρij = T klij ρkl. (4.2)

Here the Einstein summation convention has been used
on identical indices. And T klij is a four-dimensional transi-
tion matrix, which describes the transition from the state
ρkl to the state ρij . It can be written as

T klij =
E
2

√
i(i− 1)δk+2;l

i;j − E
2

√
(j + 1)(j + 2)δk;l−2

i;j

+
E∗

2

√
j(j − 1)δk;l+2

i;j − E
∗

2

√
(i+ 1)(i+ 2)δk−2;l

i;j

−
[
γi+ γ∗j +

g

2
i(i− 1) +

g∗

2
j(j − 1)

]
δk;l
i;j

+γ(2)
e

√
(i+ 1)(i+ 2)(j + 1)(j + 2)δk−2;l−2

i;j

+2γ
(1)
1

√
(i+ 1)(j + 1)δk−1;l−1

i;j , (4.3)

with

δk;l
i;j =

{
1 if i = k and j = l,
0 otherwise. (4.4)

The system can be characterized by the eigenvectors of
the transition matrix T klij . The steady state of the system
corresponds to the eigenvector with zero eigenvalue [39].

B. Transition matrix elements

Within the numerical calculation, we must use a pho-
ton number cutoff N to make the transition matrix finite,
0 ≤ i, j, k, l ≤ N . This approximation is valid if the high-
photon-number states play negligible roles in determining
the system’s evolution. We check that the cut-off is set
to a high enough value by repeating the calculation with
a higher cutoff and checking that no change occurs.

Hence, the four-dimensional matrix T klij can be reduced
to a two-dimensional one T β̄ᾱ with this truncation, so that

d

dt
ρᾱ = T β̄ᾱ ρβ̄ , (4.5)

with

T β̄ᾱ =
E
2

√
i(i− 1)δβ̄+2N+2

ᾱ − E
2

√
(j + 1)(j + 2)δβ̄−2

ᾱ

+
E∗

2

√
j(j − 1)δβ̄+2

ᾱ − E
∗

2

√
(i+ 1)(i+ 2)δβ̄−2N−2

ᾱ

−
[
γi+ γ∗j +

g

2
i(i− 1) +

g∗

2
j(j − 1)

]
δβ̄ᾱ

+γ(2)
e

√
(i+ 1)(i+ 2)(j + 1)(j + 2)δβ̄−2N−4

ᾱ

+2γ
(1)
1

√
(i+ 1)(j + 1)δβ̄−N−2

ᾱ , (4.6)

where

ᾱ = (N + 1)i+ j + 1, β̄ = (N + 1)k + l + 1. (4.7)

Here δβ̄ᾱ is a Kronecker delta, and ᾱ, β̄ are in the range
of [1, (N + 1)2].

We label the k-th eigenvalue by εk and its correspond-
ing eigenvector by ρ(k)

ᾱ so that

ρᾱ(t) =
∑
k≥0

Ak exp(εkt)ρ
(k)
ᾱ , (4.8)

where the coefficients Ak define the initial state. We
order the indices k by the size of the real part of the
eigenvalues, Re(εk) ≥ Re(εk+1). Therefore, ε0 is the sta-
ble eigenvalue with ε0 = 0, and ρ

(0)
ᾱ corresponds to the

stable state.
With the numerical expansion method, the stable state

ρ
(0)
ᾱ can be obtained by solving the eigenvalue problem

of the transition matrix T β̄ᾱ . Then the average photon
numbers

〈
a†a
〉
and the second order correlation functions

g(2)(0) can be obtained directly by

〈a†a〉 = Tr
[
a†aρ(0)

]
,

g(2)(0) =
Tr
[
a†a†aaρ(0)

]
Tr
[
a†aρ(0)

]2 , (4.9)



7

where ρ(0) is the stable-state matrix reshaped from the
stable-state vector ρ(0)

ᾱ . The numerical results are shown
below in Fig. 3 and 4 below with green dots. They agree
with the analytic results very well. This confirms the
validity of our analytic calculations.

V. MOMENTS AND SCHRÖDINGER CAT
COMPARISONS

We will use these exact analytic and approximate nu-
merical results to check the validity of approximate delta-
function steady-state distributions which we introduce
below (5.3). These correspond to the physical assump-
tions that one has either a quantum superposition or a
quantum mixture of two coherent states with opposite
signs. As we show below, neither assumption is correct
in the steady-state of this driven, non-equilibrium quan-
tum system.

A. Experimental parameter values

For numerical evaluations of the steady-state moments,
we obtain the parameters of the recent experiment [23],
using the results of Section (II). In our notation, we ob-
tain that for these recent quantum circuit experiments,
γ/2π = 3.98kHz, g/2π = (7.96 − 4i) kHz and E =
(−19.2− 0.07i) kHz. Thus, we have c̃ = −0.279 + 0.093i
and ε = −1.92 − 0.97i. Since the real part of c̃ is neg-
ative, there will be singularities occurring at β = ±1 or
β+ = ±1.

From now on, we will treat the strong coupling regime,
which corresponds to the parameter region of Re(c̃) < 0.
Using the definitions of c̃ and g, we have

nc̃ =

(
γ

(1)
1 + i∆1

)(
γ

(2)
e − iχe

)
(
γ

(2)
e

)2

+ χ2
e

− 1. (5.1)

Considering n > 0, it follows that Re(c̃) < 0 is equivalent
to γ(2)

e (γ
(1)
1 − γ(2)

e ) + χe(∆1 − χe) < 0. This is satisfied
if there is either a weak single-photon damping γ(1)

1 or
strong nonlinear couplings χe, γ

(2)
e . It is easily checked,

provided there are no detunings, that Re(c̃) ≥ −1/n and
the limit c̃→ −1/n occurs if γ(1)

1 � γ
(2)
e or γ(1)

1 � χe.
Considering that nonlinear losses are always weak, the

relation γ
(1)
1 � γ

(2)
e can occur with large κ refer to

Eq. (2.7). Thus the limit c̃ → −1/n occurs either with
large nonlinearities κ or χ.

B. Delta-function approximations

To understand the physics more clearly, we note that in
the limit of c̃→ −1/n, the exact solution is a product of
simple poles with opposite contour integration directions.

These can be integrated using Cauchy’s theorem, and
correspond to a delta-function solution, so the ratio of
the probabilities at the singularities is

Plim(β = ±1, β+ = ±1)

Plim(β = ±
√
λc, β+ = ∓1)

= e4n. (5.2)

If we assume this is also true approximately for c̃ 6= −1/n,
we obtain a real distribution [20] in the form of

Plim(β, β+) =
δ(β − 1)δ(β+ − 1) + δ(β + 1)δ(β+ + 1)

2(1 + e−4n)

+
δ(β − 1)δ(β+ + 1) + δ(β + 1)δ(β+ − 1)

2(1 + e4n)
.

(5.3)

We now contrast this with an idealized, even cat state
|ψ〉cat ∝ [|

√
ε〉+ |−

√
ε〉], where the P-representation

takes the form after normalization

Pcat(β, β
+) =

δ(β − 1)δ(β+ − 1) + δ(β + 1)δ(β+ + 1)

2(1 + e−2n)

+
δ(β − 1)δ(β+ + 1) + δ(β + 1)δ(β+ − 1)

2(1 + e2n)
.

(5.4)

The factor is e−2n (e2n), rather than e−4n (e4n) in
Eq. (5.3), so even if the steady state does evolve to a
delta-function distribution (5.3), it will be a mixed state
instead of a true cat state.

In this case, the density matrix can be derived to have
the following form,

ρlim = p |ψ〉cat 〈ψ|cat + (1− p) ρmix. (5.5)

Here

p = (1 + e2n)/(1 + e4n),

ρmix =
1

2

[∣∣√ε〉 〈√ε∣∣+
∣∣−√ε〉 〈−√ε∣∣] . (5.6)

The purity of this limiting form can then be obtained as

µ = Tr
[
ρ2
lim

]
=
e8n + 6e4n + 1

2(e4n + 1)2
, (5.7)

which is a monotonic decreasing function of n since

dµ

dn
= −8e4n(e4n − 1)

(e4n + 1)3
< 0 , (5.8)

for n > 0. Thus, the driving will weaken the purity of
the steady state since n is proportional to the driving E2.

It is obvious that we will have p→ 1 in the limit of n→
0. Thus the delta-function distribution tends to be a true
Schrödinger cat state in this limit. However, since |ε| =
n→ 0, the steady state will actually reduce to a vacuum
state. This is natural that a non-driven system can be
expressed as a vacuum state. In the opposite limit of n→
∞, the delta-function steady-state distribution (5.3) will
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reduce to the mixed state ρmix since p → 0. Therefore,
a pure Schrödinger cat state is unreachable in the steady
state of the system, even using an approximate delta-
function solution.

The parity P̂ = (−1)a
†a can also be studied di-

rectly with the complex P-distribution (5.3). In the P-
representation, the parity operator is equivalent to the
average of P = exp(−2nβ+β). In the steady state of the
delta-function approximation, we have Pss = sech(2n).
This means that Pss = 1 in the case of n = 0, and
Pss = 0 in the limit of n→∞. It is consistent with the
density matrix (5.5) which is a vacuum state when n = 0
and a mixed state when n→∞. Parity is not conserved
because of the finite single-photon loss.

C. Steady-state distributions

The exact steady-state distributions (3.7) with differ-
ent parameters are shown in Fig. 2, plotted on a finite
manifold. We see that delta-function distribution will
be obtained approximately with large |Re(c̃)| and small
|Im(c̃)|, and reduced to classical mixture of coherent
states with large n. However, these graphs also demon-
strate that the probability does not vanish at the bound-
aries, which means that with Re (c̃) < 0 on this bounded
manifold, the potential solution when restricted to this
planar manifold is no longer a solution to the original
master equation, since boundary terms from integration
by parts are non-vanishing.

An inspection of Fig 2 shows that when assuming a
real, bounded manifold, the distribution is neither a true
delta function, nor does it vanish at the boundaries,
which is the reason why the exact complex contour man-
ifold is essential when there are poles.

D. Moment comparisons

As a result, the true steady states are clearly neither
mixtures of delta functions nor Schrödinger cats. This
difference can be quantified by using the steady-state dis-
tribution (5.3), to compare moments. The approximate
k-th moment is obtained directly with the definition (3.9)
as,

I limkk′ =
(
√
ε)k
′
(
√
ε∗)k + (−

√
ε)k
′
(−
√
ε∗)k

2 (1 + e−4n)

+
(−
√
ε)k
′
(
√
ε∗)k + (

√
ε)k
′
(−
√
ε∗)k

2 (1 + e4n)
. (5.9)

Similarly, the moment can be written down directly with
the cat state (5.4) as:

Icatkk′ =
(
√
ε)k
′
(
√
ε∗)k + (−

√
ε)k
′
(−
√
ε∗)k

2 (1 + e−2n)

+
(−
√
ε)k
′
(
√
ε∗)k + (

√
ε)k
′
(−
√
ε∗)k

2 (1 + e2n)
. (5.10)
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Figure 3. Comparisons of the average photon numbers (a, c,
e) and second order correlation functions (b, d, f). In figures
(a) and (b), the results are changing with c̃ real. In figures (c)
and (d), the real part of c̃ is changed with Im(c̃) = −0.199.
In figures (e) and (f), the imaginary part of c̃ is changing,
with Re(c̃) = −0.896. The driving ε = 1 + 0.1i in all figures.
Since n = |ε| is fixed, we scale byn on the x-axis so the limit
is simply nc̃→ −1. The blue dashed line is obtained from the
delta-function distribution (5.9), the red solid line from the
exact method (3.10), the green dotted line is obtained from
the numerical solution, and the black dash-dotted line from
the pure cat state (5.10). The magenta circles in (a) and (b)
are obtained from the results (5.14) with γ = 0 and an initial
vacuum state.

We have compared the average steady-state photon
number

〈
a†a
〉
and the second order correlation function

g(2)(0) changing with c in Fig. 3. The results of Fig. 3,
show that the delta-function distribution (5.3) is only at-
tainable when c̃→ −1/n, which is valid when γ(1)

1 � γ
(2)
e

or γ(1)
1 � χe, if there are no detunings. Mathematically,

it is obtained by reaching the steady state first and then
taking the limit γ(1)

1 → 0, which is different from the ma-
genta circles where we take γ(1)

1 = 0 exactly and then get
the steady states assuming some particular parity [38].
Number parity is conserved only if γ(1)

1 = 0, and non-
conserved if γ(1)

1 6= 0. Thus the ordering of the limit
is important, which leads to the gap between the red
line with c̃ → −1/n (a mixed state) and the magenta
circles (a pure cat state) in Fig. 3. In addition, the delta-
function distribution can also be obtainable in the region
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analytic result
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Figure 4. Comparing the average photon number (a) and the
second-order correlation function (b) with n varying. In this
case, nc̃ = −0.99− 0.1i thus it is close to the limit nc̃→ −1.
The lines have the same meanings as in the Fig. 3.

of extremely strong nonlinearity as the limit c̃ → −1/n

suggests, which is more practical than the case γ(1)
1 = 0.

In Fig. 3 the results of the delta-function distributions
never agree with those of the cat states. This is consis-
tent with the discussion above that the steady state of
the system is always a mixed state (5.5) instead of a pure
cat state. Although there are crosses for the exact results
of the steady state and those of the pure cat state, they
are always at different c̃ for

〈
a†a
〉
and g(2)(0). The exact

steady state is therefore different from both the cat state
and a mixture of delta-functions. Hence we can’t gener-
ate a pure steady-state cat state, unless the system has
no single-photon losses.

We have stated that in the limit of small n, the
delta-function distribution (5.3) tends to an approximate
Schrödinger cat. Now we show how

〈
a†a
〉
and g(2)(0)

change with n in Fig. 4. It is natural that the average
photon number

〈
a†a
〉
increases with large driving E2 ∝ n

as shown in Fig. 4(a). It also shows that in the region
of small n, their photon numbers agree with each other,
but g(2)(0) has a different behavior.

This means that even with n → 0, the delta-function
steady-state distribution (5.3) is still different from the
distribution of a Schrödinger cat. We also show in Fig. 4
that in the limit of c̃→ −1/n, the exact steady state will

approach the delta-function steady-state distribution, al-
though as before, this is not a cat state.

It is directly checked with Eqs. (5.9) and (5.10) that
the second-order correlation functions are

g
(2)
lim(0) =

(
e4n + 1

e4n − 1

)2

, g
(2)
cat(0) =

(
e2n + 1

e2n − 1

)2

. (5.11)

Thus in the limit of n→ 0, we have g(2)
cat(0)/g

(2)
lim(0)→ 4

with g
(2)
cat(0) → ∞ and g

(2)
lim(0) → ∞. This tendency

can be found in the Fig. 4. In addition, we will also
have g

(2)
cat(0) > g

(2)
lim(0) > 1 over the full range of n.

This means that their probability distributions are both
super-Poissonian [37]. From all the discussions above, we
demonstrate that the delta-function steady-state distri-
bution (5.3) is different from the Schrödinger cat state,
even if n→ 0.

Pure steady-state cats can occur in systems without
single-photon loss and anharmonic nonlinearity [38]. If
we neglect the single-photon loss in our system from
the beginning, the steady-state solution is obtained from
solving ∂ρ1/∂t = 0 in Eq. (2.6). We expand the den-
sity operator in the coherent state basis as ρ1 (t =∞) =˜
cα,α′ |α〉〈α′| d2αd2α′. Substituting into Eq. (2.6) with

γ
(1)
1 = 0, for arbitrary cα,α′ we have

α = ±
√
ε, α′ = ±

√
ε. (5.12)

Thus the steady-state density matrix with no single-
photon damping takes the form,

ρ1 (∞) = c++|
√
ε〉〈
√
ε|+ c−−| −

√
ε〉〈−
√
ε| (5.13)

+c−+| −
√
ε〉〈
√
ε|+ c+−|

√
ε〉〈−
√
ε| ,

where the coefficients cα,α′ are determined by the ini-
tial states. This is consistent with earlier work [38],
which however had no Kerr anharmonic term. In the P-
representation, the distribution reads in this undamped
case,

P∞(β, β+) = c++δ(β − 1)δ(β+ − 1)

+c−−δ(β + 1)δ(β+ + 1) (5.14)
+c+−e

−2nδ(β − 1)δ(β+ + 1)

+c−+e
−2nδ(β + 1)δ(β+ − 1),

which is also a delta-function distribution. The possible
pure state solutions are coherent states and cat states.
Since the parity is conserved without single-photon loss
according to the master equation (2.6), Schrödinger cats
can be achieved if the initial states are eigenstates of
the parity, such as Fock states. These steady-state
Schrödinger cats with γ(1)

1 = 0 and initial vacuum states
have been graphed in Fig. 3 (a) and (b), where a gap be-
tween them and the results for the limit γ(1)

1 → 0, which
is a mixture, can be observed.
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VI. SUMMARY

We have studied the steady states of quantum sub-
harmonic generation with strong nonlinearity, which has
been experimental achieved [23]. By comparing the cor-
relation functions, we conclude that true Schrödinger
cats cannot survive in the steady state unless there is
no single-photon loss. With single-photon loss included,
the steady state for subharmonic generation will reduce
to a delta-function steady-state distribution (5.3) only if
there is an extremely strong nonlinearity. More gener-
ally, the exact solution is always more complex than any
type of delta-function, whether a pure or mixed state. To
obtain this exact behavior, the correct integration mani-
fold is a Pochhammer contour which samples both sheets
of a double Riemann sheet contour. Intriguingly, this re-
flects some of the character of the transient macroscopic

superposition that occurs on the path to the steady-state.

ACKNOWLEDGMENTS

This work is supported by the National Key R&D Pro-
gram of China (Grants No. 2016YFA0301302 and No.
2018YFB1107200), the National Natural Science Foun-
dation of China (Grants No. 11622428, No. 61475006,
and No. 61675007) and the Graduate Academic Ex-
change Fund of Peking University. PDD and MDR
thank the Australian Research Council and the hospi-
tality of the Institute for Atomic and Molecular Physics
(ITAMP) at Harvard University (supported by the NSF),
and the Weizmann Institute of Science. This research
has also been supported by the Australian Research
Council Discovery Project Grants schemes under Grants
DP180102470 and DP190101480.

[1] E. Schrödinger, Naturwissenschaften 23, 823 (1935).
[2] S. Haroche, Rev. Mod. Phys. 85, 1083 (2013).
[3] D. J. Wineland, Rev. Mod. Phys. 85, 1103 (2013).
[4] M. Arndt and K. Hornberger, Nat. Phys. 10, 271 (2014).
[5] C. Monroe, D. Meekhof, B. King, and D. J. Wineland,

Science 272, 1131 (1996).
[6] D. Leibfried, E. Knill, S. Seidelin, J. Britton, R. B.

Blakestad, J. Chiaverini, D. B. Hume, W. M. Itano, J. D.
Jost, C. Langer, et al., Nature 438, 639 (2005).

[7] T. Kovachy, P. Asenbaum, C. Overstreet, C. Donnelly,
S. Dickerson, A. Sugarbaker, J. Hogan, and M. Kasevich,
Nature 528, 530 (2015).

[8] A. Omran, H. Levine, A. Keesling, G. Semeghini, T. T.
Wang, S. Ebadi, H. Bernien, A. S. Zibrov, H. Pichler,
S. Choi, et al., arXiv:1905.05721 (2019).

[9] A. Ourjoumtsev, H. Jeong, R. Tualle-Brouri, and
P. Grangier, Nature 448, 784 (2007).

[10] I. Afek, O. Ambar, and Y. Silberberg, Science 328, 879
(2010).

[11] G. Kirchmair, B. Vlastakis, Z. Leghtas, S. E. Nigg,
H. Paik, E. Ginossar, M. Mirrahimi, L. Frunzio, S. M.
Girvin, and R. J. Schoelkopf, Nature 495, 205 (2013).

[12] M. Mirrahimi, Z. Leghtas, V. V. Albert, S. Touzard, R. J.
Schoelkopf, L. Jiang, and M. H. Devoret, New J. Phys.
16, 045014 (2014).

[13] S. J. van Enk and O. Hirota, Phys. Rev. A 64, 022313
(2001).

[14] J. Joo, W. J. Munro, and T. P. Spiller, Phys. Rev. Lett.
107, 083601 (2011).

[15] D. S. Simon, G. Jaeger, and A. V. Sergienko, Phys. Rev.
A 89, 012315 (2014).

[16] M. Reid and B. Yurke, Phys. Rev. A 46, 4131 (1992).
[17] P. Drummond, K. McNeil, and D. Walls, Opt. Acta 27,

321 (1980).
[18] P. Drummond, K. McNeil, and D. Walls, Opt. Acta 28,

211 (1981).

[19] J. Zhang, P. Hess, A. Kyprianidis, P. Becker, A. Lee,
J. Smith, G. Pagano, I.-D. Potirniche, A. C. Potter,
A. Vishwanath, et al., Nature 543, 217 (2017).

[20] M. Wolinsky and H. Carmichael, Phys. Rev. Lett. 60,
1836 (1988).

[21] L. Krippner, W. Munro, and M. Reid, Phys. Rev. A 50,
4330 (1994).

[22] W. Munro and M. Reid, Phys. Rev. A 52, 2388 (1995).
[23] Z. Leghtas, S. Touzard, I. M. Pop, A. Kou, B. Vlastakis,

A. Petrenko, K. M. Sliwa, A. Narla, S. Shankar, M. J.
Hatridge, et al., Science 347, 853 (2015).

[24] F. X. Sun, Q. Y. He, Q. H. Gong, R. Y. Teh, M. D. Reid,
and P. D. Drummond, arXiv:1904.05010 (2019).

[25] P. L. McMahon, A. Marandi, Y. Haribara, R. Hamerly,
C. Langrock, S. Tamate, T. Inagaki, H. Takesue, S. Ut-
sunomiya, K. Aihara, et al., Science 354, 614 (2016).

[26] P. D. Drummond and P. Kinsler, Phys. Rev. A 40, 4813
(1989).

[27] N. Bartolo, F. Minganti, W. Casteels, and C. Ciuti,
Phys. Rev. A 94, 033841 (2016).

[28] P. Drummond and D. Walls, J. Phys. A 13, 725 (1980).
[29] P. Drummond and C. Gardiner, J. Phys. A 13, 2353

(1980).
[30] R. Graham and H. Haken, Z. Phys. A 245, 141 (1971).
[31] R. Graham and H. Haken, Z. Phys. A 243, 289 (1971).
[32] H. Risken, Z. Phys. A 251, 231 (1972).
[33] K. Seybold and H. Risken, Z. Phys. 267, 323 (1974).
[34] L. Pochhammer, Mathematische Annalen 35, 495 (1890).
[35] T. M. MacRobert, Functions of a Complex Variable, Vol.

1954 (Macmillan, 1938).
[36] H. Bateman, Higher transcendental functions (McGraw-

Hill, New York, 1955).
[37] M. O. Scully and M. S. Zubairy, Quantum Optics (Cam-

bridge University Press, 1997).
[38] L. Gilles, B. Garraway, and P. Knight, Phys. Rev. A 49,

2785 (1994).
[39] P. Kinsler and P. D. Drummond, Phys. Rev. A 43, 6194

(1991).


