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A “best-of-both-worlds” van der Waals (vdW) density functional is constructed, seamlessly supple-
menting the strongly constrained and appropriately normed (SCAN) meta-generalized gradient approxi-
mation for short- and intermediate-range interactions with the long-range vdW interaction from rVV10, the
revised Vydrov—van Voorhis nonlocal correlation functional. The resultant SCAN+rVV10 is the only vdW
density functional to date that yields excellent interlayer binding energies and spacings, as well as intralayer
lattice constants in 28 layered materials. Its versatility for various kinds of bonding is further demonstrated
by its good performance for 22 interactions between molecules; the cohesive energies and lattice constants
of 50 solids; the adsorption energy and distance of a benzene molecule on coinage-metal surfaces; the
binding energy curves for graphene on Cu(111), Ni(111), and Co(0001) surfaces; and the rare-gas solids.
We argue that a good semilocal approximation should (as SCAN does) capture the intermediate-range vdW
through its exchange term. We have found an effective range of the vdW interaction between 8 and 16 A for
systems considered here, suggesting that this interaction is negligibly small at the larger distances where it

reaches its asymptotic power-law decay.
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I. INTRODUCTION

In 2004, graphene, the first two-dimensional (2D)
material, was experimentally realized [1], triggering the
renaissance of layered materials in both condensed matter
physics and materials science. In the same year, the first
general-geometry van der Waals (vdW) density functional
was devised [2], followed by a series of efforts [3—10] to
include the vdW interaction within the framework of Kohn-
Sham density functional theory (DFT) [11], the current
mainstream first-principles approach. Layered materials
including graphene, h-BN, transition-metal dichalcoge-
nides, black phosphorus, etc., have demonstrated various
new concepts and potential technical applications [12—15].
By contrast, despite much progress, the effort continues to
find a vdW density functional with an acceptable accuracy
for layered materials [16—-19]. For example, none of the
density functionals tested in Refs. [17] and [19] can
simultaneously reproduce the high-level theoretical inter-
layer binding energy, as well as the experimental interlayer
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and intralayer lattice constants with a satisfying accuracy for
28 layered materials. An accurate description of the layer-
layer vdW interaction is self-evidently important for study-
ing the physical properties of layered materials, especially
the evolution of property as a function of configuration.
Exploring the interactions between the layered materials and
the environment, such as substrates and molecular absor-
bates, further requires accurate treatment of the vdW and
other kinds of chemical bonding on the same footing. In
short, a better versatile vdW density functional has been
long-awaited and is urgently needed.

The difficulty in describing the layered materials arises
from the nonlocal and long-range nature of the vdW
interaction, as well as the coexistence of the weak vdW
bonding and much stronger chemical bonding therein. The
vdW interaction originates from dynamic electron correla-
tions, causing a net attraction between fragments [20]. It has
minor effects in most bulk systems, becomes noticeable
in some bulk solids like soft alkali metals [21], and is
significant in sparse matter including molecular complexes,
molecular crystals, layered materials, and surface-adsorbate
systems, as well as the so-called ‘“‘soft matter.” Fully
accounting for the vdW interaction is achievable by high-
level methods such as quantum Monte Carlo (QMC) [22],
coupled-cluster singles and doubles with perturbative triples
[CCSD(T)] [23], and adiabatic-connection fluctuation-
dissipation theorem within the random-phase approximation
(RPA) [24], which are, however, only feasible for limited-
size systems because of high computational cost.
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Aiming for a better efficiency, various approaches have
been proposed within the framework of DFT. The popular
ones include the DFT+D series [25,26], Tkatchenko-
Scheffler (TS) methods [27-29], the Rutgers-Chalmers
vdW-DF family [2-8], as well as the VV10 [10] and the
rVV10 [30] methods. DFT+D2 and its predecessors
correct the DFT total energy by adding an empirical
atom-pairwise interaction correction, parametrized by
atomic Cgq coefficients. The DFT+D3 and TS methods
improve over them by taking account of the dependence of
the vdW coefficients on the chemical environment. The
vdW density functionals (vdW-DFs, VV10, and rVV10)
require only the electron density and its first derivative as
inputs and hence are conceptually applicable to any
chemical environment with general geometry. In these
methods, the total exchange-correlation (xc) energy
consists of the semilocal xc and nonlocal correlation
components: E,. = E% + E". Comparing with the
Rutgers-Chalmers vdW-DFs, the VV 10 and rVV10 meth-
ods are more flexible in form thanks to two empirical
parameters, C and b. The original VV10 [10] takes E%, =
EPW86 o EPBE [3132], C =0.0093, and b =5.9. The
rVV10 method differs from VVI10 only by a slightly
revised form, together with a different b = 6.3 [30].
With such settings, VV10 and rVV10 describe the tested
molecular systems very well [10,30] and reproduce remark-
ably well the experimental intralayer and interlayer lattice
constants for 28 layered materials [17]. However, VV10
and rVV10 overestimate the interlayer binding energies
with respect to the RPA results by around 40%, although in
a preferred systematic way [17]. The interlayer binding
energies from VV10 and rVV10 can be improved by a
refitted b parameter (b = 9.15 for both), however, at the
undesired loss of accuracy for the lattice constants of
layered materials and for other systems like molecular
complexes [18].

Here, we propose starting with an accurate meta-GGA
[33] that includes even intermediate-range vdW inter-
actions, and then adding a long-range vdW correction
[30] in which the intermediate-range contribution is tuned
out. Note that a meta-GGA, without an intermediate-range
contribution [34], has been corrected at intermediate and
long ranges in Ref. [34] (as fitted and tested only for
molecules).

Recently, the “strongly constrained and appropriately
normed” (SCAN) meta-GGA [33] was constructed based
on all 17 known exact constraints appropriate for a semi-
local functional, and a set of “appropriate norms” for which
a semilocal function can be exact or nearly exact, like
slowly varying electron densities and compressed Ar,.
Presenting remarkable accuracy and versatility for the
structural and energetic properties in strongly bonded
systems, SCAN also gets the intermediate-range vdW
interaction about right, which was otherwise severely
overestimated by the local density approximation (LDA)

and severely underestimated by other nonempirical semi-
local functionals. (The intermediate range is roughly the
distance between nearest-neighbor atoms at equilibrium.)
This has been demonstrated by the improved interaction
energies for the S22 (cf. Table IV) data set [33] and by
better geometric and energetic properties of ice in different
phases [35]. With SCAN for EY, and appropriate para-
metrization, the VV10 or rVV10 EY will take effect only
for the long-range vdW interaction and keep the advantages
of SCAN intact. In this study, we demonstrate this concept
with the ¥VV10 method, which allows for a fast imple-
mentation [36]. The resultant SCAN-+rV V10, with a single
b parameter and fixed C, turns out to be a successful
versatile vdW density functional, with a high accuracy for
different systems, including molecular complexes, bulk
solids, benzene adsorbed on metal surfaces, and the more
challenging layered materials. (Computational details are
given in Appendix A.) While some of the SCAN exact
constraints could be violated by SCAN+rVV10, the
violation would necessarily be small.

It is now common to pair a nonlocal vdW functional with
a semilocal exchange-correlation functional but in a way
that to us seems to make “the tail wag the dog”: Start from
the nonlocal vdW functional and then add a GGA chosen to
minimize its ‘“contamination” from intermediate-range
vdW. Our approach instead is to start from a meta-GGA
that can recognize and describe diverse bonds, including
intermediate-range vdW, and then add an exclusively long-
ranged nonlocal vdW functional. Underlying the conven-
tional approach is the belief that a semilocal density
functional should not capture an intermediate-range vdW
interaction, or at least that it should not capture this
contribution to the correlation energy through its exchange
term. In Sec. IV A, we argue that this belief is incorrect, and
we show how satisfaction of a tight lower bound on the
exchange energy, as in SCAN, can lead to a correct and
understandable description of intermediate-range vdW.

II. THEORY: PARAMETERS IN SCAN+rVV10

The rVV10 nonlocal correlation functional takes a
similar form as the Rutgers-Chalmers vdW-DFs,

EM :/drn(r) [g/dr@(r,r’)n(r’)+ﬁ . (D)

where n(r) is the electron density, and ®(r,r’) is the kernel
describing the density-density interactions. To ensure zero
E for the uniform electron gas, f = 35 (3/ b)i in Hartree is
required for VV10 and rVV10. (f is not needed for
Rutgers-Chalmers vdW-DFs.) The two empirical parame-
ters C and b appear in the kernel: C chosen for accurate
—Cg¢/R® vdW interactions between molecules at large
separation R, and b controlling the damping of E™ at short
range. For a semilocal E?., C = 0.0093 was recommended
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[10], and the b parameter was determined as 5.9 and 6.3 by
fitting to the interaction energies of the S22 set [37,38] for
the original VV10 and rVV10 [10,30]. Increasing C or b
generally results in smaller vdW correction. Bjorkman
et al. further proposed b = 9.15 for VV10 by fitting to
the binding energies of 26 layered materials [18], and we
obtained the same number for rVV10. Reference [39]
found b = 9.3 for the structural properties of water. These
results highlight the flexibility of the VV10 and rVV10
methods but also point out the need for a new approach
with a single set of vdW empirical parameters for all
materials. (In the following, we use “rVV10” to specifi-
cally denote the original *VV10 density functional with
EY, = EPW8 4 EPBE € = 0.0093, and b = 6.3 [30].)

Here, we determine the b parameter for SCAN+rVV10
by fitting to eleven data points around the equilibrium bond
length from the CCSD(T) binding curve of the Ar dimer
[40]. (One point with a binding energy close to zero was
excluded.) Note that three data points on the repulsive wall
have been used as an “appropriate norm” for constructing
SCAN [33]. With this choice, the more diverse S22 data set
is reserved for benchmarking in the following, and the
computational cost for the fitting is largely reduced. In the
end, we obtain a mean absolute relative error of 2.6% for
these selected data points with b = 15.7. The binding curve
for Kr, was also computed with the same parametrization.
In Fig. 1, the two binding curves obtained from PBE,
rVV10, SCAN, and SCAN+rVV10 are compared with the
CCSD(T) results [40,41]. Varying the value of C does not
noticeably improve the binding curve, and hence we stick
to the recommended value of 0.0093.

Such a large b parameter in SCAN+rVVI10 is not
unexpected. From Fig. 1, as well as previous SCAN
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FIG. 1. The binding curves for Ar and Kr dimers from PBE,

rVV10, SCAN, and SCAN + rVV10 compared to CCSD(T)
curves [40,41] as the reference (REF).

calculations on S22 [33] (also cf. Fig. 2), noticeable
improvement over PBE by SCAN itself for molecular
systems is clear. With the kinetic energy density as an
extra input, meta-GGA can recognize covalent, metallic,
and weak bonds [42], so it is conceptually not surprising
that some meta-GGAs can include—to some extent—the
intermediate-range vdW interactions. For example, the
MO6-L [43] has a performance comparable to that of
SCAN for the S22 data set. However, the MO6-L has
molecular systems in its construction, while SCAN is not
fitted to any bonded system. Constrained by the 17 exact
constraints and guided by a set of appropriate norms, the
resulting mathematical form of SCAN achieves excellent
control of error cancellation between semilocal exchange
and correlation, not only for covalent bonds as LDA and
GGA do, but also for the intermediate-range vdW inter-
action, although the resulting binding still comes from the
exchange part instead of the correlation [44,45]. A similar
situation occurs in covalent molecules, where semilocal
exchange rather reliably imitates exact exchange plus left-
right correlation [46,47]. (A more detailed explanation is
given in Sec. IVA.) With such improvement for the
intermediate-range vdW interaction, SCAN requires a
smaller correction from E™ and therefore a larger b
parameter in the rVV10 kernel. The large b parameter,
in turn, keeps intact the excellent capability of SCAN to
describe non-vdW systems, leaving SCAN+rVV10 as a
“best-of-both-worlds” method.

III. RESULTS: PERFORMANCE
OF SCAN-+rVV10

A. SCAN+rVV10 for molecular complexes

We first evaluate the performance of SCAN-+rVV10
for molecular complexes by calculating the interaction
energies for the S22 set, which includes seven hydrogen-
bonded, eight dispersion-bound, and seven mixed com-
plexes. In Fig. 2, we compare the absolute relative errors
and relative errors for the interaction energies from PBE,
rVV10, vdW-DF2, SCAN, and SCAN+rVV10, with the
CCSD(T) results [37,38] as the reference (raw data pro-
vided in Appendix B). With the large b = 15.7 parameter
from Ar, binding curve fitting, SCAN-+rVV 10 approaches
the accuracy of the original ¥VV10 (for which b = 6.3 was
fitted to these data) for these molecular systems, better than
the vdW-DF2 (numerical results from Ref. [10]), which
underestimates the interaction energies for S22 by about
15% on average.

B. SCAN+rVV10 for bulk solids

To benchmark the performance of SCAN+rVV10 for
systems where vdW has little or only a slight effect, we
compiled a set of 50 solid systems studied previously in
Refs. [48,49], which includes (i) 13 group-IV and III-V
semiconductors, (ii) 5 insulators, (iii) 8§ main-group metals,
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FIG. 2. Box plots for the absolute relative errors and relative
errors of the interaction energies from PBE, rVV10, vdW-DF2
(numerical results from Ref. [10]), SCAN, and SCAN + rVV10
with respect to the CCSD(T) results [37,38], for the molecular
dimers in the S22 data set. The PBE errors, too big to display on
this scale, have been scaled down by a factor of 3 in this figure.
The Tukey box plot used here summarizes the overall distribution
of a set of data points: The bottom and the top of the box are the
first (Q1) and third (Q3) quartiles (25% of data points lies below
Q1, and another 25% above Q3); the band inside the box denotes
the median; the circles, if any, denote outliers that lie further than
1.5 % |Q3 — Q1] away from the box; the vertical line extends from
the minimum to the maximum, except for the outliers. We also
denote the mean value with a shape inside the box.

vdW-DF2 [E] SCAN [£5] SCAN+1VV10

(iv) 3 ferromagnetic transition metals, Fe, Co, and Ni, and
(v) 21 other transition metals for which non-spin-polarized
calculations were performed. For this set of solids, atomi-
zation energies and lattice volumes from RPA, and the
corresponding experimental values after the zero-point
correction, are available [48,49]. In Fig. 3, the comparison
between the RPA, PBE, SCAN, and SCAN+rVV10 is
given (raw data provided in Appendix B). For the atomi-
zation energy, both SCAN+rVV10 and SCAN are only
slightly better than PBE and RPA. (However, atomization
energy may not be a good choice to assess a semilocal
functional [50].) For the lattice volume, we found that
SCAN+rVV10 is essentially as good as RPA, it behaves
similarly to SCAN for most solids, and it is much better
than the PBE functional that overestimates, with the
mean absolute relative error about 3%. SCAN overesti-
mates the volume by 6%—-10% for K, Rb, and Cs (the three
outliers) because of the long-range vdW effect in these
soft alkali metals. This vdW effect originates from the
long-range attraction between semicore p orbitals [21],
which SCAN fails to describe. Not unexpectedly,
SCAN+rVV10 properly improves the volumes for these
three and does not skew the distribution for the other solids
as desired.
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FIG. 3. Box plots for the absolute relative errors and relative

errors of the atomization energies E,, and the equilibrium lattice
volumes V, from RPA, PBE, SCAN, and SCAN + rVV10 for
50 solids, with respect to the experimental values. The RPA, PBE,
and experimental values are from Refs. [48,49].

C. SCAN-+rVV10 for benzene adsorbed
on metal surfaces

The outstanding performance of SCAN+rVVI10 for
the molecular and solid systems above is encouraging.
To be a successful general-geometry density functional,
SCAN+rVV10 should pass more stringent tests, where
both strong local atomic bonds and weak vdW interactions
need to be well described. We first consider the widely
studied benzene ring adsorbed on the (111) surface of
coinage metals [51-56]. This is also one of the most
common systems for benchmarking a vdW functional’s
capability to simultaneously describe the vdW bonding and
the metallic bonding. At first, we want to emphasize that
the lattice constants from SCAN+rVV10 are 3.544, 4.058,
and 4.073 A for Cu, Ag, and Au, in excellent agreement
with the experimental values of 3.595, 4.062, and 4.062 A.
These results are much better than the vdW-DF1 methods
with different exchange density functionals [54]. In Table I,
we compare the calculated adsorption energy E,4 and
distance Az between the benzene and the surface from
SCAN and SCAN+rVVI10, with available experimental
values [29,57-61]. SCAN+rVV10 agrees well with
experiment for E,;, while SCAN systematically under-
estimates it by about 0.4 eV. The experimental
values for the distance between benzene and the surfaces
were measured for Ag [29] and estimated for Au [61],
both of which are close to our SCAN+rVV10 results.
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TABLE 1. Adsorption energy E,; and distance A, between
benzene and the (111) surface of Cu, Ag, and Au from SCAN
and SCAN + rVV10, compared with experimental results
[29,57-61] when available. The data for the lowest-energy
hep30° configuration [53] are shown.

SCAN SCAN + rVV10 Experiment
Eq(@€V) A, (A) Ey@€V) A (A) Eqg@EV) A (A

Cu 0.36 3.0 0.74 2.93 0.71 N/A
Ag 034 32 0.68 3.02 0.68 3.04
Au 037 32 0.73 3.07 0.76 ~3

Considering the chemical trend of the ionic radii, we are
confident in our SCAN+rVV10 prediction for Az in the
case of Cu. The results from other methods, including PBE,
PBE + vdW, PBE + vdW*"{, MP2, vdW-DF1, DFT+D,
and MO6-L, etc., have been compiled in Ref. [53].
Unfortunately, none of them simultaneously predicts the
correct E,q4 and A_, with the best results coming from
PBE + vdW**T [53], which still overestimates the adsorp-
tion for the case of Cu and apparently cannot apply to
general geometries. The recent rev-vdW-DF2 [7] is close
to SCAN+rVV10 based on its results for benzene on
Cu(111), but more thorough calculations are needed for
confirmation. Since the adsorption of organic molecules on
metallic surfaces plays an important role in catalysis,
molecular sensors, and switches, etc., SCAN-+rVV10 will
be a very helpful tool in these fields.

Benzene absorption on Pt(111) surfaces is another
widely studied system, both experimentally [62—-64] and
theoretically [53,54,65]. Unlike the case for the coinage
metal surfaces, strong chemisorption occurs between car-
bon (hydrogen) atoms and Pt(111) surface because of the
covalent contribution. The range of theoretical adsorption
energies is quite large. When a molecule adsorbs in this
way on a metal surface, there could be a spurious charge
transfer creating a “density-driven error” [66] in the
adsorption energy from any semilocal functional, which
could be removed, for example, by a self-interaction

100

correction. We aim to investigate this possibility in future
work.

D. SCAN+rVV10 for graphene on Ni, Co, and Cu

The binding energy curve for a graphene sheet in
registry with a Ni(111) [67-69], Co(0001) [68,69], or
Cu(111) [68,69] surface provides possibilities for both
physisorption and weak chemisorption. (The assumed
registry is reasonable for chemisorption but not at large
separations; see Table I of Ref. [69].) Figure 4 compares the
binding energy curves calculated with PBE, SCAN,
SCAN-+rVVI10, and RPA@PBE (the random-phase
approximation with PBE orbitals and orbital energies).
Reference [67] shows that PBE yields no net charge
transfer between the graphene sheet and the Ni substrate,
suggesting that the density-driven errors discussed in the
previous paragraph may be absent for these systems.

Experimental information for these systems is scarce.
LEED [70] suggests that the equilibrium position of the
graphene sheet on Ni is 2.1 A above the outermost plane of
Ni nuclei, as found by all the methods shown in Fig. 4. PBE
certainly underbinds, and the binding increases from PBE
to RPA to SCAN to SCAN+rVV10. At large separations,
RPA and SCAN+rVV10 show a long-range vdW, while
PBE and SCAN do not. For graphene on Cu, RPA and
SCAN+rVV10 agree well in their description of a single
physisorption minimum.

For graphene on Ni and Co, SCAN+rVV10 excellently
reproduces the long-range part of the binding curve from
RPA, while the chemisorption is stronger; hence, the
physisorption looks more like a shoulder than a minimum.
It is often assumed that the RPA binding energy curve is a
reliable reference. Certainly, RPA is the highest-level
approximation in Fig. 4. But, as Ref. [68] points out,
“RPA tends to underestimate atomization energies for
molecules.” Indeed, the atomization energies of molecules
are much more accurate in SCAN and SCAN+rVV10 than
in RPA. “One could thus expect that the physisorption
minimum for graphene on metals is rather well described
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50
0
50}

-100}

-150 L,

'(b) Co’

‘(c) Cu’

—— PBE —s— SCAN+rvv10|]
—v— SCAN —e— RPA-GPAW

I | |

Binding Energy (meV/C)

4 5 2 3 4 5

Distance (4)

FIG. 4. The calculated binding curves for a graphene sheet in registry with (a) Ni(111), (b) Co(0001), and (c) Cu(111) surfaces from
PBE, SCAN, and SCAN + rVV10, compared with the RPA results [69].
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TABLE II. Calculated lattice constants and binding energies
for the fcc rare-gas solids from LDA, PBE, SCAN, and
SCAN + rVV10, compared with the experimental and
CCSD(T) values [71].

Ne Ar Kr
Methods ag (A) E;, (meV) ay (A) E, (meV) ay (A) E, (meV)

LDA 3.86 87 4.94 138 5.34 163

PBE 4.61 19 5.94 22 6.43 24

SCAN  4.08 43 5.32 52 5.76 60

SCAN+ 4.00 68 5.17 99 5.59 118
rVV10

EXP 4.35 272 523 88.9 561

CCSD(T) 4314 264 5.284 82.8 5.670

122.5
114.4

by RPA, whereas the chemisorption minimum is most
likely underestimated” [68]. Without further information,
we cannot say whether RPA or SCAN+rVV10 is more
correct.

E. SCAN+rVV10 for rare-gas solids

All binding in the rare-gas solids comes from the vdW
interaction. Table II shows the equilibrium lattice constants
for Ne, Ar, and Kr in the LDA, PBE, SCAN, and
SCAN+rVV10, in comparison with experiment and
CCSD(T) [71]. LDA consistently overbinds, and PBE
consistently underbinds. SCAN+rVV10 overbinds Ne
(because SCAN does), but not as much as LDA, and is
excellent for Ar and Kr (just as it is for the dimers Ar, and
Kr,, but not Ne, [72]). The rVV10 correction to SCAN is
important. For example, it doubles the binding energy of
solid Ar.

F. SCAN+rVV10 for layered materials

Layered materials have become one of the main arenas
for condensed matter physics as well as materials science
during the last decade [12—-15]. When embarking on first-
principles exploration of known or unknown 2D materials
[17,73], three of the most fundamental quantities have to be
correctly predicted: the interlayer binding energy (E,), the
interlayer lattice constant (c), and the intralayer lattice
constant (a). The first two are mainly determined by vdW
interactions, and the last one by the stronger covalent or
ionic bonding. Bjorkman et al. [17,19] have tested the
performance for a series of vdW density functionals, using
E, from RPA calculation and experimental lattice constants
as the references for 28 hexagonal or tetragonal layered
materials. One conclusion is that no single functional yet
can yield a mean absolute relative error <10% for E,,, <2%
for ¢, and <1% for a. Among the tested functionals, the
recently proposed rev-vdW-DF2 [7] was found to be the
best for the lattice constants, together with a relatively small
mean absolute relative error of 16% for E,. In Fig. 5, we
compare the performance of this functional, SCAN, and
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FIG. 5. Box plots for the absolute relative errors and relative

errors of the interlayer binding energies, and interlayer and
intralayer lattice constants (¢ and a) from rev-vdW-DF2, SCAN,
and SCAN + rVV10, for 28 layered materials. The reference
values are from RPA for the binding energy and from experiment
for the lattice constants [17,19].

SCAN+rVV10 for 28 layered materials for which the
RPA E, are available [17,19] (raw data provided in
Appendix B). (Here, we found the mean absolute relative
error of E, from rev-vdW-DF2 to be close to 26%, which
may arise from the different implementation.) As expected,
SCAN predicts an accurate intralayer lattice constant for
which vdW has little effect (there is one outlier from VTe,
with a underestimated by 3%, which may be due to the
self-interaction error). However, SCAN does strongly
underbind along the c¢ direction, as illustrated by the
systematically nearly 60% underestimated E,, and the
largely scattered absolute relative errors of c¢. With the b
parameter determined by the Ar, binding curve, the mean
absolute relative error for ¢ from SCAN+rVV10 drasti-
cally reduces to 1.4%, comparable with that from rev-
vdW-DF2, and the mean absolute relative error for E,
dramatically reduces to 8%, only about 1/3 of that from
rev-vdW-DF2. As expected, the long-range rVV10 cor-
rection is much more important for the interlayer binding
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energy than it is for the S22 binding energies of small
molecular complexes. Meanwhile, the mean absolute
relative error for a is as small as 0.6%, the same as those
from SCAN and rev-vdW-DF2. Hence, SCAN-+rVV10
becomes the first functional reducing the mean absolute
relative error <10% for E,,, <2% for ¢, and <1% for a. This
significant success suggests that SCAN-+rVV10 can be the
method of choice for layered materials, especially in the
case of large-scale computation.

RPA calculations are currently the best-available bench-
mark for layered materials, although RPA is not an exact
method [19]. Very recently, the binding energy of black
phosphorus was calculated with the more reliable QMC
method [74]. Black phosphorus has an orthorhombic layered
structure consisting of puckered layers, with experimental
lattice constants of a = 3.313, b = 4.374, ¢ = 10.473 A
(the interlayer one), and the layer-layer binding energy is
81 meV/atom from QMC [74]. Our SCAN+rV V10 agrees
with these values very well, reproducing the intralayer lattice
constants with a = 3.29, b = 4.45 A, the interlayer lattice
constant with ¢ = 10.599 A, and interlayer binding energy
with 82.9 meV/atom (all calculated with full geometric
relaxation).

IV. DISCUSSION
A. Intermediate-range vdW in SCAN meta-GGA

How can SCAN describe the intermediate-range attrac-
tion between overlapped but nonbonded densities?

The exact exchange-correlation energy arises from a
Coulomb interaction between the electron density at each r
and the density at each r’ of the exchange-correlation hole
around an electron at r [75,76]. In many-electron systems,
the exact exchange-correlation hole is more localized
around its electron than is the exact exchange hole and
thus more amenable to semilocal approximation. The
cancellation of error between semilocal exchange and
semilocal correlation is what makes semilocal approxima-
tions work for molecules [46] and for vdW-bound systems
[45]. It has been known for a long time that the exchange
term of a semilocal functional can imitate intermediate-
range correlation [46].

The LDA is the simplest nonempirical semilocal density
functional for the exchange-correlation energy (taking a local
functional as a limit of a semilocal one). LDA overbinds
atoms in molecules and also overbinds small molecular
complexes at equilibrium, exaggerating the intermediate-
range attraction between closed-shell molecules. Note that
the vdW binding of all semilocal density functionals essen-
tially comes from the exchange part, and of course, the LDA
attraction vanishes exponentially as the molecules move far
apart, and their density overlap tends to zero.

When we pass to the GGA, this intermediate-range
attraction is largely or completely lost because GGA makes
the exchange energy density much more negative than in

LDA for regions of large reduced density gradient
s = |Vn|/[2(37%)'3n*3], such as the nonoverlapped
density tails of molecules [45]. For example, the PBE
[32] GGA exchange energy density efBE(r) approaches
1.804¢LPA(r) as s — oo for a spin-unpolarized density.
Then, the molecules can lower their energy by moving
further apart, increasing the region of nonbonded tail
density.

While this behavior of GGA is suggested by the
gradient expansion and greatly improves the atomization
energies of molecules, there are reasons to believe that
it is not correct. There is a rigorous tight lower bound,
E.[n] > 1.174ELPA[n], on the exchange energy of any spin-
unpolarized two-electron density [77], which is strongly
suspected to hold for all spin-unpolarized densities [77].
One argument [78] is as follows:

(1) Start with a fixed spin-independent external poten-

tial that confines electrons to a given volume.

(2) Add N electrons to this volume, one at a time. When
N equals 2, the exact exchange energy E,[n]
satisfies E,[n] > 1.174EPA[n].

(3) When N — oo, E,[n] — ELPA[n].

(4) Unless there is an unanticipated nonmonotonicity,
the tight bound E,[n] > 1.174ELPA[n] will hold for
all intermediate densities.

This tight bound is strongly violated by GGA, as well as by
many pre-SCAN meta-GGAs, which also capture little or
no intermediate-range attraction.

This tight bound can only be satisfied for all spin-
unpolarized densities within a semilocal approximation by
imposing a similar bound on the exchange energy density,
e (r) > 1.174ePA(r) [77]. Tt was imposed on SCAN for
two-electron densities in this way, and it then turned out to
be satisfied by SCAN for all spin-unpolarized densities.
Thus, SCAN, while improving atomization energies of
molecules even more than GGA, keeps part of the LDA
intermediate-range attraction between molecules.

B. vdW corrections to meta-GGA

The benchmarking calculations have established
SCAN+rVV10 as a successful versatile vdW density
functional, especially in the near-equilibrium cases. The
success builds on three facts: the high quality of SCAN as a
semilocal density functional even for the intermediate-
range vdW interactions, the high quality of the nonlocal
correlation functional in rVV10 for long-range vdW
interactions, and the flexibility in the rVV10 method to
adjust the short-range damping via the b parameter.
Specifically, the high quality of SCAN requires a down-
scaled long-range correction such that the error introduced
by the correction is also downscaled. Based on this argu-
ment, we expect similar success from a combination of
SCAN with other long-range vdW corrections that have
such flexibility: the DFT+D [25,26] and Tkatchenko-
Scheffler (TS) methods [27-29]. This idea has been
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confirmed by the very recent development of SCAN-D3
[72]. In these methods, pairwise interatomic terms are
added to the DFT potentials, with explicit usage of Cg
parameters and a damping function. These methods are, in
principle, ion or atom based, instead of electron density
based, and hence may not be applied as generally as the
rVV10, VV10, and Rutgers-Chalmers vdW-DF methods
[2,3,20]. Furthermore, the DFT+D methods only introduce
corrections to the energy and forces but not to the Kohn-
Sham effective potential, which is important to describe
metal surfaces, as shown [79] by the self-consistent
implementation of a TS [27] method. However, incorpo-
rating SCAN within these methods can be of special
interest. For example, incorporating SCAN within the
DFT+D methods, one can readily include high-order
Cg, Cyp terms.

Our version of rVV10 is fitted to systems with funda-
mental energy gaps (Ar, and pairs of well-separated
molecules), but it performs just as well for the gapless
systems studied here (the coinage metals interacting with
benzene, and the zero-gap layered materials). We would
not, however, expect ¥VV10 to be accurate for the long-
range vdW asymptotics in systems of small or zero gap with
more challenging geometries, such as pairs of large
fullerene molecules [80,81]. While taking the electron-
density distribution into account [27], the more-recent TS
methods [28,29] further include screening effects and
many-body dispersion, which can be important for vdW
asymptotics [81]. Even when SCAN+rVV10 is not accu-
rate for the long-range vdW coefficient Cy, it could still be
accurate for near-equilibrium binding. This appears to be so
for the zero-gap layered material graphite, although the
interaction between two isolated distant graphene planes is
derived to be D3 [82], but ~D™* in pairwise-interaction
models including SCAN+rVV10.

The Rutgers-Chalmers vdW-DF family [20], which
inspired the VV10 and rVV10 methods, currently sticks
to the LDA correlation in EY.. Much effort has been made
to design a better accompanying semilocal exchange func-
tional [2-8], which should ideally include no vdW effects.
We cannot expect improvement of the Rutgers-Chalmers
vdW-DF1 and vdW-DF2 methods by directly incorporating
SCAN, either only in the exchange part or the whole
semilocal exchange correlation energy. Other meta-GGAs
[83,84] may provide better options for the semilocal part.

SCAN+rVV10 is the first method to deliberately pair a
nonlocal vdW correlation functional with a semilocal
functional that includes intermediate-range vdW. Its suc-
cess suggests new routes to include vdW within the
framework of DFT: The semilocal part of the functional
can be a meta-GGA, which properly describes all
bonding types, including intermediate-range vdW, leaving
the nonlocal part to account only for the long-range
vdW contribution. Besides, SCAN+rVV10 inherits
the improvements of SCAN meta-GGA over other

nonempirical or semiempirical GGAs, including better
energetics and geometries (as shown here as well as in
Ref. [35]), better band gap for semiconductors and insula-
tors [85], etc.

C. Effective range of the vdW interaction

Note that ¥VV10 is a sophisticated pairwise-interaction
model for the long-range vdW interaction, in which the
interaction is not between pairs of atoms but between pairs
of volume elements. No pairwise-interaction model will
always give the correct asymptotics for the vdW interac-
tion, as discussed in Sec. IV B. Yet SCAN+rVV10 seems
to be very accurate for the binding energies and geometries
studied here. How can this be?

Recently, Ambrosetti ef al. [86] calculated the power-law
exponent of the vdW interaction as a function of the
distance between layers in bilayers of materials such as
graphene and MoS,. They used the many-body dispersion
approach [28] and found that the asymptotic exponent does
indeed differ from that predicted by a pairwise-interaction
model, but the asymptote is only approached at very large
separations on the order of 100-200 A.

Concerns about the pairwise-interaction nature of
SCAN+rVV10 can be addressed to some extent by
estimating an effective range for the vdW interaction,
which can be found by introducing a truncated kernel
®(r,r') with value zero for |[r—r'| > ry As shown in
Table III, ry =8 A agrees with r., =53 A for small
molecules, including (stretched) Ar,, and the S22 set of
molecular complexes. For solids and layered materials,
Feut = 16 A agrees with r,, =53 A for the cohesive
energies and interlayer binding energies within
3 meV/atom, and the geometric properties remain stable
with an even shorter 7. Such a short r, indicates that the
incorrect vdW asymptotic behavior of pairwise-interaction

TABLE III. The mean relative error (MRE) and mean absolute
relative error (MARE) of the truncated SCAN+4rVV10
predictions for the Ar, binding curve, S22 interaction energy,
atomization energy and lattice volume for 50 solids, and
interlayer binding energy and lattice constants of 28 layered
materials calculated with the default ro, = 53 A, compared with
those from a much smaller r.,,. The MRE and MARE are in
percentage.

Ar, S22 Solids Layered materials
System Eb Eb Ea VO Eb a C
e =53 A
MRE 0.12 -0.31 320 -1.29 1.66 -0.37 0.00
MARE 258 648 5.34 1.57 771 0.52 1.36
Fret =8 A  ra=16A
MRE 0.16 -034 311 -126 -1.79 -0.37 0.07

MARE 257 649 533 1.57 8.85 052 1.34
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models is not sampled significantly by the energetic and
geometric properties studied here.

V. CONCLUSION

In conclusion, we have devised a promising vdW density
functional SCAN+rVV10 based on the SCAN meta-GGA.
It works for general geometries as exemplified by its
excellent performances for the molecular complexes, sol-
ids, benzene adsorption on metal surfaces, and layered
materials. SCAN+rVV10 achieves an accuracy compa-
rable to that of higher-level methods like RPA and
CCSD(T) for various situations benchmarked here, with
a computational cost reduced by several orders of magni-
tude. SCAN+rVV10 outperforms other currently available
methods with comparable computational efficiency for the
energetics and structures of layered materials, making it the
right choice for the computational study of 2D layered
materials. The success of SCAN+rVV10 suggests new
routes to include vdW within the framework of density
functional theory, as summarized in Sec. IV B.
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APPENDIX A: COMPUTATIONAL DETAILS

All calculations in this study were performed with the
projector augmented wave (PAW) method [87] as imple-
mented in the VASP code (version 5.3.5) [88-90]. The PAW
Perdew-Burke-Ernzerhof (PBE) [32] pseudopotentials
(version .52) recommended in the VASP manual [91] were
employed. The rVV10 nonlocal correlation functional has
been implemented within the VASP code based on the vdW-
DF implementation by Klime$ er al. [5] and has been
benchmarked by comparing with the original rVV10
implementation [30] within the Quantum-Espresso code.

To calculate the binding curve of Ar,, the dimer and the
atom were put in a cubic supercell with a length of 25 A, an
energy cutoff for the plane-wave basis as high as 1200 eV
was chosen to ensure high quality for the fitting, and the
single I" point was used for the Brillouin-zone sampling.

To calculate the interaction energies of the S22 data set
[37,38], the molecular dimer or complex was put into an
orthorhombic supercell, where the periodic images were
separated with a 20-A-thick vacuum slab along all three
directions to avoid interaction between them. An energy
cutoff of 900 eV was chosen. The same simulation cell and

the same computational parameters were used for the
components of the molecular dimer or complex to mini-
mize errors. For all molecular calculations, the single I"
point was used for the Brillouin-zone sampling.

For the 50 solid systems, the initial atomic structures for
the solids and the spin configuration for the isolated atoms
were chosen to be the same as those in Refs. [48,49], and
800 eV was chosen for the basis cutoff energy. The isolated
atom was simulated with a 14 x 15 x 16 A orthogonal
cell. For a solid, a I'-centered Monkhorst-Pack [92] k-mesh
corresponding to at least 4000 per reciprocal atom was used
for the Brillouin-zone integration. Both the lattice vectors
and internal atomic coordinates have been relaxed until the
residual atomic force was less than 0.01 eV/ A.

The initial atomic models for the benzene molecule on
Cu, Ag, and Au (111) surfaces were constructed based on
those in Ref. [51]. The metallic surfaces were modeled with
five 3 x 3 atomic layers, with the bottom three layers fixed
to their bulk coordinates. A 20-A-thick vacuum slab was
inserted between the metal slab and its periodic images.
During the relaxation, the lattice vectors were fixed, with
only the internal atomic coordinates of the top two metal
atomic layers and the benzene molecule optimized. The
energy cutoff was 600 eV, and the I'-centered 4 x 4 x 1
Monkhorst-Pack [92] k-meshes were used. For SCAN,
since the binding curve is very shallow, we further
calculated the adsorption energies at distances Az from
2.810 3.6 A with a step of 0.1 A. This is the reason why we
only keep one decimal digit for the SCAN Az in Table L.
The same was done for SCAN+rVV10, but we found
SCAN-+rVVI0O was able to find the minima with a
standard atomic relaxation.

To calculate the binding curves for graphene in registry
with the Ni(111), Co(0001), and Cu(111) surfaces, we put
the graphene sheet on top of the surface (as shown in
Fig. 1 of Ref. [69]). The metal surface was modeled
with a four-layer slab generated with the experimental
lattice constants and a 20-A-thick vacuum layer. The
energy cutoff of 600 eV was used, and the I'-centered
16 x 16 x 1 Monkhorst-Pack [92] k-meshes were used. As
in the RPA calculations [68,69] the PBE orbitals were used
to evaluate the total energies without self-consistent iter-
ations for the other functionals.

The binding energy and the equilibrium lattice constants
of the face-centered cubic (fcc) Ne, Ar, and Kr solids were
extracted from the binding-energy curves near the equilib-
rium lattice constants. These curves have been fitted to an
eighth-order polynomial. An energy cutoff of 750 eV was
used, and the I'-centered 12 x 12 x 12 Monkhorst-Pack
[92] k-meshes were used. The reference free atom was
modeled with a single rare-gas atom in a 6 X 6 x 6 fcc
supercell.

For the layered-structure materials, the initial atomic
structures were taken from Refs. [17,19]. The energy cutoff
for the plane-wave basis was 800 eV, and the I'-centered
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12x12x6 and 12x12x 1 Monkhorst-Pack [92]
k-meshes were used for the bulk form and monolayer,
respectively. A 30-A-thick vacuum slab was utilized to
model the monolayers. The internal coordinates were
always fully relaxed. To determine the lattice vectors of
the bulk structures, we further relaxed all three lattice
vectors. To determine the binding energy, we fixed the
intralayer lattice constants to their experimental values and
relaxed the interlayer lattice constants only for the bulk
structures, as in the RPA calculations [17,19]. Table VI

TABLE IV.

shows that the theoretical and experimental intralayer
lattice constants agree very closely. The relaxation criteria
were the same as those for the 50 solids.

APPENDIX B: RAW DATA FOR THE
BOX PLOTS

The raw data for generating the box plots in Figs. 2,3,
and 5 are given in Tables IV-VI.

Interaction energies, in kcal/mol, for the molecular dimers in the S22 data set from PBE, rVV10, vdW-DF2 (numerical

results from Ref. [10]), SCAN, and SCAN+rVV10 with respect to the CCSD(T) results [37,38].

CCSD(T) PBE rVV10 vdW-DF2 SCAN SCAN + rVV10

7 hydrogen-bonded complexes

NH; dimer (C,),) 3.15 2.81 3.41 2.97 3.12 3.29
H,O dimer (Cy) 5.00 4.94 5.51 4.78 543 5.58
Formic acid dimer (C,),) 18.75 18.24 19.97 16.77 20.93 21.48
Formamide dimer (C,, 16.06 14.78 16.72 14.43 16.54 17.09
Uracil dimer (C,;,) 20.64 18.54 21.12 18.69 20.49 21.35
2-pyridone—2-aminopyridine (C,) 16.94 15.37 18.06 15.37 16.85 17.79
Adenine—thymine WC (C;) 16.74 14.35 17.42 14.74 15.99 17.07
8 dispersion-bound complexes

CH, dimer (Ds,) 0.53 0.10 0.49 0.68 0.35 0.50
C,H, dimer (D,,) 1.48 0.33 1.41 1.32 1.02 1.34
Benzene-CHy (Cs) 1.45 0.05 1.44 1.29 0.87 1.31
Benzene dimer (C,;,) 2.66 —1.85 2.72 2.15 1.07 243
Pyrazine dimer (C;) 4.26 —0.68 4.03 3.30 2.65 4.04
Uracil dimer (C,) 9.78 2.73 9.72 8.76 7.96 10.06
Indole—benzene (C)) 4.52 —-2.17 4.53 3.44 2.12 4.10
Adenine—thymine (C,) 11.66 1.42 11.42 9.58 8.65 11.60
7 mixed complexes

C,H4—C,H, (Cy,) 1.50 1.18 1.67 1.53 1.34 1.52
Benzene-H,0 (Cy) 3.28 2.02 3.31 2.80 3.28 3.68
Benzene-NHj; (C;) 2.32 0.93 2.27 1.99 1.99 241
Benzene-HCN (C;) 4.54 2.83 4.27 3.55 4.06 4.53
Benzene dimer (C,,) 2.72 0.13 2.55 2.06 1.48 2.30
Indole-benzene (C,) 5.63 2.06 5.28 4.20 4.07 5.20
Phenol dimer (C,) 7.10 3.89 7.02 5.97 591 6.90
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TABLE V. Atomization energies E, and equilibrium lattice volumes V(, from RPA, PBE, SCAN, and SCAN-+rVV10 for 50 solids,
compared to the experimental values. The RPA, PBE, and experimental values are from Refs. [48,49].

Experiment RPA PBE SCAN SCAN +rVV10

E,@V) Vo (A% E, V) v, (R E.@V) v, (R E.@V) v, (A E, V) v, (A
Diamond 7.55 5.607 7.00 5.697 7.72 5.683 7.51 5.612 7.60 5.599
Si 4.68 19914 4.39 20.035 4.55 20.414 4.71 19.982 4.82 19.886
Ge 3.92 22.474 3.59 22.677 3.71 23.950 3.97 22.700 4.10 22.338
SiC 6.48 10.261 6.04 10.396 6.40 10.489 6.45 10.298 6.55 10.261
AIN 5.85 10.417 5.46 10.604 5.72 10.626 5.82 10.373 5.90 10.330
AlP 4.32 20.246 4.07 20.425 4.09 20.808 4.27 20.408 4.36 20.297
AlAs 3.82 22.533 3.67 22.846 3.69 23.480 3.89 22.800 4.00 22.641
GaN 4.55 11.543 4.23 11.536 4.37 11.782 4.43 11.396 4.55 11.296
GaP 3.61 20.113 3.48 20.146 3.48 20.876 3.65 20.203 3.77 19.983
GaAs 3.34 22.426 3.14 22.677 3.14 23.751 3.35 22.720 3.47 22.426
InP 3.47 25.128 3.12 25.244 3.14 26.397 3.27 25.517 3.39 25.198
InAs 3.08 27.639 2.85 27.956 2.88 29.561 3.04 28.246 3.16 27.851
InSb 2.81 33.824 2.59 34.233 2.63 36.479 2.81 34.722 2.95 34.148
LiF 4.46 7.833 4.20 7.988 4.33 8.421 4.45 7.783 4.49 7.659
LiCl 3.59 16.290 3.36 16.329 3.37 17.064 3.52 16.414 3.58 16.036
NaF 3.97 12.025 3.77 12.366 3.82 13.036 3.95 11.830 4.00 11.611
NaCl 3.34 21.589 3.15 21.811 3.10 23.113 3.27 21.738 3.33 20.966
MgO 5.20 9.188 491 9.427 4.98 9.657 5.26 9.164 5.34 9.085
Na 1.12 37.416 1.00 36.570 1.08 36.938 1.10 37.341 1.14 35.804
K 0.94 70.790 0.86 70.020 0.87 73.510 0.86 75.042 0.91 71.666
Rb 0.86 86.730 0.83 85.110 0.77 90.990 0.76 92.569 0.82 87.572
Cs 0.81 110.120 0.81 110.960 0.72 116.650 0.69 120.137 0.75 110.973
Ca 1.86 42.880 1.51 42.740 1.91 42.150 2.08 43.012 2.17 42.064
Ba 1.91 62.580 1.75 62.590 1.88 63.170 2.03 64.222 2.15 61.834
Sr 1.73 55.090 1.50 55.110 1.61 54.530 1.81 56.382 1.91 55.004
Al 3.43 16.217 3.22 16.448 3.44 16.424 3.61 16.057 3.71 15.991
Fe 4.30 11.610 4.20 11.670 4.89 11.360 4.60 11.471 4.77 11.427
Co 4.42 10.940 4.52 11.330 4.98 10.860 4.79 10.656 4.97 10.595
Ni 4.48 10.790 4.00 11.070 4.75 10.780 4.44 10.385 4.58 10.321
Sc 3.93 24.720 3.75 25.280 4.11 24.630 4.06 24.799 4.19 24.468
Y 4.39 32.830 4.04 32.950 4.16 32.840 4.16 33.138 4.32 32.645
Ti 4.88 17.520 4.98 18.000 5.27 17.390 5.01 17.295 5.17 17.081
Zr 6.27 23.120 6.14 23.250 6.19 23.370 6.07 23.295 6.26 23.069
Hf 6.46 22.120 6.20 22.220 6.42 22.430 6.51 21.509 6.71 21.327
\% 5.34 13.780 5.24 13.960 5.37 13.450 4.74 13.203 4.92 13.055
Nb 7.59 17.870 6.97 18.140 6.96 18.140 6.66 17.836 6.89 17.682
Ta 8.12 17.950 7.88 18.090 8.11 18.250 8.60 17.561 8.84 17.441
Mo 6.84 15.490 6.60 15.700 6.28 15.790 5.89 15.569 6.14 15.475
w 8.92 15.780 8.53 15.790 8.39 16.110 8.89 15.675 9.15 15.603
Tc 6.88 14.170 6.94 14.430 6.88 14.450 6.54 14.107 6.91 14.022
Re 8.05 14.610 7.76 14.690 7.80 14.920 8.54 14.349 8.80 14.318
Ru 6.77 13.440 6.61 13.670 6.70 13.770 6.39 13.376 6.65 13.289
Os 8.20 13.900 8.19 14.010 8.34 14.290 8.91 13.675 9.18 13.638
Rh 5.78 13.653 5.05 13.837 5.74 13.980 5.77 13.563 5.60 13.440
Ir 6.97 14.060 7.03 14.300 7.31 14.470 7.58 13.600 7.84 13.543
Pd 3.94 14.558 3.41 14.784 3.74 15.233 4.37 14.766 4.59 14.594
Pt 5.86 14.980 5.06 15.240 5.51 15.630 5.93 14.793 6.18 14.704
Cu 3.52 11.615 3.36 11.635 3.48 11.998 3.89 11.276 4.04 11.132
Ag 2.98 16.756 2.64 17.067 2.52 17.817 2.89 17.027 3.08 16.708
Au 3.83 16.760 3.12 17.280 3.05 17.920 3.56 17.082 3.79 16.897
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TABLE VI. Layer-layer binding energy E;, in meV/ A2, interlayer lattice constant ¢ in A, and intralayer lattice constant a in A for 28
layered materials from rev-vdW-DF2, SCAN, and SCAN+rVV10. The reference values for E; are from RPA calculations and from
experiments for ¢ and a [17,19].

Reference rev-vdW-DF2 SCAN SCAN + rVVI10
E, c a E, c a E, c a E, c a

TiS, 18.88 5.90 3.41 24.35 5.65 3.39 6.90 5.88 3.42 18.90 5.68 3.40
TiSe, 17.39 6.27 3.54 24.71 5.98 3.52 6.89 6.28 3.55 18.53 6.02 3.54
TiTe, 19.76 6.50 3.78 26.87 6.52 3.75 7.70 6.82 3.717 19.74 6.59 3.75
VS, 25.61 5.75 322 26.78 5.81 3.17 7.21 6.07 3.19 20.67 5.81 3.17
VSe, 22.26 6.11 3.36 25.52 6.16 3.32 6.64 6.49 3.33 19.56 6.18 3.31
VTe, 20.39 6.58 3.64 26.66 6.59 3.59 7.50 7.13 3.55 19.69 6.84 3.54
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