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We report on an experiment performed at the Facility for Advanced Accelerator Experimental Tests
(FACET) at SLAC National Accelerator Laboratory, in which a new adaptive control algorithm, one with
known, bounded update rates, despite operating on analytically unknown cost functions, was utilized in
order to provide quasi-real-time bunch property estimates of the electron beam. Multiple parameters, such
as arbitrary rf phase settings and other time-varying accelerator properties, were simultaneously tuned in
order to match a simulated bunch energy spectrum with a measured energy spectrum. The simple adaptive
scheme was digitally implemented using Matlab and the experimental physics and industrial control system.
The main result is a nonintrusive, nondestructive, real-time diagnostic scheme for prediction of bunch
profiles, as well as other beam parameters, the precise control of which are important for the plasma
wakefield acceleration experiments being explored at FACET.
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I. INTRODUCTION

A. Motivation

The Facility forAdvancedAccelerator Experimental Tests
(FACET) at SLAC National Accelerator Laboratory produ-
ces high energy electron beams for plasma wakefield
acceleration [1]. For these experiments, precise control of
the longitudinal beam profile is very important. FACETuses
an x-band transverse deflecting cavity (TCAV) to streak the
beamandmeasure the bunch profile [Fig. 1(a)]. Although the
TCAVprovides an accuratemeasure of the bunch profile, it is
a destructive measurement; the beam cannot be used for
plasma wakefield acceleration (PWFA) once it has been
streaked. In addition, using the TCAV to measure the bunch
profile requires adjusting the optics of the final focus system
to optimize the resolution and accuracy of measurement.
This makes it a time consuming process and prevents on-the-
fly measurements of the bunch profile during plasma
experiments.
There are two diagnostics that are used as an alternative

to the TCAV that provide information about the longi-
tudinal phase space in a nondestructive manner. The first
is a pyrometer that captures optical diffraction radiation
(ODR) produced by the electron beam as it passes through
a hole in a metal foil. The spectral content of the ODR

changes with bunch length. The pyrometer is sensitive to
the spectral content and the signal it collects is proportional
to 1=σz, where σz is the bunch length. The pyrometer is an
excellent device for measuring variation in the shot-to-shot
bunch profile but provides no information about the shape
of the bunch profile or specific changes to shape. The
second device is a nondestructive energy spectrometer
consisting of a half-period vertical wiggler located in a
region of large horizontal dispersion. The wiggler produces
a streak of x rays with an intensity profile that is correlated
with the dispersed beam profile. There x rays are inter-
cepted by a scintillating yttrium-aluminum-garnet (SYAG)
crystal and imaged by a CCD camera [Fig. 1(b)]. The
horizontal profile of the x-ray streak is interpreted as the
energy spectrum of the beam [2].
The measured energy spectrum is observed to correlate

with the longitudinal bunch profile in a one-to-one manner
if certain machine parameters, such as chicane optics, are
fixed. To calculate the beam properties based on an energy
spectrum measurement, the detected spectrum is compared
to a simulated spectrum created with the 2D longitudinal
particle tracking code, LiTrack [3]. The energy spread of
short electron bunches desirable for plasma wakefield
acceleration can be uniquely correlated to the beam profile
if all of the various accelerator parameters which influence
the bunch profile and energy spread are accounted for
accurately. Unfortunately, throughout the 2 km facility,
there exist systematic phase drifts of various high frequency
devices, miscalibrations, and time-varying uncertainties
due to thermal drifts. Therefore, in order to effectively
and accurately relate an energy spectrum to a bunch profile,
a very large parameter space must be searched and fit by
LiTrack, which effectively limits and prevents the use of the
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energy spectrum measurement as a real-time measurement
of bunch profile.
For dealing with many parameter systems, many opti-

mization schemes [4], including in particular, genetic
algorithms (GA), have been used very successfully, includ-
ing the design of magnet and radio frequency (rf) cavities
[5], photoinjectors [6], damping rings [7], storage ring
dynamics [8], global optimization of a lattice [9], neutrino
factory design [10], simultaneous optimization of beam
emittance and dynamic aperture [11], free electron laser
linac drivers [12] and various other accelerator physics
applications [13]. The major benefit of GA-type searches
is that they result in global optimization, at the cost of a
lengthy search over a large range of the parameter space,
and the result is only optimal relative to a known model.
Robust conjugate direction search (RCDS) is another
algorithm which is able to quickly optimize many param-
eter systems, which in addition is model independent, not
requiring a detailed system knowledge, with convergence
rates exceeding those of some GA approaches [14].
However, both the GA and RCDS approaches are best
suited for time-invariant systems, and the goal here was to
quickly track an uncertain, time-varying system. Therefore,
we relied on a local, model-independent extremum seeking
algorithm, whose convergence can suffer due to local
minima, but whose simplicity and speed of convergence
allows for a quasi-real-time tracking of a many parameter
time-varying system.

B. Main result

At FACET, we coupled the above described technique
with a new version of an extremum seeking (ES) algorithm,
and were successful in providing a quasi-real-time estimate

of the electron bunch profile, by adaptively identifying and
tracking the many uncertain, time-varying parameters
required by the LiTrack code. For the ES algorithm, the
cost to be minimized was the χ2 residual between the
measured and simulated energy spectra of the electron
beam. System parameters such as various arbitrary phase
shifts and beam properties (charge, initial phase space
emittance) were the inputs to LiTrack. The adaptive scheme
minimized the cost by varying an arbitrary number of
parameters simultaneously. We simulate FACET while
adaptively tuning multiple free parameters in a code
package called LiTrackES [15,16].

C. Organization

In Sec. II we give a general outline the adaptive
algorithm and how FACET can be viewed as a time-
varying nonlinear system to which it is applicable. In
Sec. III we describe the adaptive method and how it is
applied at FACET. In Sec. IV we provide the results of the
experiments conducted at FACET, demonstrating an ability
to predict accelerator component settings and electron
beam properties. In the Appendix we provide a detailed
theoretical statement of the convergence properties of the
adaptive algorithm.

II. APPLICATION TO PREDICTING FACET
BEAM PROPERTIES

ES, as described here, was recently developed for the
stabilization of uncertain, open-loop unstable systems
[17,18]. The mechanism behind this new form of ES, that
of introducing high frequency oscillations into a system’s
dynamics, is closely related to the field of vibrational
control, such as stabilizing the vertical equilibrium point of
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FIG. 1. The energy spectrum is recorded as the electron bunch passes through a series of magnets and radiates x rays. The intensity
distribution of the x rays is correlated to the energy spectrum of the electron beam (a). This nondestructive measurement is available at
all times, and used as the input to the ES scheme, which is then matched by adaptively tuning machine parameters in the simulation. For
the TCAV measurement, the electron bunch is passed through a high frequency (11.4 GHz) rf cavity with a transverse mode, in which it
is streaked and passes through a metallic foil (b). The intensity of the optical transition radiation (OTR) is proportional to the
longitudinal charge density distribution. This high accuracy longitudinal bunch profile measurement is a destructive technique.
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a pendulum by quickly oscillating its pivot point [19,20].
Recently, a new, bounded form of ES has been developed
[21], one with analytically guaranteed update rates and
control efforts, and implemented in simulation [22] and
demonstrated in hardware [23] to tune multiple compo-
nents of particle accelerators. Although operating on
analytically unknown functions, limits are guaranteed by
the unknown cost function entering the scheme’s dynamics
as the argument of a known, bounded oscillatory function,
such as sine or cosine. A detailed, analytic description of
the algorithm is presented in the Appendix.
In this paper, in applying this new form of ES to the

parameter estimation problem [24], we consider FACET as
a system of the form

_x ¼ fðx;p; tÞ; ð1Þ
where fðx;p; tÞ represents the actual, analytically uncertain
dynamics of the accelerator, xðtÞ ¼ ½x1ðtÞ;…; xnðtÞ� rep-
resents various aspects of the beam, such as bunch length,
beam energy, bunch charge, etc. at certain locations
throughout the accelerator, and pðtÞ ¼ ½p1ðtÞ;…; pnðtÞ�
represents various time-varying uncertain parameters of the
accelerator itself, such as rf system phase drifts and rf field
amplitudes throughout the machine.
We consider, relative to (1), the approximation of

FACET given by LiTrack:

_̂x ¼ f̂ðx̂; p̂; tÞ; ð2Þ

where f̂ðx̂; p̂; tÞ represents the approximated simulation
of the system’s dynamics, where actual beam properties
xðtÞ are approximated by their simulated estimates x̂ðtÞ ¼
½x̂1ðtÞ;…; x̂nðtÞ� and actual system parameters, pðtÞ, are
approximated by virtual parameters p̂ðtÞ ¼ ½p̂1ðtÞ;…;
p̂nðtÞ�.
Our goal is to closely approximate certain actual beam

properties, xiðtÞ, such as the longitudinal beam profile, by
their virtual estimates x̂iðtÞ, which is only possible if we
closely approximate the true machine parameters pðtÞ, by
adaptively tuning the virtual parameters p̂ðtÞ.
We perform this adaptation based on a cost function, C,

whose values depend on the comparison between a
detected, analytically uncertain and noisy measurement

~y ¼ hðx;p; tÞ þ nðtÞ ð3Þ

and a simulation of that same measurement

ŷ ¼ ĥðx̂; p̂; tÞ: ð4Þ

The adaptive tuning law is

_̂pi ¼ ffiffiffiffiffiffiffiffiffi
αiωi

p
cosfωitþ kiC½~yðx;p; tÞ; ŷðx̂; p̂; tÞ�g; ð5Þ

which, according to Theorem 1, has average dynamics

_̂̄pi ¼ −
kiαi
2

∂C
∂ ¯̂pi

; ð6Þ

performing a gradient descent to locally minimizing values
p̂iðtÞ of CðtÞ, where the goal is to match the actual
accelerator parameters pðtÞ, and to match the output of
the simulation, x̂ðtÞ, to the actual electron beam xðtÞ.
The uniqueness of this convergence heavily depends on

the actual analytic forms of C, h, and f, such a convergence
may not always provide an accurate or unique prediction of
actual beam xiðtÞ and machine piðtÞ parameter values
based on their virtual observers x̂iðtÞ and p̂iðtÞ. In this case,
as will be shown below, we are able to closely track the
actual beam characteristics.

III. ADAPTIVE TUNING METHOD AT FACET

Figures 1–4 show the beam measurement devices and
overall setup of the tuning procedure at FACET. Figure 1
shows the setup of the destructive TCAV bunch profile
measurement and nondestructive SYAG energy spread
measurement. Figure 2 shows actual recorded bunch profile
and energy spread spectrums. In Fig. 3 an overview of the
coupled simulator-accelerator setup is shown. A simulation
of the accelerator, LiTrack is run in parallel to the machines
operation. The simulation was initialized with guesses and
any available measurements of actual machine settings,
p ¼ ðp1;…; pnÞ. We emphasize that these are only guesses
because even measured values are noisy and have arbitrary
phase shift errors. The electron beam in the actual machine
was accelerated and then passed through a series of deflect-
ing magnets, as shown in Figs. 1(b) and 2, which created x
rays, whose intensity distribution can be correlated to the
electron bunch density via LiTrack. This nondestructive
measurement is available at all times, and used as the input
to the ES scheme, which is then matched by adaptively
tuning machine parameters in the simulation. Once the
simulated and actual spectrum were matched, certain beam
properties could be predicted by the simulation. Figure 4
shows the result of one such adaptation, as the cost function is
minimized the LiTrackES spectrum (green) converges to the
actual spectrum detected on the SYAG (black).
Each parameter setting has its own influence on electron

beam dynamics, which in turn influenced the separation,
charge, length, etc. of the leading and trailing electron
bunches.
The cost that our adaptive scheme was attempting to

minimize was then the difference between the actual,
detected spectrum, and that predicted by LiTrack:

Cðx; x̂;p; p̂; tÞ ¼
Z

j ~ψðx;p; t; νÞ − ψ̂ðx̂; p̂; t; νÞj2dν; ð7Þ

inwhich ~ψðx;p; t; νÞwas a noisymeasurement of the actual,
time-varying (due to phase drift, thermal cycling, …)
energy spectrum, and ψ̂ðx̂; p̂; t; νÞwas the LiTrack, simulated
spectrum, xðtÞ ¼ ½x1ðtÞ;…; xnðtÞ� represents various
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aspects of the beam, such as bunch length, beam energy,
bunch charge, etc. at certain locations throughout the
accelerator, pðtÞ ¼ ½p1ðtÞ;…; pnðtÞ� represents various
time-varying uncertain parameters of the accelerator itself,
such as rf system phase drifts and rf field amplitudes
throughout the machine, xðtÞ are approximated by their
simulated estimates x̂ðtÞ ¼ ½x̂1ðtÞ;…; x̂nðtÞ� and actual
system parameters, pðtÞ, are approximated by virtual
parameters p̂ðtÞ ¼ ½p̂1ðtÞ;…; p̂nðtÞ�.
The problem was then to minimize the measurable, but

analytically unknown functionCðx;x̂;p;p̂;tÞ∶R4n×Rþ→R,
by adaptively tuning the simulation parameters p̂. The hope
was that, by finding simulation machine settings which
resulted in matched spectrums, we would also match other
properties of the real and simulated beams, something we
could not simply do by setting the simulation parameters to
the exact machine settings, due to unknowns, such as time-
varying, arbitrary phase shifts.
The first step of the adaptive scheme was to choose

physically realizable constraints for all parameters:
pmax ¼ ðp1;max;…; pm;maxÞ, pmin ¼ ðp1;min;…; pm;minÞ.
Implementing initial parameter settings pð1Þ, which are
chosen based on the physics model, experience, and
available measurements, allowed us to measure
Cð1; t1Þ ¼ C½xð1Þ; x̂ð1Þ;pð1Þ; p̂ð1Þ; t1�. The iterative
update scheme was then

piðnþ 1Þ ¼ piðnÞ þ Δ
ffiffiffiffiffiffiffiffi
αωi

p
cos½ωinΔþ kCðn; tnÞ�; ð8Þ

where tn represents actual time at which parameter updates
are made, something limited by sampling rates and
LiTrackES simulation speed. In our application, the beam
repetition rate was ∼1 Hz, and dt ¼ tnþ1 − tn ≈ 0.6s.
Update law (8) is based on the finite difference approxi-

mation of the derivative:

(a)

(b)

(e)

(d)

(c)

(f)

FIG. 3. The actual FACET accelerator (a) is run along with the LiTrack simulator (b), whose initial parameter inputs, pið0Þ, are a
combination of accurately measured settings and guesses for time varying, not easily detectable actual settings, such as drifting rf phase.
The measured and predicted energy spectrums are compared (c) and a cost, Cðnþ 1Þ is calculated based on the mismatch. The cost is
fed into the adaptive scheme (d), as described above, and the parameters are automatically tuned and updated (e). When the cost is
oscillating near minimum, the bunch length prediction is most accurate (f).

(a)

0

(b)

FIG. 2. Typical bunch profile measurement (a). Typical energy
spectrum measurement (b). Color, from blue to red, indicates
increasing detected intensity. The white curves are created by
integrating the detected intensities vertically along the detectors,
which gives a measure of longitudinal beam profile (a), and a
measure of deviation from average energy (b).

ALEXANDER SCHEINKER AND SPENCER GESSNER Phys. Rev. ST Accel. Beams 18, 102801 (2015)

102801-4



piðtþ ΔÞ − piðtÞ
Δ

≈
∂pi

∂t ¼ ffiffiffiffiffiffiffiffi
αωi

p
cosfωitþ kC½pðtÞ; t�g;

ð9Þ

which we may expand as

cosðωitþkCÞ¼ cosðωitÞcosðkCÞ−sinðωitÞsinðkCÞ ð10Þ

and rewrite the pi ð1 ≤ i ≤ nÞ dynamics as

_pi ¼
ffiffiffiffiffi
ωi

p
cosðωitÞ

ffiffiffi
α

p
cosðkCÞ− ffiffiffiffiffi

ωi
p

sinðωitÞ
ffiffiffi
α

p
sinðkCÞ;

ð11Þ

which, according to Theorem 1, resulted in an average
parameter and cost relationship of the form

_̄pi ¼ −
kα
2

∂Cðp̄; tÞ
∂p̄i

fcos2½kCðp̄; tÞ� þ sin2½kCðp̄; tÞ�g

¼ −
kα
2

∂Cðp̄; tÞ
∂p̄i

; ð12Þ

and therefore

_̄p ¼ −
kα
2
∇C; ð13Þ

which is a gradient descent towards the minimum of C.
The constraints were simply implemented by checking
the updated parameters at each step and confining them to
their bounds if necessary. Because the values of different
parameters pi differed by orders of magnitude, they each
required individual values of ki and αi.

The ES algorithm is constantly updating the virtual
machine parameters to provide a better match between
the simulated and energy spectrum. It outputs a new
estimate of the longitudinal bunch profile for every iteration
of the loop.

IV. RESULTS

LiTrackES simulates large components of FACET as single
elements. The critical elements of the simulation are the north
damping ring (NDR) which sets the initial bunch parameters
including the bunch length and energy spread, the north ring
to linac (NRTL) which is the first of three bunch compres-
sors, linac sectors 2–10 where the beam is accelerated and
chirped, the second bunch compressor in sector 10 (LBCC),
linac sectors 11–19 where the beam is again accelerated and
chirped, and finally the FACETW-chicanewhich is the third
and final bunch compressor.
We calibrated the LiTrackES algorithm using simultaneous

measurements of the energy spectrum and bunch profile
while allowing a set of unknown parameters to converge.
After convergence we left a subset of these calibrated
parameters fixed, as they are known to vary slowly or not at
all and performed our tuning on a much smaller subset of
the parameters: (i) p1: NDR bunch length; (ii) p2: NRTL
energy offset; (iii)p3: NRTL compressor amplitude; (iv)p4:
NRTL chicane T566; and (v) p5: phase ramp. “Phase ramp”
refers to a net phase of the NDR and NRTL rf systems with
respect to the main linac rf. Changing the phase ramp
parameter results in a phase set offset in the linac relative to
some desired phase.
In this experiment, we had the added benefit of con-

tinuously observing the bunch profile using the TCAV,

λ

λ

FIG. 4. Convergence of the LiTrack spectrum to the actual, time-varying spectrum for a fixed rms-width beam.
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while predicting it based on a match with the measured
energy spectrum, so that we could have a more detailed
comparison of the predicted and actual beam character-
istics. Our approach was to periodically vary FACET’s
phase ramp, which resulted in a significant change in the
longitudinal bunch profile. We then allowed LiTrackES to
adapt to the changing energy spectrum and thereby attempt
to predict the new beam profile. The results of the experi-
ment are shown in Figs. 5–9 and discussed in detail below.

A. Phase ramp prediction

The phase ramp parameter is used to tune out correlated
phase errors that accumulate throughout the linac. As an
example, phase ramp is tuned diurnally to offset the
contraction and expansion of the main drive line which
provides the reference rf for all systems in the linac.
Adjustments to phase ramp occur a few times per day
and the beam is allowed to settle after the changes are
made. The phase drifts that occur between changes to the
phase ramp parameter are not measured. Instead, certain
beam features, such as the energy spectrum and bunch
profile will change noticeably. If they deviate too much
from their desired state, an adjustment to phase ramp is
made to bring them back. Tracking of phase ramp changes

is demonstrated in Fig. 6. As seen in the figure, the time-
varying phase was a moving trajectory that the ES
algorithm was attempting to track. Although its initial
velocity was incorrect, the prediction is seen to quickly
begin following, catch up to, and then remain locked within
close proximity of the time-varying measured value.

B. Impact of phase ramp on bunch profile

Phase ramp is one of the few parameters that are
regularly tuned to achieve the desired “two-bunch” profiles
for PWFA experiments. This is because phase ramp is
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FIG. 5. (a) The energy spectrum, which is always available as a nondestructive measurement, was detected and imported into LiTrackES
in order to calculate a cost on which the adaptive convergence was based. (b) LiTrackES was able to adaptively tune parameters p̂iðtÞ in
order to track the detected energy spectrum with the simulated spectrum. (c) The TCAV was on and recording the longitudinal beam
profile during the adaptive process, these values were not used as inputs to LiTrackES, but were detected in order to measure the predictive
performance of LiTrackES. (d) Based only on energy spectrum readings, LiTrackES was able to predict the longitudinal electron bunch
profile, tracking the actual bunch profile measurements with the LiTrackES output. Color, from blue to red, indicates increasing detected
intensity.
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directly tied to the injection phase of the linac. The beam is
injected 21° ahead of crest in the first ten sectors of the
linac. The beam is both accelerated and chirped in this linac
section and then compressed by a magnetic chicane at the
end of sector 10. The extent to which the bunch is
compressed depends sensitively on the beam chirp, and
therefor the phase in the first ten linac sectors. For this
reason, a feedback that can actively determine phase drift
in the linac would benefit PWFA experiments at FACET.
The LiTrackES algorithm demonstrates this ability as shown
in Fig. 6.

C. Bunch profile prediction

Experiments performed at FACET utilize a wide array of
bunch profiles, including separate drive-witness bunches in
some of the plasma wakefield acceleration experiments. We
have confirmed that LiTrackES is able to quickly provide an
accurate, nondestructive bunch profile measurement pre-
diction even as machine and initial beam conditions slowly

(a) (b) (c) (d) (e) (f)

(a) (b) (c) (d) (e) (f)

FIG. 7. A top-down view of the actual and predicted bunch profile measurements shows that LiTrackES was able to track changes in the
bunch profile, including a successful prediction of when there was a single bunch and when it was split in two as is done in driver-
witness plasma wakefield acceleration experiments. Color, from blue to red, indicates increasing detected intensity. The red and black
lines placed on top of the detector intensities show the predicted and measured peaks, respectively. Plots (a)–(f) show actual and
predicted longitudinal beam profiles as measured and predicted along the white dashed lines (a)–(f).
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vary with time, and can distinguish between single and
double bunch settings, as shown in Figs. 8 and 9. Any
experiments performed at FACET for which bunch profile
information is important can now utilize LiTrackES, running
the program continuously in the background, recording
bunch profile predictions to later be correlated with
experimental results. In particular, by measuring the charge
and bunch length of the drive and witness beams in a
nondestructive manner, we are able to determine properties
of the plasma wake that would otherwise be inaccessible,
specifically the transformer ratio and other beam-loading
related quantities.

V. CONCLUSIONS AND FUTURE WORK

LiTrackES, the combination of ES and LiTrack, as demon-
strated, is able to provide a quasi-real-time estimate of
many machine and electron beam properties which are
either inaccessible or require destructive measurements. We
plan to improve the convergence rate of LiTrackES by fine-
tuning the adaptive scheme’s parameters, such as the gains
ki, perturbing amplitudes αi and dithering frequencies ωi.
Furthermore, we plan on taking advantage of several
simultaneously running LiTrackES schemes, which can
communicate with each other in an intelligent way, and
each of which has slightly different adaptive parameters/
initial parameter guesses, which we believe can greatly
increase both the rate and accuracy of the convergence.
Another major goal is the extension of this algorithm from
monitoring to tuning. Preliminary work has begun on a
user-friendly graphical user interface version of LiTrackES,
so that machine operators can take advantage of various
arbitrary phase predictions, which may be useful for tuning.
Furthermore, we hope to one day utilize LiTrackES as an
actual feedback to the machine settings in order to tune for
desired electron beam properties.
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APPENDIX: ALGORITHM THEORETICAL
BACKGROUND

The ES scheme is applicable to systems of differential
equations of the form

_xi ¼ fiðx; tÞ þ giðx; tÞuiðx; tÞ; ðA1Þ

where _h≡ ∂h
∂t, in which fðx; tÞ ¼ ½f1ðx; tÞ;…; fnðx; tÞ� and

gðx; tÞ ¼ ½g1ðx; tÞ;…; gnðx; tÞ� are unknown or uncertain
functions and uðx; tÞ ¼ ½u1ðx; tÞ;…; unðx; tÞ� are control
inputs of our choice. Our goal is to minimize an analytically
unknown, but available for measurement time-varying

“cost function,” Vðx; tÞ, which depends on multiple param-
eters, x ¼ ½x1ðtÞ;…; xnðtÞ�, whose measurement may be
noise corrupted, so that the actual available measurements
are of the form ~Vðx; tÞ ¼ Vðx; tÞ þ nðtÞ, in which nðtÞ is
uncertain, additive measurement noise.
According to the results of [17,18,22], choosing con-

trollers of the form

uiðx; tÞ ¼ ffiffiffiffiffiffiffiffi
αωi

p
cos½ωitþ k ~Vðx; tÞ�; ðA2Þ

results in an average gradient descent of the function
Vðx; tÞ of the form

_̄xi ¼ fiðx̄; tÞ−
kα
2
g2i ðx̄; tÞ

∂Vðx̄; tÞ
∂x̄i ; x̄ið0Þ¼ xið0Þ: ðA3Þ

Remark 1.—Several important benefits of this controller
are as follows.
(i) The minimization of Vðx̄; tÞ, according to (A3), is

achieved by choosing a sufficiently large value of the factor
kα > 0, relative to an upper bound on jfiðx; tÞj and a lower
bound on jg2i ðx; tÞj, without knowing their analytic forms.
(ii) We do not need to know the sign of the unknown

functions giðx; tÞ and they may change their signs as a
function of time, that is, we do not need to know in which
direction our control inputs are acting, whether they are
pulling or pushing, because g2i ðx; tÞ ≥ 0.
(iii) Although we are only able to measure the noise-

corrupted signal ~Vðx̄; tÞ ¼ Vðx̄; tÞ þ nðtÞ, on average the
gradient descent takes place relative to the actual function
of interest Vðx̄; tÞ, as in (A3).

Remark 2.—The cosð·Þ terms in (A2) may be replaced
by sinð·Þ functions, or the two can be mixed together. The
only requirement, for the convergence of the scheme, is that
the perturbing functions are orthogonal in the frequency
domain, such as sinðωiÞ and sinðωjÞ, where ωi ¼ ωri and
ri ≠ rj, or cosðωiÞ and sinðωiÞ. By orthogonality in the
frequency domain, we mean that the products of the
functions uniformly converge to zero in the L2 norm on
compact sets of the form ½0; T�, as ω is increased to infinity.
For example, considering sinðω1tÞ ¼ sinðωr1tÞ,
sinðω2tÞ ¼ sinðωr2tÞ, the limit as ω → ∞ of the inner
product in L2½0; T�, for any T > 0 is

lim
ω→∞

hsinðω1tÞ; sinðω2tÞi ¼ lim
ω→∞

Z
T

0

sinðωr1tÞ sinðωr2tÞdt

¼ 0:

Remark 3.—The terms, k, α, and ωi in the controller
(A2) have varying influence on the overall convergence.
(i) The term k can be thought of as the control gain.

Increasing k artificially inflates the value of the cost
function, via the product kVðx̄; tÞ and its gradient, resulting
in faster convergence. Furthermore, if desired, such as for
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parameters of varying orders of magnitude, each parameter
may implement its own unique ki.
(ii) The term α plays two roles. First, as another factor of

the overall gain because it enters the average dynamics via

the product − kα
2

∂Vðx̄;tÞ
∂x̄i . Also, the term α plays the role of the

dithering amplitude, which is the extent to which a
parameter that we are adapting will oscillate and therefore
its ability to search for a minimum and to escape local
minimums, both of which are improved with increased α.
Increasing α too much may be problematic because at

steady state, when ∂Vðx̄;tÞ
∂x̄i ≈ 0, the perturbed parameters will

perform oscillations about their optimal values of magni-
tude

ffiffiffi
α
ω

p
. Furthermore, if desired, such as for parameters of

varying orders of magnitude, each parameter may imple-
ment its own unique αi.
(iii) The termsωi are the frequencies at which parameters

are dithered. In order for the scheme to be effective, and for
the averaging analysis to hold, the ωi must be sufficiently
large compared to all other system dynamics and relative to
the values of k and α. Once a sufficiently large ωi is chosen,
if k or α is increased too much, the scheme may become
unstable unless ωi is increased sufficiently. Furthermore,
each parameter must have a different ωi so that they all
evolve independently, performing gradient descents relative
to their own partial derivatives.
For completeness, we present the complete statement of

the general averaging result for highly oscillatory, uncertain
systems of differential equations, which we have described
above. The proof and more details regarding the adaptive
scheme are available in [17,18,22].
Theorem 1 [17,18,22].—Consider the following non-

linear system of differential equations:

_x¼ fðx;tÞþ
Xn

i¼1

eigiðx;tÞ ffiffiffiffiffi
ωi

p
cos½ωitþk ~Vðx;tÞ�; ðA4Þ

where ωi ≠ ωj, ∀i ≠ j, the functions

fðx; tÞ∶ Rn × R → Rn ðA5Þ

giðx; tÞ∶ Rn ×R → R ðA6Þ

~Vðx; tÞ∶ Rn ×R → R ðA7Þ

are continuously differentiable with respect to x, piecewise
continuous with respect to t, and the functions ei are the ith
basis vectors of Rn. The components xiðtÞ of xðtÞ satisfy
the dynamics

_xi ¼ fiðx; tÞ þ giðx; tÞ ffiffiffiffiffi
ωi

p
cos½ωitþ k ~Vðx; tÞ�: ðA8Þ

The function ~Vðx; tÞ ¼ Vðx; tÞ þ nðtÞ, is a noise-corrupted
measurement of the analytically unknown function Vðx; tÞ.

Relative to system (A4), we consider the following average
system of differential equations:

_̄x ¼ fðx̄; tÞ − kα
2
gðx̄; tÞgTðx̄; tÞ½∇Vðx̄; tÞ�T; ðA9Þ

where x̄ð0Þ ¼ xð0Þ and g ¼ ðg1;…; gnÞ. The components
x̄iðtÞ of the trajectory x̄ðtÞ of (A9) satisfy the dynamics

_̄xi¼fiðx̄;tÞ−
kα
2
g2i ðx;tÞ

∂Vðx̄;tÞ
∂x̄i ; x̄ið0Þ¼xið0Þ: ðA10Þ

For any T > 0, any compact set K ⊂ Rn, and any δ > 0,
there exists ω⋆ such that for all ω > ω⋆, the distance
between the trajectory xðtÞ of system (A4) and the average
system trajectory x̄ðtÞ of system (A9), satisfy the bounds

max
x;x̄∈K;t∈½0;T�

∥xðtÞ − x̄ðtÞ∥ < δ: ðA11Þ

Furthermore, if a trajectory, x⋆ðtÞ, of the average system
(A9) is asymptotically stable, then the trajectory of the
actual system (A4) approaches and remains within δ of that
trajectory as well, that is

lim
t→∞

∥x̄ðtÞ−x⋆ðtÞ∥¼ 0⇒ lim
t→∞

∥xðtÞ−x⋆ðtÞ∥< δ: ðA12Þ
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