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We present a mathematical analysis of planar motion of energetic electrons moving through a planar

dipole undulator, excited by a fixed planar polarized plane wave Maxwell field in the x-ray free electron

laser (FEL) regime. Our starting point is the 6D Lorentz system, which allows planar motions, and we

examine this dynamical system as the wavelength � of the traveling wave varies. By scalings and

transformations the 6D system is reduced, without approximation, to a 2D system in a form for a rigorous

asymptotic analysis using the method of averaging (MoA), a long-time perturbation theory. The two

dependent variables are a scaled energy deviation and a generalization of the so-called ponderomotive

phase. As � varies the system passes through resonant and nonresonant (NonR) intervals and we develop

NonR and near-to-resonant (NearR) MoA normal form approximations to the exact equations. The NearR

normal forms contain a parameter which measures the distance from a resonance. For the planar motion,

with the special initial condition that matches into the undulator design trajectory, and on resonance, the

NearR normal form reduces to the well-known FEL pendulum system. We then state and prove NonR and

NearR first-order averaging theorems which give explicit error bounds for the normal form approxima-

tions. We prove the theorems in great detail, giving the interested reader a tutorial on mathematically

rigorous perturbation theory in a context where the proofs are easily understood. The proofs are novel in

that they do not use a near-identity transformation and they use a system of differential inequalities. The

NonR case is an example of quasiperiodic averaging where the small divisor problem enters in the

simplest possible way. To our knowledge the planar problem has not been analyzed with the generality we

aspire to here nor has the standard FEL pendulum system been derived with associated error bounds as we

do here. We briefly discuss the low gain theory in light of our NearR normal form. Our mathematical

treatment of the noncollective FEL beam dynamics problem in the framework of dynamical systems

theory sets the stage for our mathematical investigation of the collective high gain regime.
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I. INTRODUCTION

A. Basic ideas and parameters

We present a normal form analysis of the three-degree-
of-freedom Lorentz force system of six ODEs (ordinary
differential equations) governing the planar (x, y ¼ 0, z)
motion of relativistic electrons moving through a planar
dipole undulator along the z axis perturbed by a horizon-
tally polarized plane wave traveling in the z direction. We
are interested in the parameter range for an x-ray FEL.

Our normal form analysis is based on the method of
averaging (MoA) at first order. The method has four steps.
The first step is to put ODEs into a standard form. The
second step is to identify the normal form approximations.

The third step is the derivation of error bounds relating the
exact and normal form solutions. The final step is the trans-
formation back to the original variables. In the first step new
variables are typically introduced using scalings and trans-
formations. In this process we discover that the exact prob-
lem can be formulated, without approximation, in terms of
two ODEs for the normalized energy deviation and a gen-
eralized ponderomotive phase. Important in this process is
the identification of an appropriate small dimensionless
parameter, often denoted by ", so that the system can be
written as _u ¼ "fðu; tÞ þOð"2Þ. In the present context this
is the most complicated step. The normal form approxima-
tion is obtained by dropping theOð"2Þ term and replacing f
by its t average. The third step is often the most difficult,
however here the system in standard form is fairly simple
and we use this opportunity to give very detailed proofs of
two averaging theorems, partly as a tutorial on the methods
of proof, rather than applying general theorems from the
literature. The latter allows us to obtain quite explicit error
bounds which are likely near optimal.
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An electron, as a member of an electron bunch, will
enter the undulator with a given angle in the y ¼ 0 plane
and a given Lorentz factor. Here the normalized angle will
be given by �Px0 and the Lorentz factor will be written
� ¼ �cð1þ �Þ, where �c is a characteristic value of � for
the electron bunch, e.g., the mean, and � is the so-called
normalized energy deviation. We will replace � by � via
the relation � ¼ "�, where a posteriori " will be a mea-
sure of the spread of � values which lead to an FEL
pendulum-type behavior. We let Bu, ku denote the undu-
lator field strength and wave number and let Er, �kr denote
the Maxwell field strength and wave number of the fixed
traveling wave radiation field. Thus, our basic parameters
are eight, namely �Px0, �c, ", Bu, ku, Er, kr, �, and all
will be assumed positive except �Px0. We will study the
electron response to the radiation field as � varies.

For an x-ray FEL, " is small, �c is large, and the
dimensionless undulator parameter,

K :¼ eBu

mcku
¼ 0:934

�u

1 cm

Bu

1 T
; (1.1)

is Oð1Þ. Also kr ¼ Oðku�2
cÞ and we define the Oð1Þ

constant Kr by

Kr :¼ kr
ku�

2
c

: (1.2)

In Sec. III B it will be clear that it is convenient to fix Kr by
setting

Kr ¼ 2

�
1þ 1

2
K2 þ K2ð�Px0Þ2

��1
: (1.3)

For �Px0 ¼ 0 we obtain kr ¼ 4ku�
2
c=ð2þ K2Þ which is

the usual so-called resonant wave number (see, e.g., [1]).
The dependence of Kr on �Px0 will be a consequence of
our analysis. Typical parameters for the Linac Coherent
Light Source (LCLS) are �u ¼ 3 cm, mc2�c ¼ 15 GeV,
and Bu ¼ 1:32 T so that K ¼ 3:70 (see [2]) and for
FLASH (Free-Electron Laser in Hamburg) are �u ¼
2:73 cm, mc2�c ¼ 0:7 GeV and Bu ¼ 0:48 T so that
K ¼ 1:23 (see [3]).

Mathematically then, we are interested in an asymptotic
analysis of the electron motion for " small and �c large as
� varies. In particular we are interested in the ð"; �cÞ
regime that gives rise to the pendulum-type behavior im-
portant for the functioning of an x-ray FEL. We find that in
order to obtain this behavior, in the MoA at first order,
there must be a relation between " and �c. Introducing the
normalized field strength,

E :¼ Er

cBu

; (1.4)

we show a pendulum-type behavior emerges when

" ¼ Oð ffiffiffi
E

p
=�cÞ for " small. Without loss of generality

we will take the order constant to be 1, and choose

" ¼ ffiffiffi
E

p 1

�c

: (1.5)

We also show that, for " small, the system associated with
(1.5) has a resonant structure, such that, as � varies, the
system goes through a sequence of nonresonant (NonR)
and near-to-resonant (NearR) intervals. The associated
NearR approximating normal forms while being nonauton-
omous have an underlying pendulum structure and reduce
to the standard FEL pendulum system for �Px0 ¼ 0 and �
an odd integer. This behavior is not present for " � 1=�c

or " � 1=�c and so we refer to (1.5) as a distinguished
case. This turns out to be a very simple example of the
concept of a ‘‘distinguished limit’’ in the singular pertur-
bation literature. This can be seen in action in the context
of our equations (2.49) and (2.50).
When it comes to our main results in Sec. III we

have the following situation. We have the eight basic
parameters �Px0, �c, ", Bu, ku, Er, kr, � and the two
constraints (1.3) and (1.5), leaving us with six basic pa-
rameters out of which we construct the five nondimen-
sional parameters K, �Px0, E, ", � (see also [4]). The
NearR normal forms can be understood in terms of the
simple pendulum system and reduce to the usual FEL
pendulum equations for �Px0 ¼ 0 and � an odd integer
(see Secs. III D 2 and III D 3). The NearR normal form
allows us to study the effect of � being slightly off reso-
nance. This completes the first two steps in the MoA. In the
third step we state two theorems which give error bounds,
relating the exact and normal form solutions, which go to
zero as " ! 0þ. The theorems are then proved. Our goal
is to present a mathematically rigorous analysis that is self-
contained. However, the reader can understand the results
of the paper without understanding the proofs of the the-
orems. With this in mind the proofs are isolated in a
separate section.

B. Comment on normalized field strength

For the results of this paper the normalized field strength
E cannot be too big (or "will not be small) and it cannot be
too small or another distinguished case will come into play.
Of course for a seeded FEL, E will be set by the seeding
field. In Appendix Gwe present two very crude bounds that
have some relevance to the beginning stages of a high gain
FEL. Here we simply note that for E ¼ 1000, " is approxi-
mately 0.001 for the 15 GeV (e.g., LCLS) and 0.025 for the
700 MeV (e.g., FLASH). In an early approach to this
problem we built a normal form analysis assuming E small,
so that the radiation field was a small perturbation of the
undulator motion. We thus considered E as a small parame-
ter in addition to 1=�c. This led to another distinguished
case, which also had resonant and NonR intervals but with
a different underlying pendulum structure. Later we real-
ized that E is not necessarily small for cases of interest and
we were led to the current case of (1.5). In fact, since E
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does not have to be small our results may have some
relevance to the high gain saturation regime [5].

C. General comment on method of averaging

For ODEs, the MoA is the most robust of the long-time
perturbation theories which include, e.g., Lindstedt series
[6], multiple scales [6], renormalization group methods
[7], and Hamiltonian perturbation theory [8]. For example,
Hamiltonian perturbation theory has the advantage that
one is transforming a scalar function, however the MoA
is more robust in that transformations and scalings are not
restricted to canonical transformations. Central to the
MoA, and in contrast to those just mentioned, is the
derivation of error bounds. We emphasize these are true
bounds and not just estimates. TheMoA is a mature subject
and there are several good books; see [6,9,10] for example
as well as the Scholarpedia articles [11,12]. We refer to the
MoA approximation as a normal form. Generally, a normal
form of a mathematical object is a simplified form of the
object obtained with the aid of, for example, scalings and
transformations such that the essential features of the
object are preserved. Here we not only preserve the essen-
tial features of the exact ODEs but bound the errors in the
approximation with a bound proportional to the small
parameter ". See [11] for the use of normal form in a
similar context.

D. Paper outline

In Sec. II we start with the three-degree-of-freedom
Lorentz equations with the horizontally polarized plane
wave of (2.9) and then introduce z as the independent
variable. The system has planar solutions where 0 ¼ y ¼
py and using a conservation law we arrive at a system of

two ODEs (2.30) and (2.31) for the energy and a precursor
to a generalization of the so-called ponderomotive phase.
By scalings and transformations we discover the distin-
guished case of (1.5) which then leads to a standard form
for the method of averaging in (2.52) and (2.53). The two
dependent variables are now a scaled energy deviation and
a generalization of the so-called ponderomotive phase.

In Sec. III we present our main results. We begin by
introducing the monochromatic plane wave, the case of
main physical interest. The system is carefully defined in
Sec. III A. In Sec. III B we discuss the topic of resonance in
the MoA context. We emphasize that as � varies the system
passes through resonant and NonR intervals. In particular
we introduce the resonant, NonR, �-nonresonant
(�-NonR), and NearR cases. The NonR case, its first-order
averaging normal form, and associated solutions are pre-
sented in Sec. III C as well as an appropriate domain for the
associated vector field. The NearR case is discussed in
Sec. III D. The system is carefully defined in Sec. III D 1
and an appropriate domain for the associated vector field is
found. The first-order averaging normal form is derived in
Sec. III D 2 and the normal form system is transformed into

the simple pendulum system in Sec. III D 3. The structure
of the NearR normal form solutions are then discussed in
detail. For the special initial condition, �Px0 ¼ 0, which
matches into the design trajectory of the undulator, we
recover the result of standard approaches which focus on
the energy transfer equations alone and do not consider the
phase space variables. This completes the first two steps in
the MoA.
Some readers may only care about the exact equations in

the form for averaging, the associated normal form approx-
imations and the rough statement that the approximation
errors areOð"Þ onOð1="Þ ‘‘time’’ intervals. They will find
these in (3.18), (3.19), (3.46), (3.47), (3.39), (3.40), (3.61),
and (3.62) and in the beginning of Sec. III E. The state-
ments of our first-order averaging theorems, which give an
order " bound on the error for long times, i.e., intervals of
Oð1="Þ, are presented in Sec. III E and applied to the six
variables in Sec. III F. This completes the third and fourth
steps of the MoA. We emphasize that the averaging theo-
rems can be understood independently of the proofs in
Sec. IV. Finally in Sec. III G we use our results in a low
gain calculation and compare the result with [13].
While the paper is aimed at the FEL community we

believe that newcomers to the field and mathematically
inclined readers will find Secs. II and III a good introduc-
tion to the noncollective case of an FEL.
The proofs of the two averaging theorems, stated in

Secs. III E 1 and III E 2, are presented in Sec. IV and this
section can be skipped if the reader only wants to know the
results as given in Sec. III. However, Sec. IV has a peda-
gogical aspect, giving the reader, who may not be familiar
with modern long-time perturbation theory, an introduction
in a context where the proofs are easily understood. The
proofs are given in detail so the reader needs no prior
knowledge of the MoA. They are based on an idea of
Besjes (see [14–16]) which leads to proofs without using
a so-called near-identity transformation, as in usual treat-
ments of, e.g., [6,9,10]. The �-NonR case is an example of
quasiperiodic averaging with a rigorous treatment of a
small divisor problem in what is surely the simplest setting.
Here we keep � a distance� away from a resonance, where
� turns out to be the small divisor. The NearR case is an
example of periodic averaging. A novelty of our approach
in Sec. IV is that we use a system of differential inequal-
ities, rather than the usual Gronwall inequality, to obtain
better error bounds. Furthermore we obtain better results as
our theorems are tuned to the problem at hand. In addition,
to our knowledge, the treatment of the undulator problem
in the mathematically rigorous and self-contained way that
we do here has not been done before. Our mathematical
analysis is straightforward, using only undergraduate
mathematics as commonly taught in advanced calculus
courses, however the proofs are somewhat intricate in
spots. The reader who studies Sec. IV will be rewarded
with an understanding of the computation of error bounds

PLANAR UNDULATOR MOTION EXCITED BYA FIXED . . . Phys. Rev. ST Accel. Beams 16, 090702 (2013)

090702-3



in the quasiperiodic method of averaging in what is likely
the most elementary context. The general quasiperiodic
case [14] is more difficult and for contrast the proofs of
the KAM and Nekhoroshev theorems are much more dif-
ficult [8]. Finally, for us, the work on the noncollective case
sets the stage for our more serious goal of obtaining a deep
mathematical understanding of the collective high gain
FEL theory.

Following the summary of Sec. V the Appendices con-
tain calculations needed in the main text. Appendix A
provides properties of the Bessel expansion of the function
jj which is introduced in Sec. III B. In Appendices B and C
we study the next-to-leading order terms g1, g2 used in
Theorem 1 and in Appendices D and E we study the next-
to-leading order terms gR1 , gR2 used in Theorem 2.

Appendix F provides some formulas used in Sec. III G.
In Appendix G we discuss E ¼ Er=cBu in the high gain
regime and obtain a crude upper bound estimate of it.
Finally, in Appendix H we derive some properties of the
system of differential inequalities that are used in the proof
of both averaging theorems.

E. Putting our work in context

Standard derivations of the FEL pendulum equations can
be found in, e.g., [13,17–19]. They differ from our ap-
proach in that they start from the ODE for the normalized
energy deviation, �, and use physical reasoning to intro-
duce approximations leading to the FEL pendulum normal
form for �Px0 ¼ 0. They do not derive the pendulum
equation using perturbation theory as we do nor do they
obtain error bounds on their approximations.

In contrast, we start with the full 6D noncollective
system of Lorentz equations of motion for our undulator
with a planar polarized traveling wave in the z direction
and show that it contains planar y ¼ 0 motion. Writing �
as � ¼ �cð1þ "�Þ, where �c is a characteristic value of
� for the electron bunch and � ¼ "� is the so-called
normalized energy deviation, we find a distinguished

relation in ð"; �cÞ given by " ¼ ffiffiffi
E

p
=�c that leads to a

pair of exact equations for a scaled energy deviation and a
generalized ponderomotive phase (which depends on
�Px0) in a form for the application of the MoA, with
small parameter ". These equations are exact in the sense
that there are no approximations in deriving them from
the full 6D Lorentz system. We note that " is small even
if the traveling wave is not a small perturbation to the
undulator motion. When we specialize to the single fre-
quency, �kr, monochromatic case we see there is a reso-
nant structure depending on �. Using the MoA formalism
we find resonant and NonR normal forms as � varies. We
then ask the question, ‘‘When are these good approxima-
tions to the exact problem?’’ We show that the NonR
normal form gives a good approximation sufficiently far
from resonance, on Oð1="Þ time intervals. We then con-
sider neighborhoods of the resonances and construct

NearR normal form approximations which reduce to the
resonant normal form for resonant �. We show that they
give an Oð"Þ approximation to the exact problem, on
Oð1="Þ time intervals, in Oð"Þ neighborhoods of the
resonances. On resonance and for �Px0 ¼ 0 our general-
ized ponderomotive phase reduces to the well-known
ponderomotive phase and in addition we obtain the usual
FEL pendulum system. Thus, we have a new view of the
ponderomotive phase and a new derivation of the FEL
pendulum equation.
Our approach gives a clear picture of the system re-

sponse, for small " as � varies through resonant and NonR
intervals with the associated NonR and NearR normal form
approximations to the generalized ponderomotive phase
and scaled energy deviation. To our knowledge this is
new. Our explicit error bounds, covered by our averaging
theorems, are nearly optimal and can be used to examine
parameter ranges for validity of the low gain regime. The
fact that E does not have to be small led to the suggestion
that our results may be relevant in the high gain saturation
regime. Finally, we have discovered that a planar polarized
traveling wave with a continuous distribution of wave
numbers near resonance (e.g., a narrow Gaussian centered
on the resonance) may wash out the resonant effect and
thus the FEL pendulum behavior, at least in first-order
averaging. We discuss this briefly in Sec. V.
Our definition of resonance is intimately linked to the

derivation of our averaging normal forms, whereas in the
standard derivations resonance is introduced in the context
of maximizing energy exchange. We emphasize that we
obtain more than the pendulum normal form; we also
obtain the more general NearR normal forms as well as
the NonR normal forms.
We do not intend to minimize the importance of the

standard derivations; the physical derivations are certainly
important and as is often the case show great physical
insight. Here we want to show what can be done in a
mathematically rigorous way in the context of dynamical
systems theory, but in that we have been guided by and are
indebted to previous works.

II. GENERAL PLANAR UNDULATOR MODEL

In this section we state the basic problem and put the
equations of motion in a standard form for the MoA.

A. Lorentz force equations

Using SI units, the Lorentz equations for motion of a
relativistic electron in an electromagnetic field, ðE;BÞ, are

_r ¼ vðpÞ; (2.1)

_p ¼ �e½Eþ vðpÞ � B�; (2.2)

with _¼ d=dt and where
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vðpÞ ¼ p

m�
; (2.3)

is the velocity, � is the Lorentz factor defined by

�2 ¼ 1þ p � p=m2c2; (2.4)

and m and �e are the electron mass and charge, respec-
tively. We denote the undulator magnetic field by Bu and
the radiation field by (ðEr;BrÞ whence

E ¼ Er; B ¼ Br þ Bu: (2.5)

We introduce Cartesian coordinates by

r ¼ xex þ yey þ zez; (2.6)

p ¼ pxex þ pyey þ pzez; (2.7)

where ex, ey, ez are the standard unit vectors. A simple

planar undulator model magnetic field which satisfies the
Maxwell equations, r �Bu ¼ 0 and r� Bu ¼ 0, as in
[17], is

Bu ¼ �Bu½coshðkuyÞ sinðkuzÞey þ sinhðkuyÞ cosðkuzÞez�;
(2.8)

where Bu > 0. Sincer�Bu ¼ 0 there is a scalar potential
� such that Bu ¼ r�. To satisfy r �Bu ¼ 0, � must
satisfy Laplace’s equation. The field (2.8) is easily con-
structed by separation of variables and requiring periodic-
ity in z with period �u and then taking the first eigenmode
(see, e.g., page 145 of [20]). The scalar field is � ¼
�ðBu=kuÞ sinhðkuyÞ sinðkuzÞ. The traveling wave radiation
field we choose is also a Maxwell field and is given by

Er¼Erhð ��Þex; Br¼1

c
ðez�ErÞ¼Er

c
hð ��Þey; (2.9)

where Er is a positive constant, h is a real valued function
on R,

��ðz; tÞ ¼ krðz� ctÞ; (2.10)

and kr is the positive parameter mentioned in the
Introduction. In the present Sec. II we will put the equa-
tions of motions in a standard form for the MoA staying
with a general h. It is easy to carry through this part of the
analysis without restricting h and we do want to make a
comment on this general case.

However, our primary emphasis is on the standard
monochromatic example and from Sec. III onward we
will take the monochromatic case, i.e.,

Hð ��Þ ¼ ð1=�Þ sinð� ��Þ; hð ��Þ ¼ H0ð ��Þ ¼ cosð� ��Þ;
(2.11)

and � � 1=2 thus h½ ��ðz; tÞ� ¼ cos½�krðz� ctÞ�. Note that
the prime 0 always indicates a derivative of a function with
respect to its only argument. In this monochromatic case kr

will be fixed by (1.2) and (1.3) and the � will allow for a
variable wave number for the traveling wave. With the
choice of Kr mentioned in the Introduction, it will be
seen that � ¼ 1 gives the primary resonance with the
concomitant pendulum normal form.
The Lorentz system can now be written in Cartesian

coordinates as

_x ¼ px

m�
; _y ¼ py

m�
; _z ¼ pz

m�
; (2.12)

_px ¼ �e

�
pz

m�
Bu coshðkuyÞ sinðkuzÞ �

py

m�
Bu sinhðkuyÞ

� cosðkuzÞ þ Er

�
1� pz

m�c

�
h½ ��ðz; tÞ�

�
; (2.13)

_py ¼ �e
px

m�
Bu sinhðkuyÞ cosðkuzÞ; (2.14)

_pz¼�e

�
� px

m�
BucoshðkuyÞsinðkuzÞþEr

px

m�c
h½ ��ðz;tÞ�

�
:

(2.15)

It is easy to check that (2.12)–(2.15) is a Hamiltonian
system with Hamiltonian H :

H ¼ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½Pc þ eAðr; tÞ�2 þm2c2

q
¼ mc2�; (2.16)

where the canonical momentum vector Pc is related to p by
p ¼ Pc þ eA and the vector potential A is given by

A ðy; z; tÞ ¼
�
Bu

ku
coshðkuyÞ cosðkuzÞ þ Er

krc
H½ ��ðz; tÞ�

�
ex:

(2.17)

Since A is independent of x the x component, Pc;x, of the

canonical momentum vector Pc is conserved, i.e.,

px � eAxðy; z; tÞ; (2.18)

is constant along solutions of (2.12)–(2.15) as is easily
confirmed directly. We will not make explicit use of the
Hamiltonian structure in the following. The MoA does not
require a Hamiltonian structure and this frees us from
having to deal only with canonical transformations as we
proceed to put (2.12)–(2.15) in an averaging standard form.

B. Motion in the y¼ 0 plane with z as the
independent variable

It is common to take the distance z along the undulator
as the independent variable, rather than the time t. With the
usual abuse of notation, and from now on, we write xðzÞ,
yðzÞ, pxðzÞ, pyðzÞ, pzðzÞ instead of x½tðzÞ�, y½tðzÞ�, px½tðzÞ�,
py½tðzÞ�, pz½tðzÞ� whence the ODEs (2.12)–(2.15) become

dx

dz
¼ px

pz

;
dy

dz
¼ py

pz

;
dt

dz
¼ m�

pz

; (2.19)
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dpx

dz
¼ � e

c

�
cBu coshðkuyÞ sinðkuzÞ �

py

pz

cBu sinhðkuyÞ

� cosðkuzÞ þ Er

�
m�c

pz

� 1

�
h½ ��ðz; tÞ�

�
; (2.20)

dpy

dz
¼ � e

c

px

pz

cBu sinhðkuyÞ cosðkuzÞ; (2.21)

dpz

dz
¼�e

c

�
�px

pz

cBucoshðkuyÞsinðkuzÞþEr

px

pz

h½ ��ðz;tÞ�
�
:

(2.22)

The initial conditions at z ¼ 0 will be denoted by a sub-
script 0, e.g., tð0Þ ¼ t0. Clearly t0 is the arrival time of an
electron at the entrance, z ¼ 0, of the undulator.

Here and in the rest of the paper we consider the initial
value problem (IVP) with y0 ¼ py0 ¼ 0. It follows, with

no approximation, that yðzÞ ¼ pyðzÞ ¼ 0 for all z and the

six ODEs (2.19)–(2.22) reduce to four. The right-hand
sides (rhs’s) of (2.19)–(2.22) are independent of x and so
we do not need to consider the x equation until Sec. III F. It
is standard, and also quite convenient, to replace pz by the
energy variable �. With �ðzÞ defined in terms of pxðzÞ and
pzðzÞ by (2.4) and using (2.20) and (2.22), we obtain �0 ¼
ðpxp

0
x þ pzp

0
zÞ=m2c2� ¼ �ðeEr=mc2Þðpx=pzÞh½ ��ðz; tÞ�.

Finally, we take �� as a dependent variable in place of t and
we define

�ðzÞ :¼ ��½z; tðzÞ� ¼ kr½z� ctðzÞ�: (2.23)

Later it will be seen that� is a precursor to a generalization
of the so-called ponderomotive phase which emerges natu-
rally as we put the ODEs in a standard form for averaging.

With the above four changes the ODEs for t, px, pz in
(2.19), (2.20), and (2.22) become

d�

dz
¼ kr

�
1�m�c

pz

�
; (2.24)

dpx

dz
¼ � e

c

�
cBu sinðkuzÞ þ Er

�
m�c

pz

� 1

�
hð�Þ

�
; (2.25)

d�

dz
¼ � eEr

mc2
px

pz

hð�Þ; (2.26)

where the initial conditions are �ð0Þ ¼ �0 :¼ �krct0,
pxð0Þ ¼: px0, �ð0Þ ¼: �0. Here pz must be replaced by

pz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2c2ð�2 � 1Þ � p2

x

q
; (2.27)

and it is easy to see that (2.24)–(2.26) are then self-
contained. From now on, we restrict pz to be positive:

pz > 0: (2.28)

Thus, the argument of the square root in (2.27) is positive
and this entails � > 1, as it should be. Note that, by (2.24),

� is a strictly decreasing function whence, as one expects,
z < c½tðzÞ � t0�. It is also easy to check that

px

mcK
� cosðkuzÞ � Er

cBu

ku
kr

Hð�Þ (2.29)

is conserved along solutions of (2.24)–(2.26). This conser-
vation law is identical to (2.18) with y ¼ 0. Recall that K
was defined by (1.1).
To complete the solution of (2.19)–(2.22) it suffices to

note that tðzÞ is determined from (2.23) in terms of�ðzÞ and
xðzÞ is determined from (2.19) by integration.
We can now state a first formulation of the basic 2D

system which we study in the rest of the paper. We have
replaced the Lorentz system defined at the beginning of
Sec. II A by the IVP for (2.19)–(2.22) with y0 ¼ py0 ¼ 0,

which entails y ¼ py ¼ 0. The solutions of the IVP are

given in terms of solutions of (2.24) and (2.26). We now
write our basic system as the complete IVP for (2.24) and
(2.26), namely,

d�

dz
¼ kr

�
1�m�c

pz

�
; �ð0Þ ¼ �0; (2.30)

d�

dz
¼ � eEr

mc2
px

pz

hð�Þ; �ð0Þ ¼ �0; (2.31)

with px and pz replaced by

px¼px0þmcK

�
cosðkuzÞ�1þ Er

cBu

ku
kr
½Hð�Þ�Hð�0Þ�

�
;

(2.32)

pz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2c2ð�2 � 1Þ � p2

x

q
: (2.33)

C. Standard form for method of averaging

We begin by introducing the normalized energy
deviation � and its Oð1Þ counterpart � via

� ¼ �cð1þ �Þ ¼ �cð1þ "�Þ; (2.34)

as mentioned in the Introduction. Here �c is a character-
istic value of �, e.g., its mean over the bunch, and " is a
characteristic spread of � so that � becomes the new Oð1Þ
dependent variable replacing � in (2.30) and (2.31). We are
interested in an asymptotic analysis for �c large and �
small as in an x-ray FEL. Here we determine a relation
between " and �c which leads to a standard form for the
MoA and which will contain the FEL pendulum system at
first order in the monochromatic case of (2.11).
A natural scaling for z is

z ¼ �=ku; (2.35)

so that the undulator period is 2	 in � . Introducing


auxð�Þ :¼ �ð�=kuÞ; (2.36)
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and considering � ¼ �ð�Þ in (2.34), we obtain


0aux ¼ Kr�
2
c

�
1� 1þ "�

Pz

�
; (2.37)

�0 ¼ �K2 E
"�2

c

Px

Pz

hð
auxÞ; (2.38)

where 0 ¼ d=d� , Kr and E are given in (1.2) and (1.4), and
where

Px :¼ cos� þ �Px0 þ E
Kr�

2
c

½Hð
auxÞ �Hð
0Þ�; (2.39)

�Px0 :¼ px0

mcK
� 1; (2.40)

Pz :¼
�
ð1þ "�Þ2 � 1

�2
c

ð1þ K2P2
xÞ
�
1=2

: (2.41)

Since we require pz > 0 and since P2
z ¼ ðpz=mc�cÞ2, as is

easily checked, the argument of the square root in (2.41)
must be positive and thus equals pz=mc�c. This along with
the fact that � is positive leads to the maximal domain in
the extended phase space ð
aux; �; �Þ for (2.37) and (2.38),

as defined by �cð1þ "�Þ> ½1þ K2P2
x�1=2. We note that

most derivations of the FEL pendulum take �Px0 ¼ 0, see
[13,17–19], which is only necessary for perfect matching
of the incoming bunch.

It is easy to show that

Px

Pz

¼ cos� þ �Px0 þOð"Þ þO

�
1

�2
c

�
; (2.42)

1þ"�

Pz

¼1þqð�Þ
2�2

c

ð1�2"�ÞþO

�
1

�4
c

�
þO

�
"2

�2
c

�
; (2.43)

where

qð�Þ :¼ 1þ K2ðcos� þ �Px0Þ2: (2.44)

Thus (2.37) and (2.38) become


0aux¼�Krqð�Þ
2

þ"Krqð�Þ�þOð1=�2
cÞþOð"2Þ; (2.45)

�0 ¼ �K2 E
"�2

c

ðcos� þ �Px0Þhð
auxÞ þOð1=�2
cÞ

þOð1="�4
cÞ: (2.46)

To transform (2.45) and (2.46) into a standard form for
the MoAwe need to introduce dependent variables that are
slowly varying. We anticipate that � will be slowly vary-
ing, i.e., E="�2

c will be small. To remove the Oð1Þ term in
(2.45) we define


 :¼ 
aux þQð�Þ; (2.47)

where

Q0ð�Þ ¼ Kr

2
qð�Þ; Qð0Þ ¼ 0 (2.48)

(see [21] for comment). Thus, the system (2.45) and (2.46)
becomes


0 ¼ "Krqð�Þ�þOð1=�2
cÞ þOð"2Þ; (2.49)

�0 ¼ �K2 E
"�2

c

ðcos� þ �Px0Þh½
�Qð�Þ�

þOð1=�2
cÞ þOð1="�4

cÞ: (2.50)

To obtain a system where 
 and � interact with each
other in first-order averaging we must balance the Oð"Þ
term in (2.49) with theOðE="�2

cÞ in (2.50). In this spirit we
relate " and �c by choosing

" ¼ E
"�2

c

; (2.51)

and so we obtain (1.5). It is this balance that will lead to
the FEL pendulum equations in Sec. III and this is the
distinguished case mentioned in the Introduction.
In summary, the basic 2D system at the end of Sec. II B

has been transformed to


0 ¼ "Krqð�Þ�þ "2g1ð
; �; �; "; �Þ; (2.52)

�0 ¼ �"K2ðcos� þ �Px0Þh½
�Qð�Þ�
þ "2g2ð
; �; �; "; �Þ; (2.53)

which is now in standard form and is the basic 2D system
for our averaging study. However, the Oð"2Þ terms are not
explicit. To make them explicit we first rewrite (2.37) and
(2.38) in terms of ", K, and E and use (2.47) to obtain


0 ¼ KrE
"2

�
1� 1þ "�

Pz

�
þ Krqð�Þ

2
; (2.54)

�0 ¼ �"K2 Px

Pz

h½
�Qð�Þ�; (2.55)

Px ¼ cos� þ�Px0 þ "2

Kr

fH½
�Qð�Þ� �Hð
0Þg; (2.56)

Pz ¼
�
ð1þ "�Þ2 � "2

E
ð1þ K2P2

xÞ
�
1=2

; (2.57)

replacing (2.30)–(2.33). Here K, Kr, E, " are given in (1.1),
(1.2), (1.4), and (1.5), �Px0 is given in (2.40), q, Q are
given in (2.44) and (2.48), and the independent variables 
,
� are defined in (2.34), (2.36), and (2.47).
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The Oð"2Þ terms in (2.52) and (2.53) can now be deter-
mined by comparison with (2.54) and (2.55). However, we
have not proven that these terms are actually bounded by
an "-independent constant times "2. We will do this in the
monochromatic case of Sec. III where we will show
that the two Oð"2Þ terms are truly bounded by C"2 on
an appropriate domain for appropriate " independent con-
stants C. This is to be expected because of the analysis
leading to (2.52) and (2.53).

The 
 defined by (2.47) is essentially the so-called
ponderomotive phase. Here it arises naturally in the pro-
cess of finding the distinguished relation between " and �c

and transforming to slowly varying coordinates. In stan-
dard treatments it is introduced heuristically to maximize
energy transfer.

III. MONOCHROMATIC PLANE WAVES
AND AVERAGING THEOREMS

We have the planar undulator in a standard form for the
MoA in (2.52) and (2.53) where the Oð"2Þ terms can be
determined from (2.54) and (2.55). We now specialize to a
monochromatic traveling wave, write the system in Fourier
form, discuss resonance as a normal form phenomenon,
develop the NonR and NearR normal forms, and state one
proposition and two theorems giving precise bounds on the
normal form approximations. Thus, from now on the ra-
diation field in (2.9) is monochromatic, i.e., h, H have the
form (2.11).

A. The basic ODEs for the monochromatic
radiation field

In this section we introduce the notation which will
allow us to state and prove our proposition and two
theorems.

In the monochromatic case of (2.11) the basic system in
averaging form, (2.54) and (2.55), becomes


0 ¼ KrE
"2

�
1� 1þ "�

�zð
; �; �; "; �Þ
�
þ Krqð�Þ

2
; (3.1)

�0 ¼ �"K2 �xð
; �; "; �Þ
�zð
; �; �; "; �Þ cosf�½
�Qð�Þ�g; (3.2)

with the initial conditions 
ð0; "Þ ¼ 
0, �ð0; "Þ ¼ �0.
Recall that q and Q are defined in (2.44) and (2.48) and
these can be rewritten

qð�Þ ¼ �qþ 2K2�Px0 cos� þ K2

2
cos2�; (3.3)

�q :¼ 1þ 1

2
K2 þ K2ð�Px0Þ2; (3.4)

Qð�Þ ¼ Kr �q

2
� þ�0 sin� þ�1 sin2�; (3.5)

�0 :¼ KrK
2�Px0; �1 :¼ KrK

2

8
: (3.6)

Clearly �q is the average of qð�Þ over � . To make the
arguments of Px and Pz in (2.56) and (2.57) explicit, we
have replaced them by �x and �z, where

�xð
; �;";�Þ
:¼ cos� þ�Px0 þ "2

Kr�
ð sinf�½
�Qð�Þ�g � sinð�
0ÞÞ;

(3.7)

�zð
; �; �; "; �Þ

:¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ "�Þ2 � "2

E
½1þ K2�2

xð
; �; "; �Þ�
s

: (3.8)

Note that because of the singularity for � ¼ 0 in (3.7) we
take � � 1=2 in the following. Equations (3.1) and (3.2) are
the basic ODEs for the monochromatic case. They will
lead us to the exact and approximate ODEs of both
theorems [in fact (3.1) and (3.2) are the exact ODEs for
Theorem 1].
From now on, we restrict " to a finite interval ð0; "0�.

We are of course interested in " small, i.e., 0< " � 1, and
so, without loss of generality, we take

0< " � "0; 0< "0 � 1: (3.9)

Consider the open set

Dð"; �Þ :¼
�
ð
; �; �Þ 2 R3: �>� 1

"

þ 1ffiffiffi
E

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ K2�2

xð
; �; "; �Þ
q �

; (3.10)

for 0< " � "0, � � 1=2, which was discussed after
(2.41). The ODEs (3.1) and (3.2) are well defined on this
domain as we now argue. We take the domain of �x to be
fð
; �; "; �Þ 2 R4: 0< " � "0; � � 1=2g and the domain
of �z to be fð
; �; �; "; �Þ 2 ½Dð"; �Þ � R2�: 0< " �
"0; � � 1=2g. It is easy to check that on the domain of
�z the argument of the square root in (3.8) is positive and,
for ð
; �; �Þ 2 Dð"; �Þ, we have

0<�zð
; �; �; "; �Þ< 1þ "�: (3.11)

The two singularities in (3.1) and (3.2) for " ¼ 0 and�z ¼
0 are excluded by (3.9) and (3.11). Thus, it is easy to check
that the vector field associated with the ODEs (3.1) and
(3.2) is well defined and C1 on Dð"; �Þ for 0< " � "0 �
1, ��1=2 [i.e., the vector field has partial derivatives in 
,

ELLISON et al. Phys. Rev. ST Accel. Beams 16, 090702 (2013)

090702-8



�, � of all orders onDð"; �Þ]. Note that a function defined
on an open set is said to be C1 if it has continuous partial
derivatives of arbitrary order.

Since Dð"; �Þ is dependent on " it is inconvenient to
use it in our averaging theorems. Thus, we now restrict
ð
; �; �Þ to an " independent subdomain D0ð"0Þ of
Dð"; �Þ, where

D0ð"0Þ :¼ R� ½�lbð"0Þ;1� � R 	 Dð"; �Þ; (3.12)

�lbð"0Þ :¼ � 1

"0
þ 1ffiffiffi

E
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ K2�2

x;ubð"0Þ
q

; (3.13)

�x;ubð"0Þ :¼ 1þ j�Px0j þ 2"20 �q: (3.14)

The subset condition in (3.12) and the fact that

j�xð
; �; "; �Þj � �x;ubð"Þ � �x;ubð"0Þ (3.15)

are easily checked. The domains D and D0 are illustrated
in Fig. 1, where we show the ‘‘quasiperiodic’’ type surface

� ¼ �Dð
; �; "; �Þ ¼ � 1
" þ 1ffiffiffi

E
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ K2�2

xð
; �; "; �Þ
p

of

the lower boundary for D (labeled by �D) and the planar
lower boundary � ¼ �lbð"0Þ forD0 (labeled by �lb). Here
�D is given by the lower bound for � in (3.10).

From (2.42) and (2.43) we have

1þ "�

�z

¼ 1þ qð�Þ
2�2

c

ð1� 2"�Þ þOð"4Þ; (3.16)

�x

�z

¼ cos� þ�Px0 þOð"Þ: (3.17)

Thus, the basic 2D system of (3.1) and (3.2) can be written


0 ¼ "f1ð�; �Þ þ "2g1ð
; �; �; "; �Þ; (3.18)

�0 ¼ "f2ð
; �; �Þ þ "2g2ð
; �; �; "; �Þ; (3.19)

where f1, f2 are given by

f1ð�; �Þ :¼ Krqð�Þ�; (3.20)

f2ð
; �; �Þ :¼ �K2ðcos� þ�Px0Þ cosf�½
�Qð�Þ�g;
(3.21)

so that the functions gi: D0ð"0Þ � ð0; "0� � ½1=2;1Þ ! R
are given by

"2g1ð
; �; �; "; �Þ
:¼ KrE

"2

�
1� 1þ "�

�zð
; �; �; "; �Þ
�
þ Krqð�Þ

2
ð1� 2"�Þ;

(3.22)

"2g2ð
;�;�;";�Þ :¼"K2 cosf�½
�Qð�Þ�g

�
�
cos�þ�Px0� �xð
;�;";�Þ

�zð
;�;�;";�Þ
�
:

(3.23)

The ODEs (3.18) and (3.19) will be the subject of
Theorem 1, i.e., the averaging theorem for the NonR
case. In fact (3.18) and (3.19) are the exact ODEs
for Theorem 1 and, unlike (3.1) and (3.2), they are
written in a form which will allow us to derive the
normal form system, i.e., the approximate ODEs for
Theorem 1 (see also Sec. III C). The " ¼ 0 singularity
in the definitions of g1 and g2 is removable. This is
discussed at the end of Sec. III C and is proven in
Appendix B. The ODEs (3.18) and (3.19) will also be
used to obtain the exact and approximate ODEs for
Theorem 2 (see Sec. III C).

B. Resonant, nonresonant, �-nonresonant,
near-to-resonant

Here we discuss the resonant structure of the fi defined
in (3.20) and (3.21) needed for determining the normal
form approximations. Most importantly the resonant
structure of f2 will lead us to the notions of resonant,
nonresonant, �-nonresonant, and near-to-resonant normal
form. The gi play no role in the normal forms but are a
central piece of the error bounds.
Clearly f1 is 2	 periodic in � . The periodic structure of

f2 can be made explicit using (3.5) which gives

f2ð
;�;�Þ¼�K2ðcos�þ�Px0Þ
�cos

�
�
��

Kr �q

2
����0sin����1sin2�

�
(3.24)

and shows the two base periodicities, 2	 and 2	=� Kr �q
2 .

We now choose

Kr ¼ 2

�q
; (3.25)

χD

χlb

χ ζ

θ

FIG. 1. A sketch of the domains D and D0.
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so the base frequencies are 1 and �, which is consistent
with the FEL literature and with (1.3). As mentioned in
Sec. I A, with (3.25) we have gone from seven to six
parameters. Note also that f2 is quasiperiodic [22].

To make the resonant structure explicit we write f2 as

f2ð
; �; �Þ ¼ �K2

2
exp½i�ð
� �Þ�jjð� ;�;�Px0Þ þ cc;

(3.26)

where cc denotes complex conjugate and

jjð� ;�;�Px0Þ
:¼ ðcos� þ�Px0Þ expð�i�½�0 sin� þ�1 sin2��Þ;

(3.27)

is 2	 periodic in � . The Fourier series of jj is

jjð� ;�;�Px0Þ 

X
n2Z

bjjðn;�;�Px0Þein� ; (3.28)

with

bjjðn;�;�Px0Þ :¼ 1

2	

Z
½0;2	�

d� jjð� ;�;�Px0Þe�in� ; (3.29)

and Z being the set of integers. Since jjð�;�;�Px0Þ is a
2	-periodic C1 function its Fourier series (3.28) is abso-

lutely convergent, i.e.,
P

n2Zjbjjðn;�;�Px0Þj<1 whence

 in (3.28) can replaced by ¼ . The f2 in Eq. (3.19) can
now be written

f2ð
; �; �Þ ¼ �K2

2
ei�


X
n2Z

bjjðn;�;�Px0Þeiðn��Þ� þ cc;

(3.30)

which shows the resonant structure in that the � average of
f2 is zero for � � integer. In Appendix A we find

bjjðn;�;�Px0Þ ¼ 1

2
J ðn; 1; �;�0;�1Þ

þ 1

2
J ðn;�1; �;�0;�1Þ

þ�Px0J ðn; 0; �;�0;�1Þ; (3.31)

where

J ðn;m; �;�0;�1Þ :¼
X
l2Z

Jm�n�2lð��0ÞJlð��1Þ; (3.32)

and Jk is the kth order Bessel function of the first kind.
Note that jjð�� ;�;�Px0Þ is the complex conjugate of

jjð� ;�;�Px0Þ which implies bjjðn;�;�Px0Þ is real. This is
confirmed in the explicit form of (3.31) and (3.32) since the
Jk are real valued.
The time average of f1 in (3.20) is

�f1ð�Þ :¼ lim
T!1

�
1

T

Z T

0
f1ð�; �Þd�

�
¼ 2�: (3.33)

Since exp½iðn� �Þ�� ¼ �n;�, the time average of the qua-

siperiodic f2 is

�f2ð
; �Þ :¼ lim
T!1

�
1

T

Z T

0
f2ð
; �; �Þd�

�
¼
� 0 if � 2 N NonR

�K2bjjðk; k;�Px0Þ cosðk
Þ if � ¼ k 2 N resonant case;
(3.34)

where N denotes the set of positive integers and where we
have used the fact that bjj is real. The integration in (3.34)
can be done term by term since the series in (3.30) con-
verges uniformly in � . The fact that �f2 vanishes for � =2 N
is due to the choice of Kr in (1.3) and (3.25). Without this
choice �f2 would vanish for ð�Kr �q=2Þ =2 N.

An averaging normal form system for (3.18) and (3.19)
is obtained by dropping the Oð"2Þ terms and averaging
the Oð"Þ terms over � . Thus, if � =2 N the normal form
system is


0 ¼ "2�; �0 ¼ 0; (3.35)

and if � 2 N the normal form system for � ¼ k is


0 ¼ "2�; �0 ¼ �"K2bjjðk; k;�Px0Þ cosðk
Þ: (3.36)

From Appendix A we have, for �Px0 ¼ 0,

bjjðk; k; 0Þ ¼ � 1
2 ð�1Þn½JnðxnÞ � Jnþ1ðxnÞ� if k ¼ 2nþ 1

0 if k even;

(3.37)

where xn :¼ ð2nþ 1Þ�1 and n ¼ 0; 1; . . . with �1 defined
in (3.6). Thus, for�Px0 ¼ 0, (3.36) gives the standard FEL
pendulum system (see also [13,18,19,23]:


0 ¼ "2�; �0 ¼ �"K2bjjðk; k; 0Þ cosðk
Þ; (3.38)

where k is an odd integer.
The basic question we consider in this paper is, when do

normal form systems give good approximations to the
exact ODEs (3.18) and (3.19)? In the following we consider
two cases.
In the first case of (3.37), the ‘‘nonresonant’’ (NonR)

case, we consider the situation when the dynamics is well
approximated in terms of the system (3.35), which we call
the NonR normal form system. However, because of a
small divisor issue, we are forced to keep � away from
resonance. More precisely, we obtain results for � 2
½kþ �; kþ 1� �� with � 2 ð0; 1=2Þ and k 2 N. We
call this subcase of the NonR case the ‘‘�-NonR’’ case.
We begin the discussion of the �-NonR case in Sec. III C,
state the associated Theorem 1 in Sec. III E 1 and prove
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Theorem 1 in Sec. IVA. We show that the error isOð"=�Þ.
Thus, the error bound increases as � ! 0.

In the second case of (3.37) we consider, in part, the
situation when the dynamics is well approximated by the
normal form system of (3.36), which we call the ‘‘resonant
normal form system.’’ However, we will do better in that
we will explore the dynamics near the resonance. More
precisely we explore Oð"Þ neighborhoods of the � ¼ k
resonances and parametrize � by � ¼ kþ "a, where
k 2 N, a 2 ½�1=2; 1=2�. Recall that 0< " � "0 � 1.
The ‘‘near-to-resonant’’ (NearR) normal form system
will be introduced in Sec. III D and in the subcase where
� ¼ k we obtain the above resonant normal form system.
The associated Theorem 2 will be stated in Sec. III E 2 and
its proof will be given in Sec. IVB. We note that � ¼ 1 is
the primary resonance as discussed in the Introduction,
further justifying the choice of Kr in (1.3) and (3.25). We
call this case the NearR case. Note that as in the NonR case
the exact ODEs are (3.18) and (3.19) where of course in the
NearR case one takes � ¼ kþ "a.

C. The nonresonant case and its normal form

The exact ODEs for ð
; �Þ in the NonR case are (3.18)
and (3.19). The vector field in (3.18) and (3.19) as well as
the dependence of g1, g2 on ð
; �; �Þ are C1 on D0ð"0Þ.

As introduced in Sec. III B, the NonR normal form
system is obtained from (3.18) and (3.19) by dropping
the Oð"2Þ terms and averaging the rhs over � holding the
slowly varying quantities 
, � fixed. Using (3.33) and
(3.34), we obtain as before

v0
1 ¼ " �f1ðv2Þ ¼ "2v2; (3.39)

v0
2 ¼ " �f2ðv1; �Þ ¼ 0; (3.40)

with the same initial conditions as in the exact ODEs, i.e.,
v1ð0; "Þ ¼ 
0, v2ð0; "Þ ¼ �0. Here we have introduced
new dependent variables in order to distinguish normal
form solutions from the exact solutions.

The solution of the IVP is

v1ð�; "Þ ¼ 2�0"� þ 
0; v2ð�; "Þ ¼ �0: (3.41)

This means that in the NonR case the normal form ap-
proximation to the energy deviation is constant while the
normal form approximation to the ponderomotive phase
advances linearly with � . Clearly the associated phase
plane portrait is simply a family of horizontal lines.

The solutions of (3.39) and (3.40) with " ¼ 1 play an
important role in the statement and proof of Theorem 1 and
we refer to

vð�; 1Þ ¼ ½v1ð�; 1Þ; v2ð�; 1Þ�; (3.42)

as the guiding solution at ð
0; �0Þ. Note that the v in (3.42)
should not be confused with the velocity vector v in (2.3).

Our basic result in the NonR case will be Theorem 1 by
which j
ð�Þ � v1ð�; "Þj and j�ð�Þ � v2ð�; "Þj are Oð"=�Þ
in the �-NonR subcase, where � 2 ½kþ �; kþ 1� ��.
Note that Theorem 1 can be applied to every � � 1=2 with
� =2 N. However, for fixed ", as � ! k 2 N, � ! 0þ and
the error bound becomes large and thus useless. We can
also consider � to be a function of " as discussed in item
(1) of Sec. III E 3. For example if � ¼ Oð"Þ then the error
is Oð1Þ and thus not very interesting.
The precise statement of Theorem 1 is given in

Sec. III E 1 and its proof is given in Sec. IVA. It will
become clear that the error bounds require g1 and g2 to
be bounded independent of " in a neighborhood of the
normal form solutions, and while f1 and f2 were chosen
with this in mind a proof of boundedness will be an
important part of our proof of Theorem 1. We show in
Appendix B that

lim
"!0þ

½g1ð
; �; �; "; �Þ�

¼ � qð�Þ
4 �q

�
3qð�Þ
E

þ 12�2

�
� K2

�
ð sinf�½
�Qð�Þ�g � sinð�
0ÞÞðcos� þ �Px0Þ;

(3.43)

lim
"!0þ

½g2ð
; �; �; "; �Þ�
¼ K2� cosf�½
�Qð�Þ�gðcos� þ�Px0Þ: (3.44)

Thus, the " ¼ 0 singularity for g1 and g2 in (3.22) and
(3.23) is removable [in fact, g1 and g2 are rewritten in (B6)
and (B13) of Appendix B so that the singularity is
removed]. This makes second-order averaging possible
and the normal form equations would be augmented
by averages of these limits. Second-order averaging is
discussed briefly in Sec. V.

D. The near-to-resonant case and its normal form

1. The near-to-resonant system

According to Sec. III B we have, in the NearR case,

� ¼ kþ "a; (3.45)

where k 2 N and a 2 ½�1=2; 1=2� is a measure of
the distance of � from k. The Oð"Þ neighborhood of k is
natural in first-order averaging, since if j�� kj is too small
[e.g., Oð"2Þ] then the normal form will be the resonant
normal form of (3.36) and if j�� kj is too big then � will
be in the �-NonR regime. Equation (3.45) clearly includes
the resonant case for a ¼ 0.
To derive the NearR normal form system, we start from

(3.18) and (3.19), use (3.45) and obtain


0 ¼ "f1ð�; �Þ þ "2g1ð
; �; �; "; kþ "aÞ; (3.46)
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�0 ¼"f2ð
;�;kþ"aÞþ"2g2ð
;�;�;";kþ"aÞ; (3.47)

with initial conditions 
ð0; "Þ ¼ 
0, �ð0; "Þ ¼ �0. Note
that (3.46) and (3.47) are the exact ODEs for the NearR
case.

Since f1 in (3.46) is independent of " the normal
form associated with it will be the same as in the NonR
case. We now need to study the " dependence of f2 in
(3.47). From (3.26),

f2ð
; �; kþ "aÞ

¼ �K2

2
exp½iðkþ "aÞð
� �Þ�jjð� ;kþ "a;�Px0Þ þ cc

¼�K2

2
expði½k
� "a��Þ

� expð�ik�Þjjð�;k;�Px0Þ
� expði"a½
��0 sin� ��1 sin2��Þ þ cc; (3.48)

where we have used from (3.27) that

jjð� ;kþ "a;�Px0Þ
¼ ðcos� þ�Px0Þexpf�iðkþ "aÞ½�0 sin� þ�1 sin2��g
¼ jjð� ;k;�Px0Þexpð�i"a½�0 sin� þ�1 sin2��Þ:

(3.49)

For a ¼ 0 the resonant normal form of (3.36) can be
obtained from (3.48). For a � 0 (3.48) displays two "
dependencies. The first is the "a� one which cannot be
expanded since it is Oð1Þ for � ¼ Oð1="Þ the upper range
of our averaging theorem. The second is the "a factor in
the final exponential which can be expanded and makes an
Oð1Þ contribution to g2 in (3.47) for all � . Therefore we
rewrite f2 as

f2ð
; �; kþ "aÞ ¼ fR2 ð
; "�; �; k; aÞ þOð"Þ; (3.50)

where

fR2 ð
;�; �; k; aÞ
:¼�K2

2
expði½k
� a��Þ expð�ik�Þjjð�;k;�Px0Þ þ cc

¼�K2

2
expði½k
� a��ÞX

n2Z

bjjðn;k;�Px0Þei�½n�k� þ cc:

(3.51)

We can now write the exact NearR ODEs (3.46) and
(3.47) in a form appropriate for the MoA. From (3.46)–
(3.51) we obtain


0 ¼ "fR1 ð�; �Þ þ "2gR1 ð
; �; �; "; k; aÞ; (3.52)

�0 ¼ "fR2 ð
; "�; �; k; aÞ þ "2gR2 ð
; �; �; "; k; aÞ; (3.53)

where

fR1 ð�; �Þ :¼ f1ð�; �Þ ¼ 2qð�Þ�
�q

; (3.54)

and where the functions gRi : D0ð"0Þ � ð0; "0� �N�
½�1=2; 1=2� ! R are given by

gR1 ð
; �; �; "; k; aÞ :¼ g1ð
; �; �; "; kþ "aÞ; (3.55)

gR2 ð
; �; �; "; k; aÞ
:¼ g2ð
; �; �; "; kþ "aÞ

þ 1

"
½f2ð
; �; kþ "aÞ � fR2 ð
; "�; �; k; aÞ�: (3.56)

By (3.24) we have

f2ð
; �; kþ "aÞ
¼ �K2ðcos� þ �Px0Þ cosfðkþ "aÞ½
� � ��0 sin�

��1 sin2��g; (3.57)

and, by (3.27) and (3.51),

fR2 ð
; "�; �; k; aÞ

¼ �K2

2
expði½k
� "a��Þ expð�ik�Þðcos� þ �Px0Þ

� expð�ik½�0 sin� þ�1 sin2��Þ þ cc

¼ �K2ðcos� þ �Px0Þ cosðk½
� � ��0 sin�

��1 sin2�� � "a�Þ: (3.58)

Note that the rhs of (3.46), (3.47), (3.52), and (3.53)
are equal. Thus, by the remarks at the beginning of
Sec. III C the vector field in (3.52) and (3.53) as well as
the dependence of gR1 , g

R
2 on ð
; �; �Þ are C1 on D0ð"0Þ.

We show in Appendix D that

lim
"!0þ

½gR1 ð
; �; �; "; k; aÞ�

¼ �qð�Þ
4 �q

�
3

E
qð�Þ þ 12�2

�
� K2

k
ð sinfk½
�Qð�Þ�g

� sinðk
0ÞÞðcos� þ�Px0Þ; (3.59)

lim
"!0þ

½gR2 ð
; �; �; "; k; aÞ�
¼ �K2 cosfk½
�Qð�Þ�gðcos� þ �Px0Þ

þ K2að
��0 sin� ��1 sin2�Þ
� sinðk½
� � ��0 sin� ��1 sin2��Þ
� ðcos� þ�Px0Þ: (3.60)

Thus, the " ¼ 0 singularity for gR1 and gR2 in (3.55) and
(3.56) is removable. This makes second-order averaging
possible and the normal form equations would be
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augmented by averages of these limits. This will be
discussed briefly in Sec. V.

2. The near-to-resonant normal form

The NearR normal form system is obtained from (3.52)
and (3.53) by dropping the Oð"2Þ terms and averaging the
rhs over � holding the slowly varying quantities 
, �, "a�
fixed.

We thus obtain from (3.51)–(3.54) that

v0
1 ¼ " �fR1 ðv2Þ ¼ 2"v2; (3.61)

v0
2 ¼ " �fR2 ðv1; "�; kÞ ¼ �"Aðk;�Px0Þ cosðkv1 � "a�Þ;

(3.62)

where

Aðk;�Px0Þ :¼ K2bjjðk; k;�Px0Þ; (3.63)

and the same initial conditions as in the exact ODEs, i.e.,
v1ð0; "Þ ¼ 
0, v2ð0; "Þ ¼ �0.

For �Px0 ¼ a ¼ 0, (3.61) and (3.62) are the standard
FEL pendulum equations, given by (3.37) and (3.38). In the
special case when Aðk;�Px0Þ ¼ 0 the ODEs (3.61) and
(3.62) are the same as the NonR equations (3.39) and
(3.40). We note that A ¼ 0 occurs when �Px0 ¼ 0
and k even [see the remark after (A11)] and thus the
well-known fact that even harmonics vanish on axis
emerges quite naturally.

The ultimate justification for the normal form (3.61) and
(3.62) comes from the averaging theorem itself.
However, if we replace "� in (3.53) by � and add the
equation �0 ¼ " then this, together with (3.52) and (3.53),
is in a standard form for ‘‘periodic averaging’’
(¼ averaging over a periodic function) and the normal
form (3.61) and (3.62) is obtained by averaging over �
holding 
, �, � fixed. In this 
, �, � formulation standard
periodic averaging theorems apply for the 3D system of 
,
�, �, see, e.g., [6,14] and Sec. 3.3 in [10]. We will however
prove an averaging theorem directly tuned to (3.52) and
(3.53) both to show the reader a proof in a simple context
and in addition we obtain nearly optimal error bounds
which are stronger than in those standard theorems.

Before discussing the NearR normal form solutions in
detail in the next subsection we discuss them briefly here.
Replacing "� by � in the normal form system we obtain

v0
1 ¼ 2v2; (3.64)

v0
2 ¼ �Aðk;�Px0Þ cosðkv1 � a�Þ: (3.65)

For a ¼ 0, (3.64) and (3.65) become the resonant normal
form of (3.36) with " ¼ 1. The phase plane portrait (PPP)
for this autonomous case with k ¼ 1, A ¼ 2 is shown by
the solid magenta, blue, and red lines in Fig. 2 and is seen

to have the pendulum phase plane structure with libration
(magenta), separatrix motion (blue), and rotation (red).
There is a special solution given by v1 ¼ ða�þ 	=2þ
2	nÞ=k, v2 ¼ a=2k. To help understand the NearR behav-
ior we have superposed orbits for the nonautonomous case
of a ¼ 1=2 for four initial conditions with v1ð0Þ ¼
�5	=2. For v2ð0Þ ¼ a=2 we see the special solution just
mentioned given by the green horizontal line, for v2ð0Þ
starting on top of the libration curve we see a spiral motion
given by the dotted magenta curve, for v2ð0Þ starting on the
lower rotation curve we see the orbit moving to the left,
given by the red dotted curve, so the rotation dominates
over the a� [this can be seen in (3.75) where in this case the
evolution of X moving to the left dominates over the a"�
which moves to the right] and finally for v2ð0Þ starting on
the upper rotation curve we see a modification of the
rotation curve moving to the right given by the red dotted
curve [in (3.75) the evolution of X and a"� both move to
the right]. The time behavior of these orbits is shown in
Figs. 3 and 4. In Fig. 3 we show v1 as a function of � and in
Fig. 4 we show v2 as a function of � for the initial
conditions in Fig. 2 and the same � intervals as given in
Fig. 2.

3. Structure of the near-to-resonant
normal form solutions

Here we transform the nonautonomous normal form
system (3.61) and (3.62) to an autonomous system which
has a pendulum-type phase plane structure. We then trans-
form the autonomous system to a simple pendulum system
allowing us to write the solutions of (3.61) and (3.62) in
terms of solutions of the simple pendulum system. We then
discuss the normal form solutions in detail in terms of the
simple pendulum solutions at the level necessary for the
averaging theorems [24].

-3

-2

-1

 0

 1

 2

 3

-3 -2 -1  0  1

v 2

v1 / π

FIG. 2. Phase plane orbits on resonance (a ¼ 0: solid magenta,
blue, red curves, and five black fixed points) and NearR
(a ¼ 1=2: green solid and dotted magenta and red curves).
k ¼ 1, A ¼ 2.
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Let v ¼ ðv1; v2Þ, then it is easy to see that

vð�; "Þ ¼ vð"�; 1Þ: (3.66)

The transformation vð�; 1Þ ! v̂ð�Þ via

v̂ð�Þ ¼ v̂1ð�Þ
v̂2ð�Þ

 !
:¼ kv1ð�; 1Þ � a�

v2ð�; 1Þ

 !
(3.67)

gives

dv̂1

d�
¼ 2kv̂2 � a; v̂1ð0Þ ¼ k
0; (3.68)

dv̂2

d�
¼ �Aðk;�Px0Þ cosv̂1; v̂2ð0Þ ¼ �0: (3.69)

Thus, we have scaled away the " and made the transformed
system autonomous. Solution properties of (3.68) and
(3.69) are easily understood in terms of its phase plane
portrait (PPP). However, it is more convenient to transform
it to the simple pendulum system,

X0 ¼ Y; Y0 ¼ � sinX; (3.70)

Xð0;Z0Þ ¼: X0; Yð0;Z0Þ ¼: Y0; Z0 :¼
X0

Y0

 !
:

(3.71)

The required transformation is

v̂1ð�Þ ¼ Xð��;Z0Þ � sgnðAÞ	
2
; (3.72)

v̂2ð�Þ ¼ �Yð��;Z0Þ þ a

2k
; (3.73)

where

� ¼ �ðkÞ :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kjAðk;�Px0Þj

q
: (3.74)

From (3.66), (3.67), (3.72), and (3.73), the solutions of
(3.61) and (3.62) are represented by

v1ð�; "Þ ¼
Xð�"�;Z0Þ � sgnðAÞ 	2 þ "a�

k
; (3.75)

v2ð�; "Þ ¼ �Yð�"� ;Z0Þ þ a

2k
; (3.76)

where

Z0ð
0; �0; k; aÞ ¼
X0ð
0; kÞ

Y0ð�0; k; aÞ

 !

¼ k
0 þ sgnðAðk;�Px0ÞÞ 	2
ð2k�0 � aÞ=�ðkÞ

 !
: (3.77)

We now discuss the solution properties of (3.61) and
(3.62) in terms of the simple pendulum PPP, [25], for (3.70)
using (3.75) and (3.76). The equilibria of (3.70) are at
ðX; YÞ ¼ ð	l; 0Þ with integer l. The systems obtained by
linearizing about these equilibria are centers for l even and
saddle points for l odd. From the theory of almost linear
systems (see, e.g., [26]), it follows that the equilibria are
centers and saddle points for the nonlinear system. A
conservation law for the simple pendulum system is easily
derived by first noting that the direction field is given by

dY

dX
¼ � sinX

Y
: (3.78)

This equation is separable and has solutions given implic-
itly by 1

2Y
2 þ 1� cosX ¼ const. Thus EPen, defined by

EPenðX;YÞ :¼1

2
Y2þUðXÞ; UðXÞ¼1�cosX; (3.79)

is a constant of the motion which is easily checked directly.
Incidentally EPen is also a Hamiltonian for the ODEs (3.61)
and (3.62) but this plays no role here. The PPP is easily
constructed from the so-called potential plane which is
simply a plot of the potential UðXÞ vs X, see [27]. The
PPP shows that the solutions of the simple pendulum
system have four types of behavior, the equilibria men-
tioned above, libration, rotation, and separatrix motion.
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FIG. 4. v2ð�Þ versus � for a ¼ 1=2, k ¼ 0,A ¼ 2 as in Fig. 2.
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FIG. 3. v1ð�Þ versus � for a ¼ 1=2, k ¼ 0,A ¼ 2 as in Fig. 2.
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These can be characterized in terms of EPen. Clearly, EPen is
non-negative, the centers correspond to EPenðX; YÞ ¼ 0 and
the saddle points and separatrices to EPenðX; YÞ ¼ 2. The
motion is libration for 0< EPenðX; YÞ< 2, rotation for
EPenðX; YÞ> 2, and separatrix motion for EPenðX; YÞ ¼ 2
with Y � 0. In the libration case the solutions are periodic,
which is easy to show, and the period as a function of
amplitude [28] is given by

TðAÞ¼2
ffiffiffi
2

p Z A

0

dt

½cost�cosA�1=2 ; ð0<A<	Þ; (3.80)

where TðAÞ is the period associated with the initial
conditions X0 ¼ A, Y0 ¼ 0. It is easy to show that
limA!0TðAÞ ¼ 2	.

We denote by Bn the nth pendulum bucket which is
defined by

Bn :¼ fðX; YÞ 2 R2: EPenðX; YÞ< 2; jX � 2	nj<	g;
(3.81)

with n 2 Z. Note that, by (3.77) and (3.79),

EPen½Z0ð
0; �0; k; aÞ�
¼ ERð
0; �0; k; aÞ :¼ 1

2

�
2k�0 � a

�ðkÞ
�
2

þ 1þ sgnðAÞ sinðk
0Þ: (3.82)

Note also that, by (3.75)–(3.77),

jv1ð�; "Þ � 
0j ¼
��������Xð�"�;Z0Þ � X0 þ "a�

k

��������
� jXð�"� ;Z0Þ � X0j þ "jaj�

k
; (3.83)

jv2ð�; "Þ � �0j ¼ �

2k
jYð�"� ;Z0Þ � Y0j; (3.84)

jv2ð�; "Þj � �jYð�"�;Z0Þj þ jaj
2k

: (3.85)

We can now discuss the four cases of equilibria,
libration, rotation, and separatrix motion. In each case,
using (3.83)–(3.85), we will find dmin

1 , dmin
2 , �1 � 0 such

that, for all � � 0,

jv1ð�; "Þ � 
0j � dmin
1 ð
0; �0; "�; k; aÞ;

jv2ð�; "Þ � �0j � dmin
2 ð
0; �0; k; aÞ;

(3.86)

jv2ð�; "Þj � �1ð
0; �0; k; aÞ; (3.87)

and we will at the same time observe that
dmin
1 ð
0; �0; �; k; aÞ is increasing with respect to (wrt) �.

These quantities will be used in our statement and proofs of
the averaging theorems.

(I) Equilibria regime.—Y0¼0 and either EPenðX0;Y0Þ¼
0 or 2. Clearly X0 ¼ 	l where l 2 Z and, by (3.77),

k
0 þ sgn½Aðk;�Px0Þ� 	2
ð2k�0 � aÞ=�ðkÞ

 !

¼ Z0ð
0; �0; k; aÞ ¼
X

Y

 !
¼ 	l

0

 !
; (3.88)

so that 
0 ¼ f	l� sgn½Aðk;�Px0Þ� 	2g=k and �0 ¼ a=2k.

Thus, by (3.75) and (3.76),

v1ð�; "Þ ¼ 
0 þ "a�

k
; (3.89)

v2ð�; "Þ ¼ �0: (3.90)

Clearly, by direct substitution, these are solutions of (3.61)
and (3.62). Incidentally these solutions are stable for l even
and unstable for l odd.
Clearly, due to (3.86), (3.87), (3.89), and (3.90), we can

choose

dmin
1 ð
0; �0; "�; k; aÞ :¼ "jaj�

k
;

dmin
2 ð
0; �0; k; aÞ :¼ 0;

(3.91)

�1ð
0; �0; k; aÞ :¼ j�0j: (3.92)

(II) Libration regime.—0< EPenðX0; Y0Þ< 2. In this
case Z0ð
0; �0; k; aÞ 2 Bnð
0;kÞ where the integer n ¼
nð
0; kÞ is determined by the condition jX0ð
0; kÞ �
2	nð
0; kÞj<	. From (3.75) and (3.76) we see that

vð�; "Þ ¼ vperð�; "Þ þ vlinð"�Þ; (3.93)

and it is easy to show that the periodic part has amplitude
determined by the max and min values of X and Y and the
linear growth term is

vlinð"�Þ ¼
"a�=k

0

 !
: (3.94)

The maximum values Xmax and Ymax of X and Y satisfy, by
(3.79),

E PenðZ0Þ ¼ 1

2
Y2
0 þ 1� cosX0 ¼ 1

2
Y2
max ¼ 1� cosXmax;

(3.95)

whence

Xmaxð
0;�0;k;aÞ¼2	nð
0;kÞþarccos
	
cosX0�1

2
Y2
0



¼2	nð
0;kÞþarccos½1�ERð
0;�0;k;aÞ�;

Ymaxð
0;�0;k;aÞ:¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2EPen½Z0ð
0;�0;k;aÞ�

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ERð
0;�0;k;aÞ

q
; (3.96)

and the minimum values Xmin and Ymin of X and Y are
given by

Xmin :¼ 4	n� Xmax; Ymin :¼ �Ymax: (3.97)
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Here arccos is the principle branch of the inverse cos
mapping ½�1; 1� ! ½0; 	�.

We now determine dmin
1 , dmin

2 , and �1. It follows from
(3.83)–(3.87), (3.96), and (3.97) that

jv1ð�;"Þ � 
0j � jXð�"� ;Z0Þ �X0j þ "jaj�
k

� 2Xmaxð
0;�0; k; aÞ � 4	nð
0; kÞ þ "jaj�
k

¼ 2arccos½1� ERð
0;�0; k; aÞ�þ "jaj�
k

¼: dmin
1 ð
0;�0; "�; k; aÞ; (3.98)

jv2ð�; "Þ � �0j ¼ �

2k
jYð�"�;Z0Þ � Y0j

� �

k
Ymaxð
0; �0; k; aÞ

¼ �ðkÞ
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ERð
0; �0; k; aÞ

q
¼: dmin

2 ð
0; �0; k; aÞ; (3.99)

jv2ð�; "Þj � �jYð�"� ;Z0Þj þ jaj
2k

� �Ymaxð
0; �0; k; aÞ þ jaj
2k

¼ �ðkÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ERð
0; �0; k; aÞ

p þ jaj
2k

¼: �1ð
0; �0; k; aÞ: (3.100)

(III) Separatrix regime.—Y0 � 0 and EPenðX0; Y0Þ ¼ 2.

In this case ðX; YÞ 2 Bnð
0;kÞ where the integer n ¼
nð
0; kÞ is determined such that jX0ð
0; kÞ � 2	nð
0; kÞj<
	. Clearly

jX� X0j � 2	; jY � Y0j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2EPenðX0; Y0Þ

q
¼ 2;

jYj � 2: (3.101)

For Y0 > 0, ½XðtÞ; YðtÞ� ! ½ð2nþ 1Þ	; 0� as t ! 1 and,
for Y0 < 0, ½XðtÞ; YðtÞ� ! ½ð2n� 1Þ	; 0� as t ! 1. Thus
for large �

vð"�Þ � 1

k

ð2n� 1Þ	� sgn½Aðk;�Px0Þ� 	2 þ "a�

a=2

 !
;

(3.102)

which is the odd l solution in case (I).
We now determine dmin

1 , dmin
2 , and �1. By (3.83)–(3.87)

and (3.101)

jv1ð�; "Þ � 
0j � jXð�"�;Z0Þ � X0j þ "jaj�
k

� 2	þ "jaj�
k

¼: dmin
1 ð
0; �0; "�; k; aÞ; (3.103)

jv2ð�; "Þ � �0j ¼ �

2k
jYð�"� ;Z0Þ � Y0j � �ðkÞ

k

¼: dmin
2 ð
0; �0; k; aÞ; (3.104)

jv2ð�; "Þj � �jYð�"�;Z0Þj þ jaj
2k

� 2�ðkÞ þ jaj
2k

¼: �1ð
0; �0; k; aÞ: (3.105)

(IV) Rotation regime.—EPenðX0; Y0Þ> 2. For Y0 > 0, X
is increasing and Y is periodic such thatffiffiffi

2
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EPenðX0; Y0Þ � 2
q

� Y � ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EPenðX0; Y0Þ

q
; (3.106)

and for Y0 < 0, X is decreasing and Y is periodic such that

� ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EPenðX0; Y0Þ

q
� Y � � ffiffiffi

2
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

EPenðX0; Y0Þ � 2
q

:

(3.107)

Clearly v2ð�; "Þ is periodic. We now determine dmin
1 , dmin

2 ,
and �1. It follows from (3.106) and (3.107) that for any
choice of Y0

jY � Y0j �
ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ERð
0; �0; k; aÞ

q
� ffiffiffi

2
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ERð
0; �0; k; aÞ � 2
q

; (3.108)

jYj �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ERð
0; �0; k; aÞ

q
: (3.109)

It follows from (3.84), (3.85), (3.108), and (3.109) that

jv2ð�; "Þ � �0j ¼ �

2k
jYð�"� ;Z0Þ � Y0j

� �

2k

� ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ERð
0; �0; k; aÞ

q
� ffiffiffi

2
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ERð
0; �0; k; aÞ � 2
q �

¼: dmin
2 ð
0; �0; k; aÞ; (3.110)

jv2ð�; "Þj � �jYð�"� ;Z0Þj þ jaj
2k

� �ðkÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ERð
0; �0; k; aÞ

p þ jaj
2k

¼: �1ð
0; �0; k; aÞ: (3.111)

It follows from (3.70) and (3.109) that
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jXð�"� ;Z0Þ�X0j
¼
��������Z �"�

0
X0ðsÞdsj ¼

��������Z �"�

0
YðsÞds

��������� Z �"�

0
jYðsÞ

��������ds
� ffiffiffi

2
p Z �"�

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EPen½XðsÞ;YðsÞ�

q
ds

¼ ffiffiffi
2

p
�"�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EPenðX0;Y0Þ

q
¼ ffiffiffi

2
p

�"�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ERð
0;�0; k;aÞ

q
; (3.112)

whence, by (3.83),

jv1ð�; "Þ � 
0j

� jXð�"� ;Z0Þ � X0j þ "jaj�
k

�
ffiffiffi
2

p
�ðkÞ"� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ERð
0; �0; k; aÞ
p þ "jaj�

k

¼: dmin
1 ð
0; �0; "�; k; aÞ: (3.113)

Clearly the simple pendulum system is central to our
NearR normal form approximation. Every student who has
taken a course in ODEs or classical mechanics has studied
the pendulum equation at some level. However, not every
reader of this paper may know the general settings of the
equation. So, as an aside, we thought some might be
interested in knowing how it fits in a broader context.
First, the pendulum equation is a special case of the non-
linear oscillator €xþ gðxÞ ¼ 0, where gðxÞ ¼ sinx. Second,
the nonlinear oscillator is an important subclass of the class
of second-order autonomous systems _x ¼ fðx; yÞ, _y ¼
gðx; yÞ. The nonlinear oscillator is discussed in many texts,
and here we mention [26,29]. Its PPP is easily constructed
from the potential plane as mentioned above and in [27].
After the class of linear systems, the class of second-order
autonomous systems has the most well developed theory
[30]. Here the qualitative behavior is completely captured
in the PPP’s. What is missing from a PPP is the time it takes
to go from one point on an orbit to another, but this is
easily determined using a good ODE solver. Note that in
Figs. 2–4 we use the ode45 solver of MATLAB.

The limiting behavior of all solutions bounded in for-
ward time is given by the celebrated Poincarè-Bendixson
theorem and as a consequence existence of periodic solu-
tions can be inferred and the possibility of chaotic behavior
is eliminated. It also follows that a closed orbit in the phase
plane corresponds to a periodic solution. In the pendulum
case it is easy to show that orbits starting inside the
separatrix correspond to periodic solutions, however this
fact also follows from the Poincarè-Bendixson theorem.

E. Averaging theorems

Recall that we have gone from our basic Lorentz system,
(2.19)–(2.22), to (3.18) and (3.19) with no approximations.
We have also derived two related normal forms for
� � 1=2 in the NonR (Sec. IIIC) and NearR (Sec. IIID)

cases. Here we state theorems which conclude that the solu-
tions of these normal form systems yield good approximations
to the solutions of (2.19)–(2.22) in the appropriate � domains.
Our NonR theorem in Sec. III E 1 will cover the�-NonR

case, i.e., closed subintervals [kþ �, kþ 1� �] of (k,
kþ 1), where k ¼ 0; 1; . . . ; 0< �< 0:5, and we will ob-
tain error bounds of Oð"=�Þ (Here � can be small as
mentioned in Secs. III B and III C). Our NearR theorem
in Sec. III E 2 will cover the case where � ¼ kþ "awhich
includes the resonant � ¼ k case and we will obtain error
bounds of Oð"Þ. In both cases the bounds will be valid on
Oð1="Þ � intervals with one restriction on ".

1. �-nonresonant case: � 2 ½kþ�; kþ 1���
(quasiperiodic averaging)

The exact ODEs to be analyzed are (3.18) and (3.19)
with the initial conditions 
ð0; "Þ ¼ 
0, �ð0; "Þ ¼ �0.
These are well defined on D0ð"0Þ and f1, f2 are defined

by (3.20) and (3.21) where bjjðn;�;�Px0Þ is given by (3.29)
and g1, g2 are defined by (3.22) and (3.23) (see also the
end of Sec. III C and Appendix B). The normal form
system is (3.39) and (3.40) with initial conditions
v1ð0; "Þ ¼ 
0, v2ð0; "Þ ¼ �0 and solution (3.41). Note
that við�; "Þ ¼ við"�; 1Þ.
We are now ready to state the NonR theorem

which roughly concludes that j
ð�; "Þ � 2�0"� � 
0j ¼
Oð"=�Þ and j�ð�; "Þ � �0j ¼ Oð"=�Þ for 0 � � �
Oð1="Þ with " sufficiently small. To make the statement
of the theorem concise, we now set up the theorem in nine
steps.
(1) Basic parameters and initial data.—Let 0< " �

"0 � 1, fix 0< �< 0:5 and let � 2 ½kþ �; kþ 1� ��
where k is a nonnegative integer. Choose 
0, �0 2 R.
(2) Guiding solution.—Choose T > 0 and define the

compact (closed and bounded) subset S of R2 by

S :¼ fvð�; 1Þ: � 2 ½0; T�g
¼ fð2�0�þ 
0; �0Þ: � 2 ½0; T�g: (3.114)

Recall that vð�; "Þ ¼ vð"�; 1Þ.
(3) Rectangle around S (the basic domain for averaging

theorem).—Let

Wð
0; �0; d1; d2Þ :¼ ð
0 � d1; 
0 þ d1Þ
� ð�0 � d2; �0 þ d2Þ; (3.115)

where d1, d2 are chosen such that

2j�0jT < d1; 0< d2: (3.116)

Clearly ð
0; �0Þ 2 S 	 Wð
0; �0; d1; d2Þ and for conve-
nience the open rectangle Wð
0; �0; d1; d2Þ is big enough
to allow for both signs of �0.
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We denote the closure of W by �W thus

�Wð
0; �0; d1; d2Þ :¼ ½
0 � d1; 
0 þ d1�
� ½�0 � d2; �0 þ d2�: (3.117)

(4) Restrictions on "0.—We want �0 negative to be
admissible and so we choose "0 so small that

�lbð"0Þ< 0: (3.118)

We want the closure �W of W to be such that
�Wð
0; �0; d1; d2Þ � R 	 D0ð"0Þ and so we further restrict
"0 so that

d2 <�0 � �lbð"0Þ: (3.119)

These two restrictions can be satisfied since, by
(3.13), �lbð"0Þ is monotonically increasing in "0 and
lim"0!0þ½�lbð"0Þ� ¼ �1. Thus we have three restrictions

on "0

"0 � 1 and �lbð"0Þ<minð0; �0 � d2Þ: (3.120)

By (3.119) and the remarks at the beginning of
Sec. III C, the vector field of the ODEs (3.18) and (3.19)
is C1 on Wð
0; �0; d1; d2Þ � R 	 D0ð"0Þ.

(5) Exact solution in rectangle W.—Since the vector
fields in (3.18) and (3.19) are C1, solutions in
Wð
0; �0; d1; d2Þ with initial condition 
ð0; "Þ ¼ 
0,
�ð0; "Þ ¼ �0 exist uniquely inWð
0; �0; d1; d2Þ on a maxi-
mum forward interval of existence ½0; ð"ÞÞ. Either
ð"Þ ¼ 1 or the solution approaches the boundary of W
as � ! ð"Þ�. See Chapter 1 of [31] for a discussion of
existence, uniqueness, and continuation to a maximum
forward interval of existence.

For convenience we define Ið"; TÞ :¼ ½0; T="� \
½0; ð"ÞÞ.

(6) Lipschitz constants for f1, f2 on rectangle W.—Let
L1, L2 be defined by

L1 :¼ 2

�q
max

�2½0;2	�
jqð�Þj¼2

�
1þ2K2

�q
j�Px0jþK2

2 �q

�
; (3.121)

L2 :¼ �K2ð1þ j�Px0jÞ: (3.122)

It follows by (3.20), (3.21), (3.121), and (3.122) and for 
1,

2, �1, �2, � 2 R, that

jf1ð�2; �Þ � f1ð�1; �Þj � 2jqð�Þj
�q

j�2 � �1j
� L1j�2 � �1j; (3.123)

jf2ð
2; �; �Þ � f2ð
1; �; �Þj
¼ K2j cos� þ�Px0jj cosf�½
2 �Qð�Þ�g

� cosf�½
1 �Qð�Þ�gj
� K2ð1þ j�Px0jÞj�½
2 �Qð�Þ� � �½
1 �Qð�Þ�j
¼ �K2ð1þ j�Px0jÞj
2 � 
1j ¼ L2j
2 � 
1j; (3.124)

where we have also used the fact that j cosx� cosyj �
jx� yj. Thus L1, L2 are Lipschitz constants for f1, f2 on
Wð
0; �0; d1; d2Þ respectively (in fact even on R2).
(7) Bounds for g1, g2 on rectangle �W.—Since

g1ð�; "; �Þ; g2ð�; "; �Þ are continuous on �Wð
0; �0; d1; d2Þ �
R it is easy to show they are bounded. However
Appendix C gives a very detailed derivation of quite
explicit minimal bounds for g1 and g2. There we show,
for ð
; �; �Þ in �Wð
0; �0; d1; d2Þ � R,

jgið
; �; �; "; �Þj � Cið�0; "0; �; d2Þ; (3.125)

where i ¼ 1; 2 and where the finite C1 and C2 are defined
by (C26) and (C29).
(8) Besjes terms.—Let B1, B2 be defined by

B1ð�Þ :¼
��������Z �

0

~f1½v2ðs; "Þ; s�ds
��������¼

��������Z �

0

~f1ð�0; sÞds
��������;

B2ð�Þ :¼
��������Z �

0

~f2½v1ðs; "Þ; s; ��ds
��������

¼
��������Z �

0

~f2ð2�0"sþ 
0; s; �Þds
��������; (3.126)

where

~f1ðv2; sÞ :¼ f1ðv2; sÞ � �f1ðv2Þ ¼ 2

�
qðsÞ
�q

� 1

�
v2;

~f2ðv1; s; �Þ :¼ f2ðv1; s; �Þ � �f2ðv1; �Þ ¼ f2ðv1; s; �Þ:
(3.127)

In (3.126) we have used (3.41). We will also need B1;1,
B2;1 defined by

Bi;1ð�Þ :¼ sup
s2½0;�Þ

BiðsÞ; (3.128)

for i ¼ 1; 2.
We refer to B1, B2 as ‘‘Besjes terms’’ and their impor-

tance will be seen both in the bounds presented in
Theorem 1 and in the proof of the theorem where they
eliminate the need for a near-identity transformation
(for the latter, see [6,9–12]).
With this setup we can now state the NonR approxima-

tion theorem.
Theorem 1 (averaging theorem in �-NonR case: � 2

½kþ �; kþ 1� ��, k ¼ 0; 1; . . . ; 0< �< 0:5).—With
the setup given by items (1)–(8) of the above preamble,
we obtain, for � 2 Ið"; TÞ, that
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j
ð�; "Þ � 2�0"� � 
0j ¼ Oð"=�Þ;
j�ð�; "Þ � �0j ¼ Oð"=�Þ:

(3.129)

More precisely

j
ð�; "Þ � 2�0"� � 
0j
� "

�
½B1;1ðT="Þ þ C1T� coshðT

ffiffiffiffiffiffiffiffiffiffiffi
L1L2

p Þ

þ ½B2;1ðT="Þ þ C2T�
ffiffiffiffiffiffi
L1

L2

s
sinhðT ffiffiffiffiffiffiffiffiffiffiffi

L1L2

p Þ
�
; (3.130)

j�ð�; "Þ � �0j

� "

�
½B1;1ðT="Þ þ C1T�

ffiffiffiffiffiffi
L2

L1

s
sinhðT ffiffiffiffiffiffiffiffiffiffiffi

L1L2

p Þ

þ ½B2;1ðT="Þ þ C2T� coshðT
ffiffiffiffiffiffiffiffiffiffiffi
L1L2

p Þ
�
: (3.131)

Moreover,

B1;1ðT="Þ � �B1; B2;1ðT="Þ � �B2ðT;�Þ; (3.132)

where i ¼ 1; 2 and the �B1, �B2ðT;�Þ 2 ½0;1Þ are finite,
" independent and are defined in terms of our basic

parameters and initial conditions by

�B1 :¼ 2K2j�0j
�q

�
2j�Px0j þ 1

4

�
; (3.133)

�B2ðT;�Þ :¼ 1

�
�B21ðTÞ þ �B22ðTÞ; (3.134)

�B21ðTÞ :¼ 2K2½1þ ðkþ 1Þj�0jT�½jbjjðk;�;�Px0Þj
þ jbjjðkþ 1;�;�Px0Þj�; (3.135)

�B22ðTÞ :¼2K2½1þðkþ1Þj�0jT�
X

n2ðZnfk;kþ1gÞ
jbjjðn;�;�Px0Þj:

(3.136)

Furthermore, with possibly another restriction on "0,
½
ð�; "Þ; �ð�; "Þ� can be made to stay away from the
boundary of the rectangle Wð
0; �0; d1; d2Þ for � 2
Ið"; TÞ. Thus the ODE continuation theorem (see Sec. 1.2
in [31]) gives ð"Þ> T=", and the error bounds hold on
Ið"; TÞ ¼ ½0; T="�.

The proof of Theorem 1 is presented in Sec. IVA. Note
that the symbolOð"=�Þ conveys that the error contains the
factor 1=�.

2. Near-to-resonant case: �¼ kþ "a
(periodic averaging)

The NearR case was defined in Sec. III B. The exact
ODEs to be analyzed in this case were derived in Sec. III D

and are given by (3.52) and (3.53) with initial conditions

ð0; "Þ ¼ 
0, �ð0; "Þ ¼ �0. These are well defined on
D0ð"0Þ while fR1 , f

R
2 are defined by (3.51) and (3.54) and

gR1 , g
R
2 are defined by (3.55) and (3.56). The normal form

system (3.61) and (3.62) with initial conditions v1ð0; "Þ ¼

0, v2ð0; "Þ ¼ �0 is solved by (3.75) and (3.76) where X, Y
satisfy the standard pendulum equations (3.70) with the
initial conditions (3.77).
We are now ready to state the NonR theorem which

roughly concludes that j
ð�; "Þ � v1ð�; "Þj ¼ Oð"Þ and
j�ð�; "Þ � v2ð�; "Þj ¼ Oð"Þ for 0 � � � Oð1="Þ with "
sufficiently small. The setup for the theorem is as follows.
(1) Basic parameters and initial data.—Let 0< " �

"0 � 1, a 2 ½�1=2; 1=2� and k be a positive integer.
Choose 
0, �0 2 R.
(2) Guiding solution.—Choose T > 0 and define the

compact subset SR :¼ fvð�; 1Þ: � 2 ½0; T�g of R2 where
v ¼ ðv1; v2Þ with v1, v2 given by (3.75) and (3.76).
Recall that vð�; "Þ ¼ vð"�; 1Þ.
(3) Rectangle around SR: the basic domain for averag-

ing theorem.—Define an open rectangle WRð
0; �0; d1; d2Þ
around SR by

WRð
0; �0; d1; d2Þ :¼ ð
0 � d1; 
0 þ d1Þ
� ð�0 � d2; �0 þ d2Þ; (3.137)

where d1, d2 satisfy

0 � dmin
1 ð
0; �0; T; k; aÞ< d1; (3.138)

0 � dmin
2 ð
0; �0; k; aÞ< d2; (3.139)

with dmin
1 , dmin

2 defined in Sec. III D 3. Clearly ð
0; �0Þ 2
SR 	 WRð
0; �0; d1; d2Þ. Note that, by (3.86), (3.138), and
(3.139),

jv1ð�; 1Þ � 
0j � dmin
1 ð
0; �0; �; k; aÞ

� dmin
1 ð
0; �0; T; k; aÞ< d1;

jv2ð�; 1Þ � �0j � dmin
2 ð
0; �0; k; aÞ< d2; (3.140)

where we also used that dmin
1 ð
0; �0; �; k; aÞ is increasing

wrt �.
We denote the closure of WR by �WR; thus,

�WRð
0; �0; d1; d2Þ :¼ ½
0 � d1; 
0 þ d1�
� ½�0 � d2; �0 þ d2�: (3.141)

(4) Restrictions on "0.—Choose "0 so small that
�lbð"0Þ< 0 and d2 < �0 � �lbð"0Þ, i.e., such that (3.118)
and (3.119) hold. This can be done since �lbð"0Þ is mono-
tonically increasing in "0 and lim"0!0þ½�lbð"0Þ� ¼ �1.

Thus we have three restrictions on "0 as in (3.120).
Note that �WRð
0; �0; d1; d2Þ � R 	 D0ð"0Þ and by

(3.119) and the remarks after (3.58), the vector field of
the ODEs (3.52) and (3.53) is C1 on WRð
0; �0; d1; d2Þ �
R 	 D0ð"0Þ.
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(5) Exact solution in rectangle WR.—Since the vector
fields in (3.52) and (3.53) are C1, solutions in
WRð
0; �0; d1; d2Þ with initial condition 
ð0; "Þ ¼ 
0,
�ð0; "Þ ¼ �0 exist uniquely on a maximum forward inter-
val of existence ½0; ð"ÞÞ. Here d1, d2 satisfy (3.119),
(3.138), and (3.139). Either ð"Þ ¼ 1 or the solution
approaches the boundary of WR as � ! ð"Þ�. See
Chapter 1 of [31] for a discussion of existence, uniqueness,
and continuation to a maximum forward interval of
existence.

It is convenient to introduce Ið"; TÞ :¼ ½0; T="� \
½0; ð"ÞÞ.

(6) Lipschitz constants for fR1 , f
R
2 on rectangleWR.—Let

LR
1 , L

R
2 be defined by

LR
1
:¼ L1 ¼ 2

�
1þ 2K2

�q
j�Px0j þ K2

2 �q

�
; (3.142)

LR
2
:¼ K2kð1þ j�Px0jÞ; (3.143)

where we have also used (3.121) and where d1, d2 satisfy
(3.119), (3.138), and (3.139). It follows by (3.54), (3.58),
(3.123), (3.142), and (3.143) and, for 
1, 
2, �1, �2, � 2 R,

jfR1 ð�2; �Þ � fR1 ð�1; �Þj ¼ jf1ð�2; �Þ � f1ð�1; �Þj
� L1j�2 � �1j ¼ LR

1 j�2 � �1j;
(3.144)

jfR2 ð
2; "�; �; k; aÞ � fR2 ð
1; "�; �; k; aÞj
¼ K2j cos� þ�Px0jj

� cosðk½
2 � � ��0 sin� ��1 sin2�� � "a�Þ
� cosðk½
1 � � ��0 sin� ��1 sin2�� � "a�Þj

� kK2ð1þ j�Px0jÞj
2 � 
1j ¼ LR
2 j
2 � 
1j; (3.145)

where we have also used the fact that j cosx� cosyj �
jx� yj. Thus, LR

1 , L
R
2 are Lipschitz constants for fR1 , f

R
2 on

WRð
0; �0; d1; d2Þ (in fact even on R2).
(7) Bounds for gR1 , gR2 on rectangle �WR.—Since

gR1 ð�; "; k; aÞ; gR2 ð�; "; k; aÞ are continuous on �WRð
0;
�0; d1; d2Þ � R they are bounded. However, Appendix E
gives a very detailed derivation of quite explicit minimal
bounds for gR1 and gR2 . There we show that, for

ð
; �; �Þ 2 �WRð
0; �0; d1; d2Þ � R;

jgR1 ð
; �; �; "; k; aÞj � CR
1 ð�0; "0; k; d2Þ;

jgR2 ð
; �; �; "; k; aÞj � CR
2 ð
0; �0; "0; k; a; d1; d2Þ;

(3.146)

where i ¼ 1; 2 and where the finite CR
1 and CR

2 are defined
by (E5) and (E14).

(8) Besjes terms.—Let BR
1 , B

R
2 be defined by

BR
1 ð�Þ :¼

��������Z �

0

~fR1 ½v2ðs; "Þ; s�ds
��������;

BR
2 ð�Þ :¼

��������Z �

0

~fR2 ½v1ðs; "Þ; "s; s; k; a�ds
��������;

(3.147)

where

~fR1 ð�; sÞ :¼ fR1 ð�; sÞ � �fR1 ð�Þ;
~fR2 ð
; "s; s; k; aÞ :¼ fR2 ð
; "s; s; k; aÞ � �fR2 ð
; "s; kÞ:

(3.148)

We will also need BR
1;1, B

R
2;1 defined by

BR
i;1ð�Þ :¼ sup

s2½0;�Þ
BR
i ðsÞ; (3.149)

where i ¼ 1; 2.
We refer to BR

1 , B
R
2 as ‘‘Besjes terms’’ and their impor-

tance will be seen both in the bounds presented in
Theorem 2 and in the proof of the theorem where they
eliminate the need for a near-identity transformation.
With this setup we can now state the NearR approxima-

tion theorem.
Theorem 2 (averaging theorem in NearR case: � ¼ kþ

"a, 0< " � "0, k 2 N, jaj � 0:5).—With the setup given
by items (1)–(8) of the above preamble we obtain, for � 2
Ið"; TÞ, that

j
ð�; "Þ � v1ð�; "Þj ¼ Oð"Þ;
j�ð�; "Þ � v2ð�; "Þj ¼ Oð"Þ:

More precisely

j
ð�Þ�v1ð�;"Þj
�"

�
½BR

1;1ðT="ÞþCR
1T�coshðT

ffiffiffiffiffiffiffiffiffiffiffiffi
LR
1L

R
2

q
Þ

þ½BR
2;1ðT="ÞþCR

2T�
ffiffiffiffiffiffi
LR
1

LR
2

s
sinhðT

ffiffiffiffiffiffiffiffiffiffiffiffi
LR
1L

R
2

q
Þ
�
; (3.150)

j�ð�Þ � v2ð�; "Þj

� "

�
½BR

1;1ðT="Þ þ CR
1T�

ffiffiffiffiffiffi
LR
2

LR
1

s
sinhðT

ffiffiffiffiffiffiffiffiffiffiffiffi
LR
1L

R
2

q
Þ

þ ½BR
2;1ðT="Þ þ CR

2T� coshðT
ffiffiffiffiffiffiffiffiffiffiffiffi
LR
1L

R
2

q
Þ
�
: (3.151)

Moreover,

BR
i;1ðT="Þ � �BR

i ðTÞ; (3.152)

where and �BR
i ðTÞ 2 ½0;1Þ are independent of " and

defined by
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�BR
1 ðTÞ :¼

2K2

�q

�
2j�Px0j þ 1

4

�
½�1ð
0; �0; k; aÞ

þ K2Tjbjjðk; k;�Px0Þj�; (3.153)

�BR
2 ðTÞ :¼ K2f2þ T½jaj þ 2k�1ð
0; �0; k; aÞ�g

� X
n2Znfkg

jbjjðn; k;�Px0Þj
jn� kj : (3.154)

Furthermore, with possibly another restriction on "0,
½
ð�; "Þ; �ð�; "Þ� can be made to stay away from the
boundary of the rectangle WRð
0; �0; d1; d2Þ for � 2
Ið"; TÞ. Thus the ODE continuation theorem (see Sec. 1.2
of [31]) gives ð"Þ> T=", and the error bounds hold on
Ið"; TÞ ¼ ½0; T="�.

The proof of Theorem 2 is presented in Sec. IVB.

3. Remarks on the averaging theorems

(1) We have now explored the 
, � dynamics as a
function of � in the �-NonR case and � ¼ kþ "a in the
NearR case. However asymptotically there are gaps for
� 2 ðkþ "a; kþ �Þ when " is small. For � ¼ Oð"Þ the
accuracy of the NonR normal form breaks down because
the error is Oð1Þ, however we can come close to the NearR
neighborhood by letting � ¼ Oð"Þ with  near 1 how-
ever the error in the NonR normal form does deteriorate to
Oð"1�Þ. It could be interesting to explore the dynamics in
these gaps.

(2) Important for the functioning of the FEL is knowl-
edge of the fraction of the bunch that occupies a bucket.
From the analysis in Sec. III D 3 this occurs for initial
conditions in the libration case, i.e., 0< EPenðZ0Þ< 2
where Z0 is given in (3.71). One can thus determine the
set of ð
0; �0Þ for which Z0 occupies the pendulum buck-
ets. For more details on the pendulum motion and its
impact on the low gain theory see Sec. III G.

(3) Mathematically we want to make sure the buckets
are covered by our domain D0ð"0Þ for physically reason-
able �0. From (3.76) the range of the v2 values in the

buckets for the NearR normal form is the interval ð��
k þ

a
2k ;

�
k þ a

2kÞ. Now a � �1=2 so, for every k, the smallest v2

in a bucket is ��
k � 1

4k whence, since k � 1, the very

smallest v2 in a bucket is ��� 1=4. Thus requiring

�b :¼ ��� 1

4
< 0 (3.155)

entails that �b is smaller than any � value inside the
buckets and smaller than any � value on the separatrix. It
is plausible to restrict the physically interesting � values to
be greater than, say 3�b. The condition that ð
; 3�b; �Þ 2
D0ð"0Þ entails that the buckets are taken care of byD0ð"0Þ
and that "0 satisfies the constraint 3�b > �lbð"0Þ. This can
be done since �lbð"0Þ is monotonically increasing in "0 and

lim"0!0þ½�lbð"0Þ� ¼ �1. The following proposition is a

simple application of D0ð"0Þ.
Proposition 1.—Let 0< " � "0, where 0< "0 � 1 and

� 2 ½1=2;1Þ. Let also �� be a positive constant and let

"0 <
ffiffiffi
E

p �
��þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ K2�2

x;ubð1Þ
q ��1

: (3.156)

If � 2 R satisfies the condition

1<�c � �� � �cð1þ "�Þ � �c þ ��; (3.157)

then

�> �lbð"0Þ: (3.158)

In other words if "0 satisfies (3.156) then the � values in
½�c � ��; �c þ ��� are taken care of by D0ð"0Þ.
The proposition guarantees, by choosing a sufficiently

small "0, that the domainD0ð"0Þ is large enough to contain
the physical relevant values of 
, �, � .
Proof of Proposition 1.—Let � 2 R satisfy (3.157).

Then, by (1.5), � 2 ½� 1ffiffiffi
E

p ��; 1ffiffiffi
E

p ��� whence, by (3.14),

(3.13), and (3.156),

�lbð"0Þ ¼ � 1

"0
þ 1ffiffiffi

E
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ K2�2

x;ubð"0Þ
q

� � 1

"0
þ 1ffiffiffi

E
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ K2�2

x;ubð1Þ
q

<� 1ffiffiffi
E

p �� � �;

which entails (3.158). h
Note that the condition 1< �c ��� in (3.157) is

not used in the proof of Proposition 1 but serves to guar-
antee that � satisfies the physical condition: � > 1, i.e.,
1<�cð1þ "�Þ.
(4) In applications of Theorems 1 and 2, T should be

chosen so that z 2 ½0; T="ku� is the domain of interest,
e.g., so that T=ð"kuÞ is the length of the undulator.
(5) We note there are only four restrictions on the size of

"0 and thus ". The first is that we require "0 � 1. But this is
only a matter of convenience and is really no restriction at
all since the averaging theorems are only useful for "
small. The second and third restrictions are in item (4) of
the preambles to the two theorems. The second one allows
us to use negative �0. The third restriction gives us
�Wð
0; �0; d1; d2Þ � R 	 D0ð"0Þ and �WRð
0; �0; d1; d2Þ �
R 	 D0ð"0Þ. The fourth restriction on "0 is given at the
end of the two theorems in order for the error to be valid on
Ið"; TÞ ¼ ½0; T="�. The third and fourth restrictions on "0
pose an optimization problem; by changing the size of W,
WR, the size of "0 varies as do the Lipschitz constants and
the bounds on g1, g2, g

R
1 , g

R
2 .

Nonetheless, the situation is quite good in comparison to
the KAM and Nekhoroshev theorems (see, e.g., [8]), where
the restrictions on "0 are quite severe and it is with great
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effort that the restrictions on "0 have been improved in
some applications, e.g., solar system problems.

(6) In many discussions of application of the MoA,
researchers often just assert the existence of bounds, for
example by using the well-known fact that a continuous
function on a compact set is bounded, or bounds are ob-
tained which are crude. Here we wanted to do more. By
using, in the proofs of Theorems 1 and 2, a system of
differential inequalities instead of the Gronwall inequality
we have been able to use two Lipschitz constants in each
proof instead of their maximum and in a similar manner can
treat the two Besjes’ terms independently as well as the
components of g and gR. Furthermore, we believe the Besjes
bounds and the bounds on g1, g2, g

R
1 , g

R
2 are nearly optimal.

(7) We here clarify the contributions of bjj to the error
bounds of Theorems 1 and 2 by finding simple upper

bounds for �B21ðTÞ, �BR
1 ðTÞ, �B22ðTÞ and �BR

2 ðTÞ. First of all
we note from (3.27) and (3.29) that

jbjjðn;�;�Px0Þj � 1þ j�Px0j; (3.159)

where � � 1=2. Clearly (3.159) gives upper bounds for
�B21ðTÞ, �BR

1 ðTÞ in (3.135) and (3.153). Second, we obtain
from the Cauchy-Schwarz inequality thatX
0�n2Z

jbjjðn;�;�Px0Þj

¼ X
0�n2Z

1

jnj jnjj
bjjðn;�;�Px0Þj

�
� X
0�n2Z

n2jbjjðn;�;�Px0Þj2
�
1=2
� X
0�n2Z

1

n2

�
1=2

¼ 	ffiffiffi
3

p
� X
0�n2Z

n2jbjjðn;�;�Px0Þj2
�
1=2

; (3.160)

where the finiteness of the rhs follows from the fact that the
function jjð�;�;�Px0Þ is C1. Since jjð�;�;�Px0Þ is also 2	
periodic we can apply Parseval’s theorem to get

1

2	

Z
½0;2	�

d�

�������� d

d�
jjð�;�;�Px0Þ

��������2

¼ X
0�n2Z

n2jbjjðn;�;�Px0Þj2: (3.161)

It also follows from (3.27) that

d

d�
jjð�;�;�Px0Þ
¼ � expð�i�½�0 sin� þ�1 sin2��Þ

� fsin� þ i�ðcos� þ �Px0Þ½�0 cos� þ 2�1 cos2��g;

whence

�������� d

d�
jjð� ;�;�Px0Þ

��������2�1þ�2ð1þj�Px0jÞ2½j�0jþ2�1�2;

so that, by (3.160) and (3.161),

X
0�n2Z

jbjjðn;�;�Px0Þj

� 	ffiffiffi
3

p ½1þ�2ð1þj�Px0jÞ2½j�0jþ2�1�2�1=2; (3.162)

which entails, by (3.159),

X
n2ðZnfk;kþ1gÞ

jbjjðn;�;�Px0Þj

�1þj�Px0jþ
X

0�n2Z

jbjjðn;�;�Px0Þj

�1þj�Px0jþ 	ffiffiffi
3

p f1þ�2ð1þj�Px0jÞ2½j�0jþ2�1�2g1=2:

(3.163)

Clearly (3.163) gives an upper bound for �B22ðTÞ in (3.136).
Moreover, by (3.159) and (3.162),

X
n2Znfkg

jbjjðn; k;�Px0Þj
jn� kj

� jbjjð0; k;�Px0Þj þ
X

0�n2Z

jbjjðn; k;�Px0Þj

� 1þ j�Px0j þ 	ffiffiffi
3

p f1þ �2ð1þ j�Px0jÞ2

� ½j�0j þ 2�1�2g1=2;

which gives an upper bound for �BR
2 ðTÞ in (3.154).

F. Approximation for the phase space variables
in (2.19)–(2.22)

Here we discuss the approximate solutions of (2.19)–
(2.22) and (2.26) in terms of the normal form approxima-
tions given in (3.41), (3.75), and (3.76), namely,


NFð�Þ :¼
�
2�0�þ 
0 NonR case

fXð��;Z0Þ � sgn½Aðk;�Px0Þ�	=2þ a�g=k NearR case;
(3.164)
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and

�NFð�Þ :¼
�
�0 NonR case

½�Yð��;Z0Þþa�=2k NearR case;
(3.165)

where A is given in (3.63) and � in (3.74). Recall from
Theorems 1 and 2 that


ð�; "Þ ¼ 
NFð"�Þ þOð"Þ; (3.166)

�ð�; "Þ ¼ �NFð"�Þ þOð"Þ; (3.167)

for � 2 Ið"; TÞ. From (1.2), (1.5), (2.23), (2.36), (2.47), and
(3.25) it follows that


ð�; "Þ ¼ 2E
"2 �q

½� � kuctð�=kuÞ� þQð�Þ; (3.168)

and from (2.34)

�ð�=kuÞ ¼ �c½1þ "�ð�; "Þ�: (3.169)

Now we can determine the approximate solution of
(2.19)–(2.22). From (3.166) and (3.168) the arrival time,
tðzÞ, of a particle at z is given by

tðzÞ ¼ z

c
� "2 �q

2Ekuc
½
NFð"kuzÞ �QðkuzÞ þOð"Þ�: (3.170)

Furthermore from (1.5), (3.167), and (3.169)

�ðzÞ ¼ ffiffiffi
E

p �
1

"
þ �NFð"kuzÞ þOð"Þ

�
; (3.171)

and is clearly slowly varying. From (1.2), (1.4), (1.5),
(2.32), (2.39), and (2.40) we have px ¼ mcKPx and

pxðzÞ ¼ mcK½cosðkuzÞ þ�Px0 þOð"2Þ�: (3.172)

It is tedious but straightforward to derive from (1.5), (2.33),
(2.34), (3.167), and (3.172)

pzðzÞ ¼ mc
ffiffiffi
E

p �
1

"
þ �NFð"kuzÞ þOð"Þ

�
: (3.173)

Finally we can now determine xðzÞ. From (2.19), (3.172),
and (3.173)

d

dz
xðzÞ ¼ pxðzÞ

pzðzÞ ¼ fmcK½cosðkuzÞ þ �Px0 þOð"2Þ�g
��

mc
ffiffiffi
E

p �
1

"
þ �NFð"kuzÞ þOð"Þ

��
¼ "

ðK= ffiffiffi
E

p Þ½cosðkuzÞ þ �Px0 þOð"2Þ�
1þ "�NFð"kuzÞ þOð"2Þ

¼ "Kffiffiffi
E

p ½cosðkuzÞ þ�Px0 þOð"2Þ�½1� "�NFð"kuzÞ þOð"2Þ�

¼ "Kffiffiffi
E

p ½cosðkuzÞ þ�Px0�½1� "�NFð"kuzÞ� þOð"3Þ: (3.174)

Integrating (3.174) gives

xðzÞ ¼ xð0Þ þ "Kffiffiffi
E

p
�
sinðkuzÞ

ku
þ z�Px0 � "

Z z

0
½cosðkusÞ þ �Px0��NFð"kusÞds

�
þOð"3zÞ: (3.175)

For " sufficiently small, Ið"; TÞ ¼ ½0; T="� and then
(3.170)–(3.173) and (3.175) hold for 0 � kuz � T=".

G. Low gain calculation in the NearR regime

Low gain theories in [13,17,18] are done in the context
of the pendulum equations, i.e., (3.61) and (3.62) with
a ¼ 0, �Px0 ¼ 0, and k ¼ 1. Here we will not make those
assumptions and we define the gain by

Gð�; "Þ :¼ "½v2ð�; "Þ � �0�
0 ¼ "½v2ð"�; 1Þ � �0�
0 ;
(3.176)

where v2 is given in (3.76) and ð Þ
0 denotes the average

over 
0. This is consistent with [13,17,18].
The gain G could be calculated numerically using a

quadrature formula and an ODE solver for v1, v2, however
standard treatments calculate it perturbatively using a regu-
lar (and thus short time) perturbation expansion. We could

do a regular perturbation expansion in (3.61) and (3.62) by
letting vi ¼

P
4
k¼0 "

kAik þOð"5Þ and using Gronwall tech-
niques to make the Oð"5Þ error rigorous (see page 594 in
[32] for an example of a regular perturbation theorem at
first order and its proof). However, at the fourth order
needed here this would be quite cumbersome. Because of
the special scaling structure in (3.61) and (3.62) as given in
(3.66) we can use a Taylor expansion. For " ¼ 1 we get
from (3.61) and (3.62)

v0
1ð�; 1Þ ¼ 2v2ð�; 1Þ; v1ð0; 1Þ ¼ 
0;

v0
2ð�; 1Þ ¼ �Aðk;�Px0Þ cos½kv1ð�; 1Þ � a��;

v2ð0; 1Þ ¼ �0;

(3.177)

and we expand v2ð�; 1Þ about � ¼ 0 so that
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v2ð�; 1Þ ¼ �0 þ
X4
k¼1

1

k!
vðkÞ
2 ð0; 1Þ�k

þ �5

4!

Z 1

0
ð1� tÞ4vð5Þ

2 ðt�; 1Þdt: (3.178)

From (F6) in Appendix F we have

v0
2ð0; 1Þ ¼ �Aðk;�Px0Þ cosðk
0Þ;

v00
2 ð0; 1Þ ¼ Aðk;�Px0Þð2k�0 � aÞ sinðk
0Þ;

v000
2 ð0; 1Þ ¼ Aðk;�Px0Þð�kAðk;�Px0Þ sinð2k
0Þ

þ ½2k�0 � a�2 cosðk
0ÞÞ;
v0000
2 ð0; 1Þ ¼ Aðk;�Px0Þð2kAðk;�Px0Þð2k�0 � aÞ

� ½sin2ðk
0Þ � 3cos2ðk
0Þ�
� ½2k�0 � a�3 sinðk
0ÞÞ: (3.179)

It follows from (3.178) and (3.179) that the average over 
0
leads to

½v2ð�;1Þ��0�
0 ¼
�4

4!
v0000
2 ð0;1Þ
0 þOð�5Þ

¼��4

12
kA2ðk;�Px0Þ½2k�0�a�þOð�5Þ;

(3.180)

Thus by (3.176),

Gð�; "Þ ¼ "½v2ð"�; 1Þ � �0�
0
¼ � "5�4

12
kA2ðk;�Px0Þ½2k�0 � a� þOð"6Þ:

(3.181)

This shows the effect of a and k on the gain.
We now compare our gain formula in (3.181) with the

corresponding calculation in [13], where a ¼ 0,�Px0 ¼ 0,
and k ¼ 1. From our NearR normal form system (3.61) and
(3.62) and letting 
 ¼ v1 and � ¼ "v2 we obtain the IVP


0 ¼ 2�; 
ð0Þ ¼ 
0; (3.182)

�0 ¼ �� cos
; �ð0Þ ¼ "�0 ¼: �0; (3.183)

where � ¼ "2Að1;�Px0Þ. The procedure in [13] is a
regular perturbation expansion in � that does not assume
that �0 is small. Proceeding as they do, we write


ð�; �Þ ¼ 
0ð�Þ þ �
1ð�Þ þ �2
2ð�Þ þOð�3Þ; (3.184)

�ð�; �Þ ¼ �0ð�Þ þ ��1ð�Þ þ �2�2ð�Þ þOð�3Þ: (3.185)

We find

�0ð�Þ ¼ �0; (3.186)


0ð�Þ ¼ 2�0� þ 
0; (3.187)

�1ð�Þ ¼ 1

2�0

½sin
0 � sinð2�0� þ 
0Þ�; (3.188)


1ð�Þ ¼ 1

�0

�
� sin
0 þ 1

2�0

½cosð2�0� þ 
0Þ � cos
0�
�
;

(3.189)

�2ð�Þ ¼ 1

�0

Z �

0
dt sinð2�0tþ 
0Þ

�
�
t sin
0 þ 1

2�0

½cosð2�0tþ 
0Þ � cos
0�
�
:

(3.190)

It follows that �1ð�Þ
0 ¼ 0 and

�2ð�Þ
0 ¼
1

2�0

Z �

0

�
t cos2�0t� 1

2�0

sin2�0t

�
dt: (3.191)

We can rewrite (3.191) as

�2ð�Þ
0 ¼
�3

4

d

d�

�
sin�

�

�
2
; � :¼ �0�; (3.192)

and the gain becomes

Gð�; "Þ ¼ �2�2ð�Þ
0 ¼ "4A2ð1;�Px0Þ 14 �
3 d

d�

�
sin�

�

�
2
;

(3.193)

consistent with [13]. For �0 small, which is required by
our averaging approximation [since �0 ¼ "�0 and
�0 ¼ Oð1Þ], we obtain from (3.191) that

�2ð�Þ
0 ¼
1

2�0

Z �

0

�
� 4

3
�2
0t

3 þOð�0tÞ4
�
dt � � 1

6
�0�

4:

(3.194)

It follows from (3.193) and (3.194) that

Gð�; "Þ � ��2
1

6
�0�

4 ¼ � "5�4

6
A2ð1;�Px0Þ�0;

(3.195)

as in (3.181) with a ¼ 0 and k ¼ 1.
Thus, we see that (3.181) is consistent with the standard

gain formula for � ¼ �0� small. TheOð"6Þ error in (3.181)
can be made precise by estimating the remainder term in
(3.178). However, we cannot justify the gain formula either
in (3.181) or in (3.193) in the context of our Lorentz system
in (2.19)–(2.22), because our NearR normal form approxi-
mation only gives an approximation to Oð"Þ. Thus, a
justification of the gain formulas, based on our Lorentz
system, would need to come from elsewhere, e.g., a nu-
merical or higher order perturbation calculation based on
(3.1) and (3.2).
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IV. PROOF OF AVERAGING THEOREMS

In Sec. IVAwe prove the NonR theorem, Theorem 1 of
Sec. III E 1, and in Sec. IVB we prove the NearR theorem,
Theorem 2 of Sec. III E 2.

A. Proof of Theorem 1
(averaging theorem in �-NonR case)

Here we compare solutions of the exact IVP (3.18) and
(3.19):


0 ¼ "f1ð�; �Þ þ "2g1ð
; �; �; "; �Þ; 
ð0; "Þ ¼ 
0;

(4.1)

�0 ¼ "f2ð
; �; �Þ þ "2g2ð
; �; �; "; �Þ; �ð0; "Þ ¼ �0;

(4.2)

where

f1ð�; �Þ ¼ 2qð�Þ�
�q

; (4.3)

f2ð
; �; �Þ ¼ �K2ðcos� þ �Px0Þ cosf�½
�Qð�Þ�g

¼ �K2

2
ei�


X
n2Z

bjjðn;�;�Px0Þeiðn��Þ� þ cc;

(4.4)

with the normal form IVP of (3.39) and (3.40):

v0
1 ¼ " �f1ðv2Þ; v1ð0; "Þ ¼ 
0; (4.5)

v0
2 ¼ " �f2ðv1; �Þ; v2ð0; "Þ ¼ �0; (4.6)

where

�f 1ðv2Þ ¼ 2v2; �f2ðv1; �Þ ¼ 0; (4.7)

for � 2 ½kþ�; kþ 1� ��.
Subtracting and integrating, we obtain from (3.127),

(4.1), (4.2), (4.5), and (4.6) that


ð�; "Þ � v1ð�; "Þ ¼ "
Z �

0
ff1½�ðs; "Þ; s� � f1½v2ðs; "Þ; s� þ f1½v2ðs; "Þ; s� � �f1½v2ðs; "Þ� þ "g1½
ðs; "Þ; �ðs; "Þ; s; "; ��gds

¼ "
Z �

0
ff1½�ðs; "Þ; s� � f1½v2ðs; "Þ; s� þ ~f1ð�0; sÞ þ "g1½
ðs; "Þ; �ðs; "Þ; s; "; ��gds; (4.8)

and

�ð�; "Þ � v2ð�; "Þ ¼ "
Z �

0
ff2½
ðs; "Þ; s; �� � f2½v1ðs; "Þ; s; �� þ f2½v1ðs; "Þ; s; �� þ "g2½
ðs; "Þ; �ðs; "Þ; s; "; ��gds

¼ "
Z �

0
ff2½
ðs; "Þ; s; �� � f2½v1ðs; "Þ; s; �� þ ~f2½v1ðs; "Þ; s; �� þ "g2½
ðs; "Þ; �ðs; "Þ; s; "; ��gds;

(4.9)

for � 2 Ið"; TÞ ¼ ½0; T="� \ ½0; ð"ÞÞ. Important for our analysis below is that the points ½
ð�; "Þ; �ðs; "Þ� and
½v1ðs; "Þ; v2ðs; "Þ� belong to the rectangle Wð
0; �0; d1; d2Þ for � 2 Ið"; TÞ. Note that we have added and subtracted
f1½v2ðs; "Þ; s� in (4.8) and f2½v1ðs; "Þ; s; �� in (4.9), an idea introduced by Besjes [16] (see also [14]).

Taking absolute values, applying the Lipschitz condition on Wð
0; �0; d1; d2Þ and defining

e1ðsÞ :¼ j
ðs; "Þ � v1ðs; "Þj; (4.10)

e2ðsÞ :¼ j�ðs; "Þ � v2ðs; "Þj; (4.11)

gives, by (3.121), (3.122), (3.125), (3.126), (3.128), (4.8), and (4.9) for � 2 Ið"; TÞ,

0 � e1ð�Þ � "

�
L1

Z �

0
e2ðsÞdsþ

��������Z �

0

~f1ð�0; sÞds
��������þ"

Z �

0
jg1½
ðs; "Þ; �ðs; "Þ; s; "; ��j

�
� "

�
L1

Z �

0
e2ðsÞdsþ B1ð�Þ þ TC1

�
� "

�
L1

Z �

0
e2ðsÞdsþ B1;1ðT="Þ þ TC1

�
¼: R1ð�Þ; (4.12)

0 � e2ð�Þ � "

�
L2

Z �

0
e1ðsÞdsþ

��������Z �

0

~f2ð2�0"sþ 
0; s; �Þds
��������þ"

Z �

0
jg2½
ðs; "Þ; �ðs; "Þ; s; "; ��j

�
� "

�
L2

Z �

0
e1ðsÞdsþ B2ð�Þ þ TC2

�
� "

�
L2

Z �

0
e1ðsÞdsþ B2;1ðT="Þ þ TC2

�
¼: R2ð�Þ; (4.13)
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where we also used that Ið"; TÞ 	 ½0; T="� and where we
have introduced the Ri as in the proof of the Gronwall
inequality for a single integral inequality (the Gronwall
inequality is discussed in many ODE books, see, e.g., page
36 in [31] and pages 310 and 317 in [33]). � 2 Ið"; TÞ.

Recall that L1, L2, C1, C2, B1, B2 are defined in items
(6), (7), and (8) of the preamble to the theorem. For
convenience we have suppressed the " dependence of e1
and e2.

Before we proceed with the proof, several comments are
in order.

1. We refer to the terms B1ð�Þ; B2ð�Þ in (3.126) as Besjes
terms since they were introduced by him in order to
prove an averaging theorem without using a near-identity
transformation; a simplification. Standard proofs use the
near-identity transformation (see, e.g., [6,9,10]).

One may fear that the Besjes terms could grow as large
asOð1="Þ for � 2 ½0; T="�, i.e., that Bi;1ðT="Þ ¼ Oð1="Þ.
However this does not happen here since, by (3.132), �B1,
�B2ðT;�Þ are upper bounds for Bi;1ðT="Þ and are " inde-

pendent. Two facts are mainly responsible for this: (a) the
fact that for fixed v1 and v2 the integrands have zero mean,
i.e., the quantities in (3.127) have zero mean in s, and
(b) the fact that v1ðs; "Þ and v2ðs; "Þ are slowly varying.

2. We maintain the system form in (4.12) and (4.13).
We could add these two inequalities and obtain an
error estimate using a Gronwall inequality. That is, let
L1 ¼ maxðL1; L2Þ, B1 ¼ B1;1 þ B2;1, C1 ¼ C1 þ C2,

then adding gives

0 � e1ð�Þ � "

�
L1

Z �

0
e1ðsÞdsþ B1ðT="Þ þ C1T

�
;

(4.14)

where e1 ¼ e1 þ e2. The Gronwall inequality gives
e1ð�Þ � "½B1ðT="Þ þ C1T� expð"L1�Þ. However, our
system approach gives better bounds.

3. We have a draft of a general paper on quasiperiodic
averaging which uses the Besjes idea and deals with the
small divisor problem (see [15]). However, the proof we
are presenting here is simple, the small divisor problem is
trivial and the error bounds are quite explicit. Thus, we feel
it is good to give complete proofs here rather than appeal-
ing to a more general theory. Also it serves the pedagogical
purpose of showing how an averaging theorem is proved in
a simple context; here the context of (3.18), (3.19), (3.52),
and (3.53). We have incorporated the Besjes idea in much
of our previous averaging work, see [14,32,34–36].

We now proceed with the proof. It follows from (4.12)
and (4.13) that

R0
1 ¼ "L1e2ð�Þ � "L1R2ð�Þ;

R1ð0Þ ¼ "½B1;1ðT="Þ þ C1T�;
(4.15)

R0
2 ¼ "L2e1ð�Þ � "L2R1ð�Þ;

R2ð0Þ ¼ "½B2;1ðT="Þ þ C2T�;
(4.16)

whence, by Appendix H for � 2 Ið"; TÞ,
R1ð�Þ � "w1ð"�Þ; R2ð�Þ � "w2ð"�Þ; (4.17)

where

w0
1 ¼ L1w2; w1ð0Þ ¼ B1;1ðT="Þ þ C1T; (4.18)

w0
2 ¼ L2w1; w2ð0Þ ¼ B2;1ðT="Þ þ C2T: (4.19)

Note that in Appendix H we use the fact that R1, R2 are
continuously differentiable.
Solving (4.18) and (4.19) we find

w1ðsÞ
w2ðsÞ

 !
¼

coshðs ffiffiffiffiffiffiffiffiffiffiffi
L1L2

p Þ
ffiffiffiffi
L1

L2

q
sinhðs ffiffiffiffiffiffiffiffiffiffiffi

L1L2

p Þffiffiffiffi
L2

L1

q
sinhðs ffiffiffiffiffiffiffiffiffiffiffi

L1L2

p Þ coshðs ffiffiffiffiffiffiffiffiffiffiffi
L1L2

p Þ

0B@
1CA

� B1;1ðT="Þ þ C1T

B2;1ðT="Þ þ C2T

 !
; (4.20)

whence, by (4.12), (4.13), and (4.17),

e1ð�Þ � "w1ð"�Þ � "w1ðTÞ

¼ "

�
½B1;1ðT="Þ þ C1T� coshðT

ffiffiffiffiffiffiffiffiffiffiffi
L1L2

p Þ

þ ½B2;1ðT="Þ þ C2T�
ffiffiffiffiffiffi
L1

L2

s
sinhðT ffiffiffiffiffiffiffiffiffiffiffi

L1L2

p Þ
�
;

(4.21)

e2ð�Þ � "w2ð"�Þ � "w2ðTÞ

¼ "

�
½B1;1ðT="Þ þ C1T�

ffiffiffiffiffiffi
L2

L1

s
sinhðT ffiffiffiffiffiffiffiffiffiffiffi

L1L2

p Þ

þ ½B2;1ðT="Þ þ C2T� coshðT
ffiffiffiffiffiffiffiffiffiffiffi
L1L2

p Þ
�
; (4.22)

for � 2 Ið"; TÞ, where, at the second inequalities,
we have used the fact that w1 and w2 are increasing
[the latter follows from (4.18)–(4.20)]. We thus have
proven (3.130) and (3.131) in Theorem 1.

We note that �B1 and �B2;1ðTÞ are finite. Also, since the

Fourier series of jjð�;�;�Px0Þ is absolutely convergent, we
conclude from (3.136) that �B22ðTÞ is finite whence, by

(3.134), �B2ðT;�Þ is finite.
By restricting "0, and thus " in (4.21) and (4.22), we can

keep ½
ð�; "Þ; �ð�; "Þ� away from the boundary of
Wð
0; �0; d1; d2Þ for � 2 Ið"; TÞ. In this case T=" must
be less than ð"Þ thus Ið"; TÞ ¼ ½0; T="�.
To complete the proof we have to show (3.132) which is

the heart of the proof. Thus we have to estimate B1, B2.
From (2.44), (3.41), and (3.127) we obtain
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~f1½v2ðs; "Þ; s� ¼ 2
qðsÞ � �q

�q
v2ðs; "Þ ¼ 2K2

�q

�
2�Px0 cossþ 1

2
cosð2sÞ

�
�0;

and thus, by (3.126) and (3.133),

B1ð�Þ ¼ 2K2

�q

��������Z �

0

�
2�Px0 cossþ 1

2
cosð2sÞ

�
�0ds

��������¼ 2K2j�0j
�q

��������2�Px0 sin� þ 1

4
sinð2�Þ

��������� 2K2j�0j
�q

�
2j�Px0j þ 1

4

�
¼ �B; (4.23)

so that, by (3.128), B1;1ðT="Þ � �B1. From (3.41), (3.127), and (4.4) we obtain

~f2½v1ðs; "Þ; s; �� ¼ �K2

2
ei�½2"�0sþ
0�

X
n2Z

bjjðn;�;�Px0Þeiðn��Þs þ cc;

whence, by (3.126) and for � 2 R,

B2ð�Þ ¼ K2

2

��������Z �

0
ei�½2"�0sþ
0�

X
n2Z

bjjðn;�;�Px0Þeiðn��Þsdsþ cc

��������
¼ K2

2

��������X
n2Z

bjjðn;�;�Px0Þ
Z �

0
ei�½2"�0sþ
0�eiðn��Þsdsþ cc

��������� K2
X
n2Z

jbjjðn;�;�Px0Þj
��������Z �

0
ei2"��0seiðn��Þsds

��������;
(4.24)

where in the second equality we used the fact that the Fourier series of jjð�;�;�Px0Þ is uniformly convergent. Integrating by
parts gives, for 0 � � � T=",��������Z �

0
ei2"��0seiðn��Þsds

��������¼
��������eiðn��þ2"��0Þ� � 1� i2"��0

R�
0 e

iðn��þ2"��0Þsds
iðn� �Þ

�������� � 2þ 2"�j�0j�
jn� �j � 2þ 2ðkþ 1Þj�0jT

jn� �j ;

whence, by (4.24), for 0 � � � T=",

B2ð�Þ � 2K2½1þ ðkþ 1Þj�0jT�
X
n2Z

��������bjjðn;�;�Px0Þ
n� �

��������: (4.25)

The n� � in the denominator is the so-called small divisor problem in this context. It is easily resolved in this �-NonR
case. In fact, for � �-NonR, i.e., kþ� � � � kþ 1� �, we haveX

n2Z

��������bjjðn;�;�Px0Þ
n� �

�������� ¼ jbjjðk;�;�Px0Þj
jk� �j þ jbjjðkþ 1;�;�Px0Þj

jkþ 1� �j þ X
n2ðZnfk;kþ1gÞ

jbjjðn;�;�Px0Þj
jn� �j

� jbjjðk;�;�Px0Þj
�

þ jbjjðkþ 1;�;�Px0Þj
�

þ X
n2ðZnfk;kþ1gÞ

jbjjðn;�;�Px0Þj;

whence, by (3.134)–(3.136) and (4.25),

B2ð�Þ � 2K2f1þ ðkþ 1Þj�0jTg
�jbjjðk;�;�Px0Þj þ jbjjðkþ 1;�;�Px0Þj

�
þ X

n2ðZnfk;kþ1gÞ
jbjjðn;�;�Px0Þj

�

¼ 1

�
�B21ðTÞ þ �B22ðTÞ ¼ �B2ðT;�Þ; (4.26)

so that, by (3.128), B2;1ðT="Þ � �B2ðT;�Þ.
This completes the proof.

B. Proof of Theorem 2 (averaging theorem in NearR case where � ¼ kþ "a)

The proof goes analogously to the proof of Theorem 1 in Sec. IVA and so we omit some details.
Thus, we begin by comparing solutions of the exact IVP (3.52) and (3.53),


0 ¼ "fR1 ð�; �Þ þ "2gR1 ð
; �; �; "; k; aÞ; 
ð0; "Þ ¼ 
0; (4.27)

�0 ¼ "fR2 ð
; "�; �; k; aÞ þ "2gR2 ð
; �; �; "; k; aÞ; �ð0; "Þ ¼ �0; (4.28)
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where, by (3.51), (3.54), and (3.58),

fR1 ð�; �Þ ¼
2qð�Þ�

�q
; (4.29)

fR2 ð
; "�; �; k; aÞ ¼ �K2

2
expði½k
� a"��ÞX

n2Z

bjjðn; k;�Px0Þei�½n�k� þ cc; (4.30)

with the normal form IVP of (3.61) and (3.62),

v0
1 ¼ " �fR1 ðv2Þ; v1ð0; "Þ ¼ 
0; (4.31)

v0
2 ¼ " �fR2 ðv1; "�; kÞ; v2ð0; "Þ ¼ �0; (4.32)

where

�fR1 ðv2Þ ¼ 2v2; (4.33)

�fR2 ðv1; "�; kÞ ¼ �K2

2
expði½kv1 � a"��Þbjjðk; k;�Px0Þ þ cc: (4.34)

Subtracting and integrating, we obtain from (3.148), (4.27), (4.28), (4.31), and (4.32) that


ð�Þ � v1ð�; "Þ ¼ "
Z �

0
ffR1 ½�ðsÞ; s� � fR1 ½v2ðs; "Þ; s� þ fR1 ½v2ðs; "Þ; s� � �fR1 ½v2ðs; "Þ� þ "gR1 ½
ðsÞ; �ðsÞ; s; "; k; a�gds

¼ "
Z �

0
ffR1 ½�ðsÞ; s� � fR1 ½v2ðs; "Þ; s� þ ~fR1 ½v2ðs; "Þ; s� þ "gR1 ½
ðsÞ; �ðsÞ; s; "; k; a�gds; (4.35)

and

�ð�Þ � v2ð�; "Þ ¼ "
Z �

0
ffR2 ½
ðsÞ; "s; s; k; a� � fR2 ½v1ðs; "Þ; "s; s; k; a� þ fR2 ½v1ðs; "Þ; "s; s; k; a�

� �fR2 ½v1ðs; "Þ; "s; k� þ "gR2 ½
ðsÞ; �ðsÞ; s; "; k; a�gds
¼ "

Z �

0
ffR2 ½
ðsÞ; "s; s; k; a� � fR2 ½v1ðs; "Þ; "s; s; k; a� þ ~fR2 ½v1ðs; "Þ; "s; s; k; a�

þ "gR2 ½
ðsÞ; �ðsÞ; s; "; k; a�gds; (4.36)

for � 2 Ið"; TÞ ¼ ½0; T="� \ ½0; ð"ÞÞ. Taking absolute values, applying the Lipschitz condition and defining

e1ðsÞ :¼ j
ðsÞ � v1ðs; "Þj; (4.37)

e2ðsÞ :¼ j�ðsÞ � v2ðs; "Þj; (4.38)

gives, by (3.144)–(3.147), (3.149), (4.35), and (4.36) for � 2 Ið"; TÞ,

0 � e1ð�Þ � "

�
LR
1

Z �

0
e2ðsÞdsþ

��������Z �

0

~fR1 ½v2ðs; "Þ; s�ds
��������þ"

Z �

0
jgR1 ½
ðsÞ; �ðsÞ; s; "; k; a�jds

�
� "

�
LR
1

Z �

0
e2ðsÞdsþ BR

1 ð�Þ þ TCR
1

�
� "

�
LR
1

Z �

0
e2ðsÞdsþ BR

1;1ðT="Þ þ TCR
1

�
; (4.39)

0 � e2ð�Þ � "

�
LR
2

Z �

0
e1ðsÞdsþ

��������Z �

0

~fR2 ½v1ðs; "Þ; "s; s; k; a�ds
��������þ"

Z �

0
jgR2 ½
ðsÞ; �ðsÞ; s; "; k; a�jds

�
� "

�
LR
2

Z �

0
e1ðsÞdsþ BR

2 ð�Þ þ TCR
2

�
� "

�
LR
2

Z �

0
e1ðsÞdsþ BR

2;1ðT="Þ þ TCR
2

�
; (4.40)

where we also used that Ið"; TÞ 	 ½0; T="�. Recall that LR
i , C

R
i , B

R
i are defined in items (6), (7), and (8) of the preamble to

the theorem.
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We are now in the same situation as in the proof of Theorem 1 since replacing Li, Ci, Bi in (4.12) and (4.13) by L
R
i , C

R
i ,

BR
i results in (4.39) and (4.40). Since, as shown in the proof of Theorem 1, (4.12) and (4.13) entail (4.21) and (4.22) we thus

conclude here that (4.39) and (4.40) entail:

e1ð�Þ � "

0@½BR
1;1ðT="Þ þ C1T� cosh

	
T

ffiffiffiffiffiffiffiffiffiffiffiffi
LR
1L

R
2

q 

þ ½BR

2;1ðT="Þ þ C2T�
ffiffiffiffiffiffi
LR
1

LR
2

s
sinh

	
T

ffiffiffiffiffiffiffiffiffiffiffiffi
LR
1L

R
2

q 
1A; (4.41)

e2ð�Þ � "

�
½BR

1;1ðT="Þ þ C1T�
ffiffiffiffiffiffi
LR
2

LR
1

s
sinh

	
T

ffiffiffiffiffiffiffiffiffiffiffiffi
LR
1L

R
2

q 

þ ½BR

2;1ðT="Þ þ C2T� cosh
	
T

ffiffiffiffiffiffiffiffiffiffiffiffi
LR
1L

R
2

q 
�
; (4.42)

for � 2 Ið"; TÞ. We thus have proven (3.150) and (3.151).

Clearly, by (3.153), �BR
1 ðTÞ is finite. Also, since jjð�;�;�Px0Þ is a C1 function, the series on the rhs of (3.154) converges

whence �BR
2 ðTÞ is also finite.

By restricting "0, and thus " in (4.41) and (4.42), we can keep ½
ð�; "Þ; �ð�; "Þ� away from the boundary of
Wð
0; �0; d1; d2Þ for � 2 Ið"; TÞ. In this case T=" must be less than ð"Þ thus Ið"; TÞ ¼ ½0; T="�.

To complete the proof we have to show (3.152). Thus, we have to estimate BR
1 , B

R
2 and beginning with BR

1 we conclude
from (2.44), (3.148), (4.29), and (4.33) that, for � 2 R,

~fR1 ½v2ðs; "Þ; s� ¼ 2
qðsÞ � �q

�q
v2ðs; "Þ ¼ 2K2

�q

�
2�Px0 cossþ 1

2
cosð2sÞ

�
v2ðs; "Þ;

whence, by (3.87), (3.147), (3.153), (4.32), and (4.34) for 0 � � � T=",

BR
1 ð�Þ¼

2K2

�q

��������Z �

0

�
2�Px0 cossþ1

2
cosð2sÞ

�
v2ðs;"Þds

��������
¼ 2K2

�q

��������
�
2�Px0 sin�þ1

4
sinð2�Þ

�
v2ð�;"Þ�

Z �

0

�
2�Px0 sinsþ1

4
sinð2sÞ

�
dv2

ds
ðs;"Þds

��������
¼ 2K2

�q

��������
�
2�Px0 sin�þ1

4
sinð2�Þ

�
v2ð�;"Þþ"K2bjjðk;k;�Px0Þ

Z �

0

�
2�Px0 sinsþ1

4
sinð2sÞ

�
cos½kv1ðs;"Þ�"as�ds

��������
� 2K2

�q

��
2j�Px0jþ1

4

�
jv2ð�;"Þjþ"K2jbjjðk;k;�Px0Þj

�
2j�Px0jþ1

4

�
�

�
� 2K2

�q

�
2j�Px0jþ1

4

�
½jv2ð�;"ÞjþK2"�jbjjðk;k;�Px0Þj�

� 2K2

�q

�
2j�Px0jþ1

4

�
½�1ð
0;�0;k;aÞþK2Tjbjjðk;k;�Px0Þj�¼ �BR

1 ðTÞ; (4.43)

so that, by (3.149), BR
1;1ðT="Þ � �BR

1 ðTÞ which proves (3.152) for i ¼ 1. The key step here is the integration by parts at the
second equality which makes explicit the slowly varying nature of v2 by pulling out the explicit " after the third equality.

To prove (3.152) for i ¼ 2 we conclude from (3.148), (4.30), and (4.34) that, for � 2 R,

~fR2 ½v1ðs; "Þ; "s; s; k; a� ¼ �K2

2
ei½kv1ðs;"Þ�"as� X

n2Znfkg
bjjðn; k;�Px0Þeiðn�kÞs þ cc;

whence, by (3.147) for � 2 R,

BR
2 ð�Þ ¼

K2

2

��������Z �

0
ei½kv1ðs;"Þ�"as� X

n2Znfkg
bjjðn; k;�Px0Þeiðn�kÞsdsþ cc

��������
� K2

X
n2Znfkg

jbjjðn; k;�Px0Þj
��������Z �

0
ei½kv1ðs;"Þ�"as�eiðn�kÞsds

��������; (4.44)
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where in the inequality we used the fact that the Fourier series of jjð�; k;�Px0Þ is uniformly convergent. Integrating by parts
gives, by (3.87), (4.31), and (4.33) for 0 � � � T=",��������Z �

0
ei½kv1ðs;"Þ�"as�eiðn�kÞsds

��������
¼
�������� 1

iðn� kÞ
�
ei½kv1ð�;"Þ�"a��eiðn�kÞ� � eik
0 �

Z �

0
i

�
k
dv1

ds
ðs; "Þ � "a

�
ei½kv1ðs;"Þ�"as�eiðn�kÞsds

���������
� 1

jn� kj
�
2þ

Z �

0

�
k

��������dv1

ds
ðs; "Þ

��������þ"jaj
�
ds

�
� 1

jn� kj
�
2þ "

Z �

0
½2kjv2ðs; "Þj þ jajÞr�ds

�
� 1

jn� kj f2þ "�½jaj þ 2k�1ð
0; �0; k; aÞ�g � 1

jn� kj f2þ T½jaj þ 2k�1ð
0; �0; k; aÞ�g;

whence, by (3.154) and (4.44) for 0 � � � T=",

BR
2 ð�Þ � K2f2þ T½jaj þ 2k�1ð
0; �0; k; aÞ�g

X
n2Znfkg

jbjjðn; k;�Px0Þj
jn� kj ¼ �BR

2 ðTÞ; (4.45)

so that, by (3.149), BR
2;1ðT="Þ � �BR

2 ðTÞ. This completes
the proof.

V. SUMMARYAND FUTURE WORK

We started with the 6D Lorentz equations for a planar
undulator in (2.12)–(2.15) with time as the independent
variable. In Sec. II B we introduced z as the independent
variable and considered the IVP at z ¼ 0 with y0¼py0¼0.

Solutions of this system are completely determined by the
solutions of our basic 2D system (2.30) and (2.31) for �
and �. This basic 2D system is the starting point for the rest
of the paper and the first step is to transform it into a form
for first-order averaging; the subject of Sec. II C. We
introduce � ¼ kuz as the new independent variable, and
� as a new dependent variable by � ¼ �cð1þ "�Þ. Here
we are thinking of electrons as part of an electron bunch
with �c as a characteristic value of � and " as a measure of
the energy spread so that � is an Oð1Þ variable. We thus
arrive at the system for ð
aux; �Þ given in (2.37) and (2.38)
and we are interested, in this FEL application, in an
asymptotic analysis for " and 1=�c small. Expanding the
vector field for (2.37) and (2.38) gives (2.45) and (2.46).
Here 
aux is not slowly varying and we thus introduce the
generalized ponderomotive phase, 
, in (2.47) which leads
to the slowly varying form of (2.49) and (2.50). Most
importantly, we discover that in order for 
 and � to
interact at first order we must have " ¼ Oð1=�cÞ and
without loss of generality we take (1.5) as a result of
(2.51). Finally we obtain (2.52) and (2.53) which is in a
standard form for the MoA. Consequently, this will lead to
a pendulum-type behavior which is central to FEL theory.

The MoA can be applied to (2.52) and (2.53) after an
appropriate h is defined and the rest of the paper, in Secs. III
and IV, focuses on the monochromatic case of (2.11).

Before continuing with the summary we note that in the
collective case there is a continuous range of frequencies
and so it is natural to ask, ‘‘What happens in the

noncollective case considered in this paper if there is a
continuous range of frequencies?’’ In this situation h can
be modeled as

hð�Þ ¼
Z 1

�1
~hð�Þ expð�i��Þd�: (5.1)

For ~hð�Þ ¼ ½�ð�� �Þ þ �ð�þ �Þ�=2, where � is the
delta distribution, (5.1) gives hð�Þ ¼ cosð��Þ as in the
monochromatic case of (2.11), and, as we have discussed
in Sec. III, there are resonances for integer �. However,

we have found that for continuous ~h the average of
ðcos� þ�Px0Þh½
�Qð�Þ� is zero, i.e.,

lim
T!1

�
1

T

Z T

0
ðcos� þ �Px0Þh½
�Qð�Þ�d�

�
¼ 0: (5.2)

Thus the averaging normal form for (2.52) and (2.53) is
just the NonR normal form of Sec. III C and thus a

continuous ~hð�Þ, localized for example near the � ¼ 1
(monochromatic) resonance, washes out the effect of that
resonance in the first-order averaging normal form.
This does not mean that there is no resonant behavior
near � ¼ 1 because we have not yet proved that the normal
form (in this case the NonR normal form of Sec. III C)
gives a good approximation, i.e., it may not be possible to
prove an averaging theorem. We are pursuing this.
However, even if an averaging theorem can be proven there
might still be an effect in second-order averaging.
In Sec. III we begin by determining the Oð"2Þ terms of

(2.52) and (2.53), using (2.54) and (2.55), which enter the
error bounds. Thus we obtain (3.18)–(3.23) as our basic
system for 
; �. In Sec. III A we define a domain,
D0ð"0Þ 	 R3 such that g1, g2 are well defined and con-
tinuous on D0ð"0Þ � ð0; "0� � ½1=2;1Þ. Moreover, the
vector field in (3.18) and (3.19) is well defined and C1
on D0ð"0Þ. Equations (3.18) and (3.19) are in a standard
form for the MoA and for each � a normal form is obtained
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by dropping the Oð"2Þ terms and averaging f1, f2 over � .
However, the average of f2 is not clear from (3.21) and it
is convenient to expand it in a Fourier series which is
given in (3.30)–(3.32). The average is then easily obtained
in (3.34) and leads to the definition of the NonR,
�-NonR, resonant and NearR cases. The NonR normal
form equations are 
0 ¼ "2� and �0 ¼ 0 in (3.35) and the
resonant normal form equations are given by (3.36). The
NonR case is stated precisely in Sec. III C. Instead of
focusing on the resonant case of (3.36) we consider in
Sec. III D the more general NearR case where we study
the dynamics in neighborhoods of the � ¼ k resonances.
If the neighborhood is too small then the resonant normal
form of (3.36) will be dominant thus the natural neighbor-
hood to study with first-order averaging is Oð"Þ and this is
the content of Sec. III D. Replacing � by kþ "a, our
basic equations (3.18) and (3.19) are rewritten in (3.46)
and (3.47). The function f2 in (3.47) has two " depen-
dencies one of which contributes to the Oð"2Þ term and
we are led to the basic NearR system (3.52)–(3.56). In
Sec. III D 1 we observe that the gRi are well defined on
D0ð"0Þ � ð0; "0� �N� ½�1=2; 1=2� and that gRi ð�; k; �Þ
are continuous for every k 2 N. Moreover, the vector
field in (3.52) and (3.53) is well defined and C1 on
D0ð"0Þ. In Sec. III D 2 the NearR normal form is pre-
sented in (3.61) and (3.62) and the solution behavior is
illustrated for a ¼ 0 and a ¼ 1=2 in Figs. 2–4. The
solution structure is conveniently illuminated, in terms
of the simple pendulum system, in Sec. III D 3. The
simple pendulum exhibits four types of behavior and
these are exploited to discuss the structure of solutions
of (3.61) and (3.62) in these four cases.

In Sec. III E we state the two averaging theorems which
relate the�-NonR and NearR normal form approximations
to the corresponding exact systems. Each theorem has a
detailed preamble which sets up a compact statement of the
theorem. The theorems establish the main results of the
paper, namely, that the normal form solutions give an Oð"Þ
approximation to the exact solutions on long-time,Oð1="Þ,
intervals. In the �-NonR case, the � interval can be made
larger by making � smaller but this is at the expense of
increasing the error as discussed in remark (1) of
Sec. III E 3. As a result of the theorems we have good
normal form approximations for � 2 ½kþ �; kþ 1� ��
and � 2 ½k� "=2; kþ "=2�. However, we point out there
may be gaps between these two intervals where neither
normal form applies.

The results of the theorems are applied in Sec. III F,
where the normal form approximations are used to derive
the approximate solutions of the Lorentz equations with z
as the independent variable. In Sec. III G we discuss the
small gain theory for � ¼ kþ "a based on our NearR
normal form and compare it with the standard theory for
k ¼ 1, a ¼ 0. However, we emphasize that we have not
justified the low gain theory in the context of our NearR
averaging theorem, as we mention at the end of Sec. III G.

Finally the proofs are given in Sec. IV. It can be seen that
the proofs themselves are quite simple. The proofs are
somewhat novel in that they do not use a near-identity
transformation, due to the Besjes approach, and they use a
system of differential inequalities in the calculation of the
error bounds, rather than a Gronwall-type inequality, which
leads to better error bounds. Therefore a solution of the
system of differential inequalities is presented and verified
in Appendix H. The first theorem, which is stated for the
�-NonR case, is an example of a quasiperiodic averaging
theorem with its concomitant small divisor problem. It is
inherently interesting in that the small divisor problem arises
in what must be the simplest possible way. We develop the
general theory of quasiperiodic averaging in [15]. The sec-
ond theorem, which is stated for the NearR case, is an
example of periodic averaging which has a vast literature,
however as mentioned above our approach here is novel.
While the proofs of Theorems 1 and 2 are simple the

whole application of the MoA is not. There was consider-
able work to put the problem into the standard form and
considerable effort to calculate the bounds on g1; g2 in
Appendix C and gR1 , g

R
2 in Appendix E as well as their

" ¼ 0 limits in Appendixes B and D. Since the " ¼ 0
singularities in the definitions (3.22), (3.23), (3.55), and
(3.56) are removable, these functions could be extended
to continuous functions on D0ð"0Þ � ½0; "0� � ½1=2;1Þ
and D0ð"0Þ � ½0; "0� �N� ½�1=2; 1=2� respectively,
but we chose not to do this. However, we note that g1 and
g2 are rewritten without the singularity in (B6) and (B13)
and gR1 and gR2 are rewritten without the singularity in
Appendix D [see Eqs. (D1) and (D6)].
We now comment on future work. First of all it would be

interesting to include the y dynamics using (2.8) as we do,
but not assuming the zero initial conditions in y, thus
treating the full 3D dynamics.
Second, it would be interesting to study the helical

undulator as we have done here for the planar undulator,
i.e., via first-order averaging.
Third, the work here sets the stage for a second-order

averaging study of the NonR case in (3.18) and (3.19) using
(3.43) and (3.44) and the NearR case in (3.52) and (3.53)
using (3.59) and (3.60). In both cases we have systems of
the form

dU

dt
¼ "FðU; tÞ þ "2GðU; tÞ þOð"3Þ; (5.3)

with approximating normal form given by

dV

dt
¼ " �FðVÞ þ "2ĜðVÞ; (5.4)

where �F is the t average of F and Ĝ is a linear combination
of the t average of G and terms depending on F (see [32],

Sec. 5, p. 610] for a construction of the normal form, i.e., Ĝ,
and an associated theorem and proof). Such a study would
include a computation of the averages from (3.43), (3.44),
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(3.59), and (3.60) and then a phase plane analysis of this
second-order normal form system including a comparison
with our first-order normal form system. In addition aver-
aging theorems could be proven which we anticipate will
give an Oð"2Þ error on ½0; T="� as in [32]. Furthermore, it
would be interesting to see what happens in the NonR case,
e.g., is the energy deviation � still conserved. We note that
generically second-order averaging gives a better error
estimate but the interval of validity remains the same (see
[32] for situations where the time interval can be extended).
Finally it would be interesting to know if, in the NearR case,
there is a breakdown in the integrability of the NearR
normal form due to separatrix splitting [37] with the con-
comitant chaotic behavior. This is a delicate issue, which
cannot be studied with second-order averaging, since (5.4)
is a second-order autonomous system and as such it
cannot exhibit chaos as pointed out at the end of
Sec. III D 3. This work could be a possible future project,
however it does not appear to be interesting from the
application point of view since collective effects are surely
more important than noncollective effects at second order.

Fourth, we are therefore eager to move on to the collec-
tive case based in part on our understanding here. As a first
step we are studying the consequence of (G1)–(G5). We
have not seen this form of the solution of the 1D wave
equation in the FEL literature although the first equality in
(G3) is derived in many elementary partial differential
equation books. In addition, we are pursuing the issue
raised in the paragraph containing Eq. (5.1), concerning a

continuous ~h.

VII. TABLE OF NOTATION

a (3.45)

B1, B2 (3.126)

BR
1 , B

R
2 (3.147)

Dð"; �Þ, D0ð"0Þ (3.10) and (3.12)

E (1.4)

f1, f2 (3.20) and (3.21)

fR1 , f
R
2 (3.54) and (3.51)

g1, g2 (3.22) and (3.23)

gR1 , g
R
2 (3.55) and (3.56)

h, H (2.11)

jj, ĵj (3.27) and (3.29)

K (1.1)

Kr (1.3)

A (3.63)

MoA Method of Averaging

NonR (nonresonant) Sec. III B

NearR (near-to-resonant) Sec. III B

N Set of positive integers

px, py, pz (dependent variables) (2.7)

Px, Pz (2.39) and (2.41)

q, �q, Q (2.44), (3.4), and (2.48)

t (dependent and
independent variable)

Sec. II A

v1, v2 (dependent variables) (3.39), (3.40), (3.61), and (3.62)

v̂1, v̂2 (3.67)

W, WR (3.115) and (3.137)

x, y (dependent variables) (2.6)

X, Y (3.70)

z (dependent and

independent variable)

(2.6)

Z Set of integers

��, � (2.10) and (2.23)

� (dependent variable) (2.4)

�c (2.34)

� III B

�� NonR ð�� NonResonantÞ III B

�Px0 (2.40)

" (1.5)

� (independent variables) (2.35)

� (2.34)


aux, 
 (dependent variables) (2.36) and (2.47)

�x, �z, �x;ub, �z;lb (3.7), (3.8), (3.14), and (C22)

�0, �1 (3.6)

� (dependent variable) (2.34)

�lbð"Þ (3.13)

� (3.74)
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APPENDIX A: THE BESSEL EXPANSION

Here we derive the Bessel expansion (3.31) of
jjð�;�;�Px0Þ. In fact by (3.27),

jjð� ;�;�Px0Þ ¼ ðcos� þ �Px0Þ expð�i��0 sin�Þ
� expð�i��1 sin2�Þ

¼ 1

2
jj1ð�Þ þ 1

2
jj�1ð�Þ þ �Px0jj0ð�Þ; (A1)

where

jjmð�Þ :¼ expðim�Þexpð�i�½�0sin�þ�1sin2��Þ: (A2)

Now

expðix sin
Þ ¼ X
n2Z

JnðxÞ expðin
Þ;

J�nðxÞ ¼ ð�1ÞnJnðxÞ;
(A3)

whence, by (A2),
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jjmð�Þ ¼ eim�e�i��0 sin�e�i��1 sin2� ¼ eim�

�X
k2Z

Jkð��1Þe�i2k�

��X
l2Z

Jlð��0Þe�il�

�
¼ X

k;l2Z

Jlð��0ÞJkð��1Þeiðm�l�2kÞ� ¼ X
n2Z

�X
k2Z

Jm�n�2kð��0ÞJkð��1Þ
�
ein� : (A4)

Let

J ðn;m; �;�0;�1Þ :¼
X
k2Z

Jm�n�2kð��0ÞJkð��1Þ; (A5)

then, by (A4),

jjmð�Þ ¼
X
n2Z

J ðn;m; �;�0;�1Þein� ; (A6)

and thus, by (A1),

jjð� ;�;�Px0Þ ¼
X
n2Z

�
1

2
J ðn; 1; �;�0;�1Þ þ 1

2
J ðn;�1; �;�0;�1Þ þ�Px0J ðn; 0; �;�0;�1Þ

�
ein� ; (A7)

whence, by (3.29),

bjjðn;�;�Px0Þ ¼ 1

2
J ðn; 1; �;�0;�1Þ þ 1

2
J ðn;�1; �;�0;�1Þ þ�Px0J ðn; 0; �;�0;�1Þ; (A8)

so that indeed (3.31) holds.
It is useful for the discussion in Sec. III B to have the following special case. We have, by (A8),

bjjðk; k; 0Þ ¼ 1

2
½J ðk; 1; k; 0;�1Þ þ J ðk;�1; k; 0;�1Þ�; (A9)

where

J ðk; 1; k; 0;�1Þ ¼
X
k02Z

J1�k�2k0 ð0ÞJk0 ðk�1Þ ¼
�
Jð1�kÞ=2ðk�1Þ if k odd

0 if k even;
(A10)

J ðk;�1; k; 0;�1Þ ¼
X
k02Z

J�1�k�2k0 ð0ÞJk0 ðk�1Þ ¼
�
J�ð1þkÞ=2ðk�1Þ if k odd

0 if k even:
(A11)

Thus from (A9) bjjðk; k; 0Þ ¼ 0 for k even and, for k ¼ 2nþ 1 with n 2 Z,

bjjð2nþ 1; 2nþ 1; 0Þ ¼ 1

2
fJ�n½ð2nþ 1Þ�1� þ J�ðnþ1Þ½ð2nþ 1Þ�1�g ¼ 1

2
ð�1ÞnfJn½ð2nþ 1Þ�1� � Jnþ1½ð2nþ 1Þ�1�g:

(A12)

APPENDIX B: LIMIT OF g1, g2

In this Appendix we first rewrite the functions gi into the convenient form (B6) and (B13) and use this to compute their
limits as " ! 0þ. Furthermore the properties (B6) and (B13) will be used in Appendices C and D. Let therefore " 2
ð0; "0� with "0 2 ð0; 1�, let � 2 ½1=2;1Þ and let ð
; �; �Þ 2 D0ð"0Þ.

We first consider g1. Note that, by (2.44), (3.7), and (3.25),

1þ K2�2
xð
; �; "; �Þ

¼ qð�Þ þ "2K2 �q

2�
ð sinf�½
�Qð�Þ�g � sinð�
0ÞÞ½2ðcos� þ �Px0Þ þ "2 �q

2�
ð sinf�½
�Qð�Þ�g � sinð�
0ÞÞ�: (B1)

On the set fð
; �; �; "; �Þ 2 ½Dð"; �Þ � R2�: 0< " � "0; � � 1=2g we define the real valued function ~�z by
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~� zð
; �; �; "; �Þ :¼ 1

1þ "�
�zð
; �; �; "; �Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� "2

E
ð1þ "�Þ�2½1þ K2�2

xð
; �; "; �Þ�
s

: (B2)

We obtain from (3.22), (3.25), and (B2) that

"2g1ð
; �; �; "; �Þ ¼ 2E
"2 �q

�
1� 1

~�zð
; �; �; "; �Þ
�
þ qð�Þ

�q
ð1� 2"�Þ;

whence

1

2E
�q ~�zð ~�z þ 1Þ"4g1 ¼ ~�2

z � 1þ 1

2E
q ~�zð ~�z þ 1Þ"2ð1� 2"�Þ

¼ 1

ð1þ "�Þ2
�
�"2

E
ðqþ "2�1Þ þ 1

2E
q ~�zð ~�z þ 1Þ"2ð1þ "�Þ2ð1� 2"�Þ

�
; (B3)

where we used from (3.8), (B1), and (B2) the fact that

~� 2
zð
; �; �; "; �Þ � 1 ¼ � "2

Eð1þ "�Þ2 ½qð�Þ þ "2�1ð
; �; "; �Þ�; (B4)

with

�1ð
; �; "; �Þ :¼ K2 �q

2�
ð sinf�½
�Qð�Þ�g � sinð�
0ÞÞ

�
2ðcos� þ�Px0Þ þ "2 �q

2�
ð sinf�½
�Qð�Þ�g � sinð�
0ÞÞ

�
: (B5)

Clearly, by (B3) and (B4),

1

2E
�q ~�zð ~�z þ 1Þ"4g1 ¼ � "2q

Eð1þ "�Þ2
�
1� 1

2
~�zð ~�z þ 1Þð1� 3"2�2 � 2"3�3Þ

�
� "4�1

Eð1þ "�Þ2

¼ � "2q

Eð1þ "�Þ2
�
� 1

2
ð ~�z � 1Þð ~�z þ 2Þ þ 1

2
~�zð ~�z þ 1Þð3"2�2 þ 2"3�3Þ

�
� "4�1

Eð1þ "�Þ2 ;

whence

1

2E
�q ~�zð ~�z þ 1Þ2"4g1

¼ � "2q

2Eð1þ "�Þ2 ½�ð ~�2
z � 1Þð ~�z þ 2Þ þ "2 ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þ� � "4�1

Eð1þ "�Þ2 ð
~�z þ 1Þ

¼ � "2q

2Eð1þ "�Þ4
�
"2

E
ðqþ "2�1Þð ~�z þ 2Þ þ "2 ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þð1þ "�Þ2

�
� "4�1

Eð1þ "�Þ2 ð
~�z þ 1Þ

¼ � "2q

2Eð1þ "�Þ4
�
"2

E
qð ~�z þ 2Þ þ "2 ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þð1þ "�Þ2

�
� "6qð ~�z þ 2Þ�1

2E2ð1þ "�Þ4 � "4�1

Eð1þ "�Þ2 ð
~�z þ 1Þ

¼ � "2q

2Eð1þ "�Þ4
�
"2

E
qð ~�z þ 2Þ þ "2 ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þð1þ "�Þ2

�
� "4�1

2Eð1þ "�Þ4
�
2ð1þ "�Þ2ð ~�z þ 1Þ þ "2

E
qð ~�z þ 2Þ

�
;

so that

�q ~�zð ~�z þ 1Þ2g1 ¼ � q

ð1þ "�Þ4
�
q

E
ð ~�z þ 2Þ þ ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þð1þ "�Þ2

�
� �1

ð1þ "�Þ4
�
2ð1þ "�Þ2ð ~�z þ 1Þ þ "2q

E
ð ~�z þ 2Þ

�
;
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i.e.,

g1ð
; �; �; "; �Þ ¼ � q

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ4
�
q

E
ð ~�z þ 2Þ þ ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þð1þ "�Þ2

�
� �1

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ4
�
2ð1þ "�Þ2ð ~�z þ 1Þ þ "2q

E
ð ~�z þ 2Þ

�
: (B6)

Clearly, by (3.8) and (B5),

lim
"!0þ

½ ~�zð
; �; �; "; �Þ� ¼ 1; (B7)

lim
"!0þ

½�1ð�; �; "; �Þ� ¼ K2 �q

�
ðsinf�½
�Qð�Þ�g � sinð�
0ÞÞðcos� þ�Px0Þ; (B8)

whence, by (B6),

lim
"!0þ

½g1ð
; �; �; "; �Þ� ¼ �qð�Þ
4 �q

�
3

E
qð�Þ þ 12�2

�
� K2

�
ð sinf�½
�Qð�Þ�g � sinð�
0ÞÞðcos� þ �Px0Þ: (B9)

We note that the formula for g1 in (B6) does not have a singularity at " ¼ 0 as mentioned at the end of Sec. III A. This
could be used as the definition of g1 including the point " ¼ 0; we chose not to as the formula is a bit complex.

We now consider g2 and we obtain from (3.23) and (B2) that

"2g2ð
; �; �; "; �Þ ¼ "K2 cosf�½
�Qð�Þ�g
�
cos� þ �Px0 � �xð
; �; "; �Þ

~�zð
; �; �; "; �Þ
�
;

whence

~�zð1þ "�Þ"g2 ¼ K2 cosf�½
�Qð�Þ�g½ð1þ "�Þ ~�zðcos� þ�Px0Þ ��x�
¼ K2 cosf�½
�Qð�Þ�gfðcos� þ �Px0Þ½ð1þ "�Þ ~�z � 1� � "2�2g; (B10)

where we used from (3.7) the fact that

�xð
; �; "; �Þ ¼ cos� þ �Px0 þ "2�2ð
; �; �Þ; (B11)

with

�2ð
; �; �Þ :¼ �q

2�
ðsinf�½
�Qð�Þ�g � sinð�
0ÞÞ: (B12)

Clearly, by (B10),

~�zð1þ "�Þ"g2 ¼ K2 cosf�½
�Qð�Þ�gfðcos� þ �Px0Þ½ ~�z � 1þ "� ~�z� � "2�2g;
whence, by (B4),

ð ~�z þ 1Þ ~�zð1þ "�Þ"g2
¼ K2 cosf�½
�Qð�Þ�gfðcos� þ�Px0Þ½ ~�2

z � 1þ "� ~�zð ~�z þ 1Þ� � "2�2ð ~�z þ 1Þg

¼ K2 cosf�½
�Qð�Þ�g
�
ðcos� þ�Px0Þ

�
� "2

Eð1þ "�Þ2 ðqþ "2�1Þ þ "� ~�zð ~�z þ 1Þ
�
� "2�2ð ~�z þ 1Þ

�
;

so that

~�zð ~�z þ 1Þð1þ "�Þ3"g2
¼ K2 cosf�½
�Qð�Þ�g

�
ðcos� þ�Px0Þ

�
�"2

E
ðqþ "2�1Þ þ "� ~�zð ~�z þ 1Þð1þ "�Þ2

�
� "2�2ð ~�z þ 1Þð1þ "�Þ2

�
;

which entails that
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~�zð ~�z þ 1Þð1þ "�Þ3g2
¼ K2 cosf�½
�Qð�Þ�g

�
ðcos� þ �Px0Þ

�
� "

E
ðqþ "2�1Þ þ � ~�zð ~�z þ 1Þð1þ "�Þ2� � "�2ð ~�z þ 1Þð1þ "�Þ2

�
;

i.e.,

g2ð
;�; �; ";�Þ

¼ K2 cosf�½
�Qð�Þ�g
~�zð ~�z þ 1Þð1þ "�Þ3

�
ðcos� þ�Px0Þ

�
�"

E
½qð�Þ þ "2�1� þ� ~�zð ~�z þ 1Þð1þ "�Þ2

�
� "�2ð ~�z þ 1Þð1þ "�Þ2

�
:

(B13)

Clearly, by (B7) and (B13),

lim
"!0þ

½g2ð
; �; �; "; �Þ� ¼ �K2 cosf�½
�Qð�Þ�gðcos� þ�Px0Þ: (B14)

We note that the formula for g2 in (B13) does not have a singularity at " ¼ 0 as mentioned at the end of Sec. III A. This
could be used as the definition of g2 including the point " ¼ 0; we chose not to as the formula is a bit complex.

APPENDIX C: BOUNDS ON g1, g2

Let " 2 ð0; "0� with "0 2 ð0; 1�, let � 2 ½1=2;1Þ and let �0 > �lbð"0Þ. Let also (3.118) hold, i.e., �lbð"0Þ< 0 as in
Theorem 1 [see item (4) of the setup list for Theorem 1]. We also assume that

ð
; �; �Þ 2 R� ½�0 � d2; �0 þ d2� � R; (C1)

where

0< d2 < �0 � �lbð"0Þ: (C2)

Note that, by (3.12), (C1), and (C2),

ð
; �; �Þ 2 ðR� ½�0 � d2; �0 þ d2� � RÞ 	 D0ð"0Þ 	 Dð"; �Þ: (C3)

In this Appendix we derive the bounds (C26) and (C29) of g1 and g2. We thus show in this Appendix that the properties
(C26) and (C29) hold in the situation of Theorem 1 [see item (7) of the setup of Theorem 1]. Moreover, the properties
(C26) and (C29) will be used in Appendix E. Note that our assumptions in this Appendix allow us to apply the results of
Appendix B.

We first consider g1 and we obtain from (B6)

jg1j ¼
��������� q

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ4
�
q

E
ð ~�z þ 2Þ þ ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þð1þ "�Þ2

�
� �1

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ4
�
2ð1þ "�Þ2ð ~�z þ 1Þ þ "2q

E
ð ~�z þ 2Þ

���������: (C4)

It follows from (2.44), (3.4), (3.11), (B2), and (C3) that

q > 0; �q > 0; 1þ "� > 0; 0< ~�z < 1; 3�2 þ 2"�3 ¼ �2 þ 2�2ð1þ "�Þ � 0; (C5)

whence, by (C4),
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jg1j � q

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ4
�
q

E
ð ~�z þ 2Þ þ ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þð1þ "�Þ2

�
þ j�1j

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ4
�
2ð1þ "�Þ2ð ~�z þ 1Þ þ "2q

E
ð ~�z þ 2Þ

�

¼ q

�qð1þ "�Þ2
�

qð ~�z þ 2Þ
E ~�zð ~�z þ 1Þ2ð1þ "�Þ2 þ 3�2 þ 2"�3

�
þ j�1j

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ2
�
2ð ~�z þ 1Þ þ "2qð ~�z þ 2Þ

Eð1þ "�Þ2
�
:

(C6)

Note also that, by (3.8), (3.15), and (B2),

~�2
zð
; �; �; "; �Þ ¼ 1� "2

E
1þ K2�2

xð
; �; "; �Þ
ð1þ "�Þ2 � 1� "2

E

1þ K2�2
x;ubð"Þ

ð1þ "�Þ2 : (C7)

Moreover "2=ð1þ "�Þ2 and 1þ K2�2
x;ubð"; �Þ are increasing wrt " whence, by (C7),

~�2
zð
; �; �; "; �Þ � 1� "20

E

1þ K2�2
x;ubð"0Þ

ð1þ "0�Þ2
: (C8)

Since 0< " � "0 we have, by (C1),

1þ "� � 1þ "ð�0 � d2Þ � 1þ inf
"2ð0;"0�

½"ð�0 � d2Þ� ¼ 1þmin½0; "0ð�0 � d2Þ� ¼: �3ð�0; "0; d2Þ: (C9)

Note that, by (3.13) and (C2),

1þ "0ð�0 � d2Þ> 1þ "0�lbð"0Þ> 0; (C10)

whence, by (C9),

�3ð�0; "0; d2Þ> 0; (C11)

so that, for n 2 N and by (C9),

1

ð1þ "�Þn �
1

�n
3ð�0; "0; d2Þ : (C12)

It follows from (C8) and (C12),

~�2
zð
; �; �; "; �Þ � ��z;lbð"0Þ; (C13)

where

��z;lbð"Þ :¼ 1� "2
1þ K2�2

x;ubð"Þ
E�2

3ð�0; "; d2Þ
: (C14)

To show that ��z;lbð"0Þ> 0 we compute, by using (3.13),

"20
1þ K2�2

x;ubð"0Þ
E�2

3ð�0; "0; d2Þ
¼
�
1þ "0�lbð"0Þ
�3ð�0; "0; d2Þ

�
2
: (C15)

If �0 � 0 then, by (C9) and (C10),

�3ð�0; "0; d2Þ ¼ 1þ "0ð�0 � d2Þ> 1þ "0�lbð"0Þ> 0; (C16)

whence

0<
1þ "0�lbð"0Þ
�3ð�0; "0; d2Þ < 1; (C17)

so that, by (C15),
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"20
1þ K2�2

x;ubð"0Þ
E�2

3ð�0; "0; d2Þ
< 1: (C18)

If �0 > 0 then, by (3.13), (3.118), and (C9),

�3ð�0; "0; d2Þ ¼ 1> 1þ "0�lbð"0Þ> 0; (C19)

whence again (C17) holds which entails (C18) by (C15). Having thus proven (C18) we conclude from (C14) that

��z;lbð"0Þ> 0; (C20)

whence, by (C5) and (C13),

~�zð
; �; �; "; �Þ> ~�z;lbð"0Þ; (C21)

where

~�z;lbð"Þ :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��z;lbð"Þ

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� "2

1þ K2�2
x;ubð"Þ

E�2
3ð�0; "; d2Þ

vuut : (C22)

Of course since ~�z,
~�z;lb > 0 we conclude from (C21) that

1
~�zð
; �; �; "; �Þ

<
1

~�z;lbð"0Þ
: (C23)

Inserting (C5), (C12), and (C23) into (C6) yields to

jg1j � q

�q�2
3ð�0; "0; d2Þ

�
3q

E ~�z;lbð"0Þ�2
3ð�0; "0; d2Þ

þ 3�2 þ 2"0j�j3
�
þ j�1j

�q ~�z;lbð"0Þ�2
3ð�0; "0; d2Þ

�
4þ 3"20q

E�2
3ð�0; "0; d2Þ

�
:

(C24)

Furthermore, by (2.44), (B5), (C1), and (C5),

j�j ¼ j�� �0 þ �0j � j�� �0j þ j�0j< d2 þ j�0j;

j�1ð
; �; "; �Þj � K2 �q

�

�
2þ 2j�Px0j þ "2 �q

�

�
� K2 �q

�

�
2þ 2j�Px0j þ "20 �q

�

�
;

qð�Þ � 1þ K2ð1þ j�Px0jÞ2 ¼: qub:

(C25)

Inserting (C25) into (C24) yields to

jg1ð
; �; �; "; �Þj � qub
�q�2

3ð�0; "0; d2Þ
�

3qub

E ~�z;lbð"0Þ�2
3ð�0; "0; d2Þ

þ 3ðd2 þ j�0jÞ2 þ 2"0ðd2 þ j�0jÞ3
�

þ K2

� ~�z;lbð"0Þ�2
3ð�0; "0; d2Þ

�
2þ 2j�Px0j þ "20 �q

�

��
4þ 3"20qub

E�2
3ð�0; "0; d2Þ

�
¼: C1ð�0; "0; �; d2Þ: (C26)

We now consider g2 and we obtain from (B13) and (C5)

jg2j � K2

~�zð ~�z þ 1Þð1þ "�Þ3
�
ð1þ j�Px0jÞ

�
"0
E
ðqþ "20j�1jÞ þ j�j ~�zð ~�z þ 1Þð1þ "�Þ2� þ "0j�2jð ~�z þ 1Þð1þ "�Þ2

�
¼ K2

�
"0ð1þ j�Px0jÞ

E ~�zð ~�z þ 1Þð1þ "�Þ3 ðqþ "20j�1jÞ þ j�jð1þ j�Px0jÞ
1þ "�

þ "0j�2j
~�zð1þ "�Þ

�
: (C27)

Note that, by (B12) and (C5),

j�2ð
; �; �Þj � �q

�
: (C28)

Inserting (C5), (C12), (C23), (C25), and (C28) into (C27) yields to
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jg2ð
; �; �; "; �Þj � K2

�
"0ð1þ j�Px0jÞ

E ~�z;lbð"0Þ�3
3ð�0; "0; d2Þ

�
qub þ "20

K2 �q

�

�
2þ 2j�Px0j þ "20 �q

�

��
þ ðd2 þ j�0jÞð1þ j�Px0jÞ

�3ð�0; "0; d2Þ þ "0 �q

� ~�z;lbð"0Þ�3ð�0; "0; d2Þ
�
¼: C2ð�0; "0; �; d2Þ; (C29)

where �3,
~�z;lb, qub are given by (C9), (C22), and (C25).

APPENDIX D: LIMIT OF gR1 , g
R
2

In this Appendix we first rewrite the functions gRi into the convenient form (D1), (D4), (D6), and (D8) and use this to
compute their limits as " ! 0þ . Furthermore the properties (D1), (D4), (D6), and (D8) will be used in Appendix E. Let
therefore " 2 ð0; "0� with "0 2 ð0; 1� and k 2 N; a 2 ½�1=2; 1=2� and let ð
; �; �Þ 2 D0ð"0Þ. Note that our assumptions
in this Appendix allow us to apply the results of Appendix B.

We first consider g1 and we obtain from (3.55) and (B6) that

gR1 ð
; �; �; "; k; aÞ ¼ g1ð
; �; �; "; kþ "aÞ
¼ � q

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ4
�
q

E
ð ~�z þ 2Þ þ ~�zð ~�z þ 1Þ2ð3�2 þ 2"�3Þð1þ "�Þ2

�
� �1

�q ~�zð ~�z þ 1Þ2ð1þ "�Þ4
�
2ð1þ "�Þ2ð ~�z þ 1Þ þ "2q

E
ð ~�z þ 2Þ

�
; (D1)

where ~�z ¼ ~�zð
; �; �; "; kþ "aÞ and �1 ¼ �1ð
; �; "; kþ "aÞ whence, by (B6) and (B9),

lim
"!0þ

½gR1 ð
; �; �; "; k; aÞ� ¼ lim
"!0þ

½g1ð
; �; �; "; kÞ�

¼ �qð�Þ
4 �q

�
3

E
qð�Þ þ 12�2

�
� K2

k
ð sinfk½
�Qð�Þ�g � sinðk
0ÞÞðcos� þ �Px0Þ: (D2)

We now consider gR2 and we first use (3.57) and (3.58) to write (3.56) as

gR2 ð
; �; �; "; k; aÞ ¼ g2ð
; �; �; "; kþ "aÞ � K2

"
ðcos� þ�Px0Þð cosfðkþ "aÞ½
� � ��0 sin� ��1 sin2��g

� cosðk½
� � ��0 sin� ��1 sin2�� � "a�ÞÞ: (D3)

It follows from (D3) that

gR2 ð
; �; �; "; k; aÞ ¼ gR2;1ð
; �; �; "; k; aÞ þ gR2;2ð
; �; �; "; k; aÞ; (D4)

where

gR2;1ð
; �; �; "; k; aÞ :¼ g2ð
; �; �; "; kþ "aÞ; (D5)

gR2;2ð
; �; �; "; k; aÞ :¼ �K2

"
ðcos� þ �Px0Þ½cosð�4 þ �5Þ � cosð�4Þ�

¼ 2K2

"
ðcos� þ �Px0Þ sinð�5=2Þ sin

�
1

2
½2�4 þ �5�

�
¼ K2

"
ðcos� þ �Px0Þ�5sincð�5=2Þ sin

�
1

2
½2�4 þ �5�

�
¼ K2að
��0 sin� ��1 sin2�Þðcos� þ �Px0Þsincð�5=2Þ sin

�
1

2
½2�4 þ �5�

�
; (D6)

with

�4ð
; �; "; k; aÞ :¼ kð
� � ��0 sin� ��1 sin2�Þ � "a�; �5ð
; �; "; aÞ :¼ "að
��0 sin� ��1 sin2�Þ: (D7)

We obtain from (B13) and (D5)
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gR2;1ð
; �; �; "; k; aÞ ¼ g2ð
; �; �; "; kþ "aÞ

¼ K2

~�zð ~�z þ 1Þð1þ "�Þ3 cosf�½
�Qð�Þ�g

�
�
ðcos� þ �Px0Þ

�
� "

E
ðqþ "2�1Þ þ � ~�zð ~�z þ 1Þð1þ "�Þ2

�
� "�2ð ~�z þ 1Þð1þ "�Þ2

�
; (D8)

where ~�z ¼ ~�zð
; �; �; "; kþ "aÞ and �2 ¼ �2ð
; �; kþ "aÞ whence, by (B13) and (B14),

lim
"!0þ

½gR2;1ð
; �; �; "; k; aÞ� ¼ lim
"!0þ

½g2ð
; �; �; "; kÞ� ¼ �K2 cosfk½
�Qð�Þ�gðcos� þ �Px0Þ: (D9)

Clearly, by (D7),

lim
"!0þ

fsinc½�5ð
; �; "; aÞ=2�g ¼ 1; lim
"!0þ

fsinð1
2
½2�4 þ �5�Þg ¼ lim

"!0þ
½sinð�4Þ� ¼ sinðk½
� � ��0 sin� ��1 sin2��Þ;

(D10)

whence, by (D6),

lim
"!0þ

½gR2;2ð
; �; �; "; k; aÞ� ¼ K2að
��0 sin� ��1 sin2�Þ sinðk½
� � ��0 sin� ��1 sin2��Þðcos� þ �Px0Þ; (D11)

so that, by (D4) and (D9),

lim
"!0þ

½gR2 ð
; �; �; "; k; aÞ� ¼ �K2 cosfk½
�Qð�Þ�gðcos� þ�Px0Þ
þ K2að
��0 sin� ��1 sin2�Þ sinðk½
� � ��0 sin� ��1 sin2��Þðcos� þ �Px0Þ: (D12)

APPENDIX E: BOUNDS ON gR1 , g
R
2

Let " 2 ð0; "0� with "0 2 ð0; 1� and let k 2 N; a 2 ½�1=2; 1=2�. Let also 
0 2 R and �0 > �lbð"0Þ. Moreover let
(3.118) hold, i.e., �lbð"0Þ< 0 [see also item (4) of the setup list for Theorem 2]. Furthermore we assume that

ð
; �; �Þ 2 ½
0 � d1; 
0 þ d1� � ½�0 � d2; �0 þ d2� � R; (E1)

where �0, d1, d2 satisfy

0< d1; 0< d2 < �0 � �lbð"0Þ: (E2)

In this Appendix we derive the bounds (E6) and (E14) of gR1 and g
R
2 . We thus show in this Appendix that the properties (E6)

and (E14) hold in the situation of Theorem 2 [see item (7) of the setup of Theorem 2]. Since all assumptions of this
Appendix are also satisfied in Appendix C and D, we can apply the results of those Appendices. Note that our assumptions
in this Appendix allow us to apply the results of Appendices C and D.

We first consider gR1 and we obtain from (3.55) that

jgR1 ð
; �; �; "; k; aÞj ¼ jg1ð
; �; �; "; kþ "aÞj; (E3)

whence, by (C26),

jgR1 ð
; �; �; "; k; aÞj � C1ð�0; "0; kþ "a; d2Þ; (E4)

where C1 is given by (C26). Note that, by (C26), C1ð�0; "0; �; d2Þ is decreasing wrt � whence

C1ð�0; "0; kþ "a; d2Þ � C1ð�0; "0; k� 1=2; d2Þ ¼: CR
1 ð�0; "0; k; d2Þ; (E5)

so that, by (E4),

jgR1 ð
; �; �; "; k; aÞj � CR
1 ð�0; "0; k; d2Þ; (E6)

where CR
1 is given by (E5).
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We now consider gR2 and we obtain from (D4) that

jgR2 ð
; �; �; "; k; aÞj � jgR2;1ð
; �; �; "; k; aÞj þ jgR2;2ð
; �; �; "; k; aÞj: (E7)

Note that, by (C29) and (D5),

jgR2;1ð
; �; �; "; k; aÞj ¼ jg2ð
; �; �; "; kþ "aÞj � C2ð�0; "0; kþ "a; d2Þ; (E8)

where C2 is given by (C29). Note that, by (C29), C2ð�0; "0; �; d2Þ is decreasing wrt � whence

C2ð�0; "0; kþ "a; d2Þ � C2ð�0; "0; k� 1=2; d2Þ ¼: CR
2;1ð�0; "0; k; d2Þ; (E9)

so that, by (E8),

jgR2;1ð
; �; �; "; k; aÞj � CR
2;1ð�0; "0; k; d2Þ; (E10)

where CR
2;1 is given by (E9). We also have, by (D6),

jgR2;2ð
; �; �; "; k; aÞj ¼
��������K2að
��0 sin� ��1 sin2�Þðcos� þ �Px0Þsincð�5=2Þ sin

�
1

2
½2�4 þ �5�

���������
� K2jajj
��0 sin� ��1 sin2�jð1þ j�Px0jÞ: (E11)

Of course, by (E1),

j
��0 sin� ��1 sin2�j � j
j þ j�0j þ j�1j � j
0j þ d1 þ j�0j þ j�1j; (E12)

whence, by (E11),

jgR2;2ð
; �; �; "; k; aÞj � K2jajð1þ j�Px0jÞðj
0j þ d1 þ j�0j þ j�1jÞ ¼: CR
2;2ð
0; a; d1Þ: (E13)

We conclude from (E7), (E10), and (E13) that

jgR2 ð
; �; �; "; k; aÞj � CR
2;1ð�0; "0; k; d2Þ þ CR

2;2ð
0; a; d1Þ ¼: CR
2 ð
0; �0; "0; k; a; d1; d2Þ; (E14)

where CR
2;1 is given by (E9) and CR

2;2 is given by (E13).

APPENDIX F: DERIVATIVES FOR LOW GAIN PROBLEM

We here derive (F6) which is needed in Sec. III G. By (3.177) we have

v0
1ð�; 1Þ ¼ 2v2ð�; 1Þ; v1ð0; 1Þ ¼ 
0;

v0
2ð�; 1Þ ¼ �Aðk;�Px0Þ cos½kv1ð�; 1Þ � a�� ¼ �Aðk;�Px0Þ

2
exp½uð�Þ� þ cc; v2ð0; 1Þ ¼ �0;

(F1)

where

uð�Þ :¼ i½kv1ð�; 1Þ � a��: (F2)

It follows from (F1) that

v00
2 ð�; 1Þ ¼ Aðk;�Px0Þ½kv0

1ð�; 1Þ � a� sin½kv1ð�; 1Þ � a�� ¼ Aðk;�Px0Þ½2kv2ð�; 1Þ � a� sin½kv1ð�; 1Þ � a��

¼ �Aðk;�Px0Þ
2

exp½uð�Þ�u0ð�Þ þ cc;

v000
2 ð�; 1Þ ¼ �Aðk;�Px0Þ

2
expðuÞ½u00 þ ðu0Þ2� þ cc; v0000

2 ð�; 1Þ ¼ �Aðk;�Px0Þ
2

expðuÞ½u000 þ 3u0u00 þ ðu0Þ3� þ cc;

(F3)

and from (F1)–(F3) that
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u0ð�Þ ¼ i½kv0
1ð�; 1Þ � a� ¼ i½2kv2ð�; 1Þ � a�; u00ð�Þ ¼ i2kv0

2ð�; 1Þ ¼ �i2kAðk;�Px0Þ cosðkv1ð�; 1Þ � a�Þ;
u000ð�Þ ¼ i2kv00

2 ð�; 1Þ ¼ i2kAðk;�Px0Þ½2kv2ð�; 1Þ � a� sin½kv1ð�; 1Þ � a��:
(F4)

We conclude from (F1), (F2), and (F4) that

uð0Þ ¼ ikv1ð0; 1Þ ¼ ik
0; u0ð0Þ ¼ i½2kv2ð0; 1Þ � a� ¼ i½2k�0 � a�;
u00ð0Þ ¼ �i2kAðk;�Px0Þ cos½kv1ð0; 1Þ�

¼ �i2kAðk;�Px0Þ cosðk
0Þ;
u000ð0Þ ¼ i2kAðk;�Px0Þ½2kv2ð0; 1Þ � a� sin½kv1ð0; 1Þ�

¼ i2kAðk;�Px0Þð2k�0 � aÞ sinðk
0Þ; (F5)

whence, by (F1) and (F3),

v0
2ð0; 1Þ ¼ �Aðk;�Px0Þ cos½kv1ð0; 1Þ� ¼ �Aðk;�Px0Þ cosðk
0Þ;

v00
2 ð0; 1Þ ¼ Aðk;�Px0Þ½2kv2ð0; 1Þ � a� sin½kv1ð0; 1Þ�

¼ Aðk;�Px0Þð2k�0 � aÞ sinðk
0Þ;

v000
2 ð0; 1Þ ¼ �Aðk;�Px0Þ

2
exp½uð0Þ�fu00ð0Þ þ ½u0ð0Þ�2g þ cc

¼ �Aðk;�Px0Þ
2

expðik
0Þf�i2kAðk;�Px0Þ cosðk
0Þ � ½2k�0 � a�2g þ cc

¼ �Aðk;�Px0Þf2kAðk;�Px0Þ sinðk
0Þ cosðk
0Þ � ½2k�0 � a�2 cosðk
0Þg
¼ Aðk;�Px0Þf�kAðk;�Px0Þ sinð2k
0Þ þ ½2k�0 � a�2 cosðk
0Þg;

v0000
2 ð0; 1Þ ¼ �Aðk;�Px0Þ

2
exp½uð0Þ�fu000ð0Þ þ 3u0ð0Þu00ð0Þ þ ½u0ð0Þ�3g þ cc

¼ �Aðk;�Px0Þ
2

expðik
0Þfi2kAðk;�Px0Þð2k�0 � aÞ sinðk
0Þ
þ 6kAðk;�Px0Þ½2k�0 � a� cosðk
0Þ � i½2k�0 � a�3g þ cc

¼ �Aðk;�Px0Þ
2

f�4kAðk;�Px0Þð2k�0 � aÞsin2ðk
0Þ
þ 12kAðk;�Px0Þ½2k�0 � a�cos2ðk
0Þ þ 2½2k�0 � a�3 sinðk
0Þg

¼ Aðk;�Px0Þf2kAðk;�Px0Þð2k�0 � aÞsin2ðk
0Þ � 6kAðk;�Px0Þ½2k�0 � a�cos2ðk
0Þ
� ½2k�0 � a�3 sinðk
0Þg: (F6)

APPENDIX G: ESTIMATE OF Er=cBu

In this Appendix we aim to estimate the magnitude of the electric field. The basic field equation is

�
@2

@t2
� c2

@2

@z2

�
Exðz; tÞ ¼ �cZvac

@j

@t
ðz; tÞ; (G1)

where Zvac ¼ 1=c�0 is the free space impedance and

jðz; tÞ :¼ � ecK

�?
cosðkuzÞ

XN
n¼1

1

�nðtÞ�½z� znðtÞ� � � ecKN

�c�?
cosðkuzÞ 1N

XN
n¼1

�½z� znðtÞ�; (G2)

with �? being the transverse emittance, see [13,38]. We proceed in two ways. In the first we solve (G1) and (G2) directly
and in the second we use Fourier transforms.

The unique solution of the homogeneous IVP at t ¼ 0 is
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Exðz; tÞ ¼ �Zvac

2

Z t

0
ds
Z zþct�cs

z�ctþcs
dy

@j

@s
ðy; sÞ ¼ �Zvac

2
½U�ðz; tÞ þUþðz; tÞ�; (G3)

where

U�ðz; tÞ :¼
Z z

z�ct
dy

�
j

�
y; tþ 1

c
ðy� zÞ

�
� jðy; 0Þ

�
; (G4)

Uþðz; tÞ :¼
Z zþct

z
dy

�
j

�
y; t� 1

c
ðy� zÞ

�
� jðy; 0Þ

�
: (G5)

The first equality in (G3) is often obtained using Duhamel’s principle and d’Alembert’s formula and the second equality is
obtained after changing the order of integration. To obtain our estimate we consider znðtÞ ¼ cctþ znð0Þ which is quite
crude (but may suffice for a rough estimate) and where the nonnegative c is determined by 2

c ¼ ð�2
c � 1Þ=�2

c. We obtain
[39] Uþ � U� and

U�ðz; tÞ � � 2ecK�cN

�?
1

N

XN
n¼1

Inðz; tÞ cosf2ku�2
c½z� ct� znð0Þ�g; (G6)

where

Inðz; tÞ :¼
�
1 if znðtÞ< z < znð0Þ þ ct

0 if otherwise:
(G7)

So if all the particles contributed at z, which they do not, then U�ðz; tÞ ¼ Oð2ecK�cN
�?

Þ and Er1 ¼ ZvacecK�cN
�?

would be a
typical value of the field Ex at ðz; tÞ.

We now give a second estimate, Er2, of Er. Following [38] which is based on [13] we Fourier transform (G1) by defining

Êxðz; !Þ :¼ 1

2	

Z 1

�1
dsEx

�
z;
z

c
� s

ckr

�
expð�i!sÞ: (G8)

The Fourier inversion theorem gives

Exðz; tÞ ¼
Z 1

�1
d!Êxðz;!Þ expði!kr½z� ct�Þ: (G9)

We define ĵðz;!Þ in the same way as Êxðz;!Þ whence, in the slowly varying approximation, (G1) reduces to

@Êx

@z
ðz; !Þ ¼ �Zvac

2
ĵðz;!Þ; (G10)

and from (G2) we obtain

ĵðz;!Þ ¼ � ecKNkr
2	c�c�?

�jðz;!Þ; (G11)

where

�jðz; !Þ :¼ cosðkuzÞ expð�i!krzÞ 1N
XN
n¼1

exp½i!ckrTnðzÞ�: (G12)

Here the function Tn is the inverse of the function zn. To obtain our estimate we note that j �jj is bounded by 1 and replace it
by 1 which is quite crude but may suffice for a rough estimate. Inserting this into (G10) and integrating we obtain

Êxðz; !Þ ¼ O

�
Zvac

2

ecKNkr
2	c�c�?

1

ku
kuz

�
; (G13)

and, for kuz ¼ Oð1Þ,

Êx ¼ OðEr2Þ; Er2 :¼ Zvac

4	

ecKN

�?
kr

kuc�
2
c

�c: (G14)
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We now have, recalling that K ¼ 3:7 in LCLS,

Er1

Er2

¼ 4	
ku�

2
c

kr
¼ 4	=Kr ¼ 2	

�
1þ K2

2

�
� 2	½1þ ð3:7Þ2=2� � 49; (G15)

and we calculate Er2=cBu. From (G14),

Er2

cBu

¼ Zvacc

4	

eK

cBu

kr
ku�

2
c

�c

N

�?
: (G16)

Now K=cBu ¼ e=mc2ku and kr=ku�
2
c ¼ 2ð1þ K2=2Þ�1 therefore

Er2

cBu

¼ Zvacc

4	

e2

mc2
1

ku

2

ð1þ K2=2Þ�c

N

�?
¼ re

1

ku

2

ð1þ K2=2Þ�c

N

�?
; (G17)

where re denotes the classical electron radius. Furthermore,

re � 2:82� 10�15 m;
1

ku
¼ 3 cm

2	
;

2

ð1þ K2=2Þ � 0:255; �c ¼ 104;

and so

Er2

cBu

� 0:034� 10�12 m2 N

�?
� 34;

Er1

cBu

¼ Er2

cBu

Er1

Er2

� 34� 49 � 1700;

for N ¼ 109 and �? ¼ 1 mm2.

APPENDIX H: IVP FOR A SYSTEM OF DIFFERENTIAL INEQUALITIES

Here we present and verify a solution of the IVP for a system of differential inequalities which is used in Secs. IVA and
IVB. Consider the IVP for

R0
1ð�Þ � a1R2ð�Þ; (H1)

R0
2ð�Þ � a2R1ð�Þ; (H2)

where a1, a2 > 0 and R1, R2 are continuously differentiable. We want to show, for � � 0, that

R1ð�Þ � r1ð�Þ; R2ð�Þ � r2ð�Þ; (H3)

where

r01 ¼ a1r2; r1ð0Þ ¼ R1ð0Þ; (H4)

r02 ¼ a2r1; r2ð0Þ ¼ R2ð0Þ: (H5)

We do this in two ways. First we define r̂jð�Þ :¼ Rjð�Þ � rjð�Þ for j ¼ 1; 2; � � 0 whence, by (H1), (H2), (H4), and (H5),

r̂01ð�Þ � a1r̂2ð�Þ; r̂02ð�Þ � a2r̂1ð�Þ; r̂1ð0Þ ¼ r̂2ð0Þ ¼ 0: (H6)

Clearly we have to show that, for j ¼ 1; 2; � � 0,

r̂jð�Þ � 0: (H7)

It follows from (H6) that

r̂01ð�Þ � a1
Z �

0
dsr̂02ðsÞ � a1a2

Z �

0
dsr̂1ðsÞ; r̂02ð�Þ � a2

Z �

0
dsr̂01ðsÞ � a1a2

Z �

0
dsr̂2ðsÞ;

i.e.,
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r̂ 0
jð�Þ � a20

Z �

0
dsr̂jðsÞ; (H8)

where a0 :¼ ffiffiffiffiffiffiffiffiffiffi
a1a2

p
. It follows from (H8) and by partial integration that

expð�a0�Þr̂jð�Þ þ a0
Z �

0
ds expð�a0sÞr̂jðsÞ ¼

Z �

0
ds expð�a0sÞr̂0jðsÞ � a20

Z �

0
ds expð�a0sÞ

Z s

0
d~sr̂jð~sÞ

¼ �a0 expð�a0�Þ
Z �

0
dsr̂jðsÞ þ a0

Z �

0
ds expð�a0sÞr̂jðsÞ; (H9)

which entails

r̂jð�Þ � �a0
Z �

0
dsr̂jðsÞ: (H10)

Abbreviating

�rjð�Þ :¼
Z �=a0

0
dsr̂jðsÞ; (H11)

we obtain from (H10)

�r0jð�Þ ¼
1

a0
r̂jð�=a0Þ � �

Z �=a0

0
dsr̂jðsÞ ¼ ��rjð�Þ; (H12)

whence

0 � expð�Þ½�rjð�Þ þ �r0jð�Þ� ¼ ½expð�Þ �rjð�Þ�0; (H13)

so that expð�Þ �rjð�Þ is decreasing wrt � which entails, by
(H11), that

0 ¼ expð0Þ�rjð0Þ � expð�Þ�rjð�Þ; (H14)

i.e.,

�rjð�Þ � 0: (H15)

We conclude from (H8), (H11), and (H15) that

r̂0jð�Þ � a20

Z �

0
dsr̂jðsÞ ¼ �rjða0�Þ � 0; (H16)

whence r̂jð�Þ is decreasing wrt � so that (H7) follows from
(H6).

The result in (H3) is a special case of a much more
general theorem on pages 112–113 of [33]. That proof
simplifies in the special case here and we present it for
the interested reader. The proof proceeds by cleverly in-
troducing a comparison function h. Here

hð�Þ ¼ h1ð�Þ
h2ð�Þ

 !
:¼ a4 expð2a3�Þ

1

1

 !
; (H17)

where a3 :¼ maxða1; a2Þ, a4 > 0. Then

h01 ¼ 2a3h1 ¼ 2a3h2 > a1h2; (H18)

h02 ¼ 2a3h2 ¼ 2a3h1 > a2h1; (H19)

and we have, by (H6),

r̂01 � a1r̂2 � 0< h01 � a1h2; (H20)

r̂02 � a2r̂1 � 0< h02 � a2h1: (H21)

We now show that, for j ¼ 1; 2; � � 0,

r̂jð�Þ � hjð�Þ: (H22)

Suppose that (H22) is wrong then there exists a smallest
�0 > 0 such that an index j0 exists with

r̂j0ð�0Þ ¼ hj0ð�0Þ; (H23)

where we used that, by (H6) and (H17) and for j ¼ 1; 2,

r̂jð0Þ ¼ 0< a4 ¼ hjð0Þ: (H24)

Clearly, for j ¼ 1; 2, 0 � � < �0,

r̂jð�Þ< hjð�Þ: (H25)

Without loss of generality we take j0 ¼ 1 whence, for 0 �
� � �0,

r̂2ð�Þ � h2ð�Þ: (H26)

It follows from (H25) that at the first intersection

r̂01ð�0Þ � h01ð�0Þ: (H27)

But by (H20) and (H26)

r̂01ð�0Þ � h01ð�0Þ< a1½r̂2ð�0Þ � h2ð�0Þ� � 0; (H28)

which is a contradiction.
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