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Origin of metal-insulator transitions in correlated perovskite metals
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The mechanisms that drive metal-to-insulator transitions (MIT) in correlated solids are not fully understood,
though intricate couplings of charge, spin, orbital, and lattice degrees of freedom have been implicated. For
example, the perovskite SrCoO3 is a ferromagnetic metal, while the oxygen-deficient (n-doped) brownmillerite
SrCoO2.5 is an antiferromagnetic insulator. Given the magnetic and structural transitions that accompany the
MIT, the driving force for such a MIT transition is unclear. We also observe that, interestingly, the perovskite
metals LaNiO3, SrFeO3, and SrCoO3 also undergo MIT when n-doped via high-to-low valence compositional
changes, i.e., Ni3+ → Fe4+, Sr2+ → La3+, and Sr2+ → La3+, respectively. On the other hand, pressurizing the
insulating brownmillerite SrCoO2.5 phase drives a gap closing. Here we demonstrate that the ABO3 perovskites
most prone to MIT are self-hole-doped materials, reminiscent of a negative charge-transfer metal, using a
combination of density functional and fixed-node diffusion quantum Monte Carlo calculations. Upon n doping
the negative charge-transfer metallic phase, an underlying charge-lattice (or electron-phonon) coupling drives the
metal to a charge and bond-disproportionated gapped insulating state, thereby achieving ligand-hole passivation
at certain sites only. The size of the band gap is linearly correlated with the degree of hole passivation at these
ligand sites. Further, metallization via pressure is also stabilized by a similar increase in the ligand hole, which
in turn stabilizes the ferromagnetic coupling. These results suggest that the interaction that drives the band-gap
opening to realize a MIT even in correlated metals is the charge-transfer energy, while it couples with the
underlying phonons to enable the transition to the insulating phase. Other orderings (magnetic, charge, orbital
etc.) driven by weaker interactions may assist gap openings at low doping levels, but it is the charge-transfer
energy that predominantly determines the band gap, with a negative energy preferring the metallic phase. This
n doping can be achieved by modulations in oxygen stoichiometry or metal composition or pressure. Hence,
controlling the amount of the ligand hole, set by the charge-transfer energy, is the key factor in controlling MIT.

DOI: 10.1103/PhysRevResearch.4.L022005

I. INTRODUCTION

The metal-insulator transition (MIT) in various strongly
correlated transition-metal oxides is essential for recently
proposed device applications, for instance, memristors for
next-generation neuromorphic computing [1–4]. However,
understanding the underlying mechanism of the MIT in cor-
related solids has been a longstanding problem [5,6], making
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selection and optimization of appropriate materials difficult.
The theoretical difficulty in analyzing these materials lies in
the strong electron correlation, giving rise to complex many-
body phenomena and a close coupling of charge, spin, orbital,
and lattice degrees of freedom. Identification of the important
variables and key interactions that influence the MIT in corre-
lated metals has consequently remained elusive.

The ABOx perovskite family has several candidate com-
pounds that undergo a sharp and tunable MIT [7–11], which
forms an excellent playground to look for the driving forces
behind the transition. For example, consider the oxygen-rich
perovskite SrCoO3 (PV-SCO) which is a correlated ferro-
magnetic (FM) metal. The introduction of oxygen vacancies
typically amounts to introducing negative charge carriers (i.e.,
n doping). In a conventional band-theory picture, such doping
often increases electronic conductivity, but in PV-SCO it leads
to an insulating ground state with a concomitant change in
the magnetic ordering [12,13]. Indeed, the oxygen-deficient
brownmillerite SrCoO2.5 (BM-SCO) is an antiferromagnetic
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insulator. However, under pressure (both uniform and uni-
axial) this antiferromagnetic insulator shows a reduction in
the electronic band gap by 40% [14]. Recent experiments
[15] suggest that under pressure, the number of holes on
oxygen ligands possibly increases, which in principle could
stabilize a ferromagnetic coupling between the metal ions, in
turn eventually closing the band gap in BM-SCO. Given the
concomitance of the MIT to structural or magnetic transitions
(or both), it is not immediately clear what would be the key
change that triggers the MIT in PV-SCO and other similar cor-
related perovskite metals. Furthermore, it is not clear whether
the gap opening is driven by Hubbard repulsive interactions
from correlated electrons in the 3d orbitals, hybridization
of orbitals between covalently bonded atoms, magnetic ex-
change interactions that favor Hund’s rule, or charge-transfer
energies that determine the transfer of electrons from the
ligand (anion) to the metal (cation) sites.

The family of rare-earth nickelates is another example
where the MIT occurs concomitantly with structural and mag-
netic transitions [16–18]. While the size of the rare earth
tunes the transition temperature, the underlying mechanism
appears to remain the same and is dependent on the metal-
ligand bonding [19]. In all the nickelate compounds, the
high-temperature phase is a correlated metal with fluctuat-
ing magnetic moments (i.e., the paramagnetic phase). Below
a certain temperature, all compounds, except for LaNiO3,
transition into a bond-disproportionated phase, i.e., a phase
with alternating long and short Ni-O bonds. Some compounds
exhibit an additional transition to an antiferromagnetic (AFM)
phase concomitant to this bond disproportionation. For ex-
ample, recent experiments suggest even LaNiO3 undergoes
such an AFM transition below ∼157 K [20]. Similarly, n dop-
ing with hydrogen induces a metal-to-insulator transition in
SmNiO3, with the underlying mechanism still uncertain with
the observation of local lattice distortions in the insulating
phase [21,22]. Based on the Zaanen-Sawatzky-Allen (ZSA)
classification scheme [23], the nickelates are self-hole-doped
Mott insulators, where the self-hole doping is due to a negative
charge-transfer energy.

Due to a forced high-valence cationic state (Ni3+, d7), the
high-temperature metal is stabilized by self-hole doping (d8L,
where L indicates a ligand hole), and upon reducing the tem-
perature, a bond-disproportionated insulating state emerges
instead of a charge-ordered state, with short and long Ni-O
bonds stabilizing alternating d8L2 and d8L0 Ni cations, that in
some cases also stabilizes an antiferromagnetic ground state.
As such, while a Hubbard repulsion is necessary, it is not
sufficient to transition to an insulating phase. Indeed, even
in conventionally well-regarded Mott insulators, such as VO2

and NiO, and their superlattices, we recently demonstrated
that the charge state of oxygen anions and its coupling to local
structural distortions plays a significant role in driving the
MIT [24–29]. But it is still not very clear why self-hole doping
leads to a bond-disproportionated phase when temperature is
reduced which opens a gap, and how the ZSA theory general-
izes to MIT driven by changes in pressure, composition, and
stoichiometry.

To address this question, we posit that the connection of
the MIT and bond disproportionation extends beyond the
nickelate family of perovskites and is not limited to MITs

triggered by a change in temperature. Similar to the nicke-
lates, the ferrates and the cobaltates have metal ions forced
into high valency as well, e.g., Fe4+ in SrFeO3 and Co4+ in
SrCoO3, and thereby possess large electron affinities, leading
to a low, possibly negative charge-transfer [30,31] energy.
Hence these systems should also exhibit self-hole doping
to stabilize their metallic phase. We note that the MIT can
also be triggered by compositional changes. Just as n dop-
ing PV-SCO by making it nonstoichiometric opens a band
gap in the Brownmillerite phase, similarly n doping PV-
SCO by substituting Sr2+ for La3+ also leads to a band-gap
opening. Similarly, LaFeO3 is an insulator and can be re-
garded as an n-doped PV-SrFeO3 (Sr2+ → La3+). Given these
observations, we hypothesize that metallic ABO3 perovskites
that demonstrate a MIT are self-hole-doped negative charge-
transfer metals in the ZSA classification scheme. n doping
such self-hole-doped metals fills these preexisting holes and
gives rise to an insulating state, possibly via a charge-lattice
(or equivalently, an electron-phonon) coupling, leading to
a bond-disproportionated insulating structure that owing to
a symmetry-lowering transition necessarily is also charge
disproportionated (not necessarily charge-ordered). Magnetic
ordering as well as other kinds of ordering, such as charge or
orbital ordering, may further assist in the gap opening of this
bond-disproportionated phase.

To prove the conjecture made above, in this work we
use density functional theory–based methods together with
the highly accurate, fixed-node diffusion Monte Carlo (FN-
DMC) [32] flavor of quantum Monte Carlo (QMC) [33] to
quantitatively compare the degree of self-hole doping in per-
ovskite metals and how it correlates with changes in metal
composition, oxygen stoichiometry, and pressure across a
MIT. As a measure of the degree of self-hole doping, i.e.,
dn+1L, we compare calculations of oxygen occupations via
integrated densities around the oxygen sites. We addition-
ally demonstrate that changes in the degree of self-hole
doping triggers a charge-lattice instability. To benchmark
our approach, we perform FN-DMC calculations of various
ground-state properties and compare to experiments where
possible, finding very good agreement. The ground-state prop-
erties used for comparison are the cohesive energies of the
perovskite compounds—indicating the accuracy of describ-
ing atomic bonding—and the local magnetization around the
metal site, which is important in determining the spin state of
the metallic cation. A high-quality description of the ground
state is foundational for our investigations of charge trans-
fer in the perovskite family of materials considered here.
The fundamental band gaps from FN-DMC–benchmarked
DFT + U calculations are also in good agreement with avail-
able experimental gaps, with FN-DMC gaps showing similar
trends across the different compounds. We find that holes are
present in the oxygen site for correlated perovskite metals
(as measured by the reduced oxygen occupations relative to
the insulating compounds) and that transitioning to a gapped
insulating phase via changes in metal composition or oxygen
stoichiometry or pressure results in a reduction of the holes on
oxygen sites (increased oxygen occupation). This is consistent
with our density-of-states calculations, where the metals have
an unoccupied p band, while insulators resulting from these
metals undergoing an MIT have p-d–type band gaps. We find
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strong evidence for the insulating phases to be bond dispro-
portionated due to an underlying charge-lattice coupling. We
therefore prove our conjecture that self-hole-doped correlated
metals can trigger a metal-to-insulator transition by n doping
into their unsaturated holes (increased oxygen occupation)
due to a strong charge-lattice (or electron-phonon) coupling
in perovskites, and that this n doping can be achieved by
changes in oxygen stoichiometry, metal composition, or pres-
sure. Hence, controlling the ligand-hole population, set by
the charge-transfer energy, is the key factor in controlling
MIT, even in correlated perovskite metals with strong on-site
Hubbard interactions.

II. RESULTS & DISCUSSION

We perform a combined study using density functional
theory (DFT) with a linear-response determined Hubbard U
(i.e., ULR) [34] as well as fixed-node diffusion Monte Carlo
calculations to obtain ground-state properties. Computations
were performed for metallic SrCoO3 and LaNiO3 compounds
as well as the insulating LaFeO3 and LaCrO3 compounds
in the perovskite phase and SrCoO2.5 in the brownmillerite
phase, at pressures ranging from 0 to 8 GPa. Further details
are provided in the Supplemental Material [35].

A. Implications of ground-state energies and magnetic structure

Tables VIII and IX in the Supplemental Material [35]
compare the cohesive energies and the local moments com-
puted from FN-DMC to available experiments, respectively.
Cohesive energy has contributions from all necessary interac-
tions and is often incorrect in standard DFT calculations [36].
Here we find that the cohesive energies for LaNiO3, LaFeO3,
and LaCrO3 are in good agreement with estimates from the
literature (derivations of experimental cohesive energies are
provided in the Supplemental Material, SM). Particularly, we
find that the inclusion of spin polarization is necessary to
bring the cohesion of LaNiO3 in closer agreement with exper-
imental estimates, suggesting that the physics that stabilizes
the local moment is essential in describing its electronically
metallic state. The accuracy in cohesive energies for both
metals and insulators indicates that FN-DMC is appropriate
for looking at the driving force behind the MIT. In addi-
tion to cohesive energies, the methodology also captures the
magnitude of the local moments and its change with coor-
dination and structure type for the cobaltates, with absolute
values very close to the values obtained from spin-polarized
neutron-scattering experiments in the literature [20,37,38].
This affirms our methodology to predict the underlying elec-
tronic structure, allowing us to meaningfully conclude from
systematic changes observed in charge or spin densities and
derived quantities computed from the FN-DMC–estimated
many-body ground-state wave function.

Rhombohedral LaNiO3 was thought to be a paramagnet,
until very recent experiments on single crystals of LaNiO3

demonstrated that it undergoes a transition to an antiferro-
magnetic phase below ∼157 K while still remaining metallic
[20]. Nevertheless, the measured local moment was ∼0.3μB,
much smaller than the moments on other perovskite systems,
in good qualitative agreement with trends observed from our

FN-DMC calculations, which even in the ferromagnetic phase
of rhombohedral LaNiO3 finds a lower moment of ∼1.02μB

(SM Table IX) compared to other perovskite magnets. Note
that our FN-DMC moment for the G-type AFM ordering of
LaNiO3 was also small (∼0.52μB); however, this ordering
was not energetically favored in FN-DMC over FM ordering.
In all cases we have used spin-symmetry-broken trial wave
functions in FN-DMC, which may partially explain the larger
fluctuations observed when the predicted moments are small
in magnitude. The local moments of all other compounds
from our fully ab initio DMC calculations, including those on
the different Wyckoff positions for the Brownmillerite phase,
show excellent agreement with experiments.

The on-site moments may be understood qualitatively in
the atomic limit as ∼2

√
s(s + 1), where s is the spin mul-

tiplicity, so we find that the metal sites under an octahedral
crystal-field splitting are close to a high-spin configuration
for LaCrO3 (t3

2ge0
g) and LaFeO3 (t3

2ge2
g), an intermediate spin

state for SrCoO3 (t4
2ge1

g), and a low-spin state for LaNiO3

(t6
2ge1

g). Interestingly, both linear-response theory as well as
FN-DMC orbital optimization predict an increasing trend in
the strength of the on-site Hubbard repulsion for 3d electrons
as we increase the d-orbital filling from LaCrO3 to LaFeO3,
but it is reduced slightly as we move to SCO and LNO (details
in SM [35]). But the variation overall is not large, and both the
ULR and the UDMC remain between 4 and 5.5 eV. Further, the
band gaps do not follow the trend of the Hubbard interaction,
with LaCrO3 having a larger gap than LFO, and the SCO
with a similar value for the Hubbard interaction as LaCrO3,
showing a metallic phase. This suggests that while the Hub-
bard interaction parameter (including the magnetic exchange,
which dictates the Hund’s rule) is necessary to stabilize the
spin state and determine the local moment, the opening of the
band gap is determined in large measure by other interactions,
such as charge transfer. Further, the responsible interaction
necessarily also destabilizes the high-spin state favored by
Hund’s rule in both SCO and LNO. Because all compounds
have the same oxygen ligand, one way to assess the degree
and nature of charge transfer across these compounds is to
compare the charge associated with it.

B. Understanding key ligand charge behavior

To understand what type of charge transfer could be present
in our systems, we next compare the charges on the oxygen
ligand sites. The charges were computed by integrating the ra-
dial charge density around oxygen atoms within a fixed radius
for all compounds, from both the linear-response LDA + ULR

as well as the FN-DMC following a nodal optimization us-
ing LDA + U orbitals. The computed charges are in good
agreement between the different methods (see SM Tables
III–V [35]), suggesting that the linear response captures the
bonding characters in the solid appreciably well. As also seen
in Fig. 1, the LDA + ULR band gaps are in decent agreement
with the experimental gaps. A high degree of charge transfer
from oxygen ligands to the metal site is indicative of a neg-
ative charge-transfer energy. This is what we observe from
Figs. 1(a) and 1(b), where the metallic SCO and LNO are
seen to have the lowest relative charges on the oxygen atoms
compared to the mean or majority charges carried by the
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FIG. 1. (a) For LaNiO3, SrCoO2.5, LaFeO3, and LaCrO3, opti-
cal band gaps calculated within LDA + U vs the DMC cumulative
radially averaged charge around the oxygen site relative to SrCoO3

(with O charge 6.4120 a.u.). The oxygen site with majority charge
was used for each system, and the value of U that minimizes the
FN-DMC energy is chosen for each system. Cumulative charges are
also shown from LDA + U , with U values consistent with DMC. For
comparison, we indicate experimentally measured band gaps for the
insulating systems (SrCoO2.5 [13], LaFeO3 [39], and LaCrO3 [40])
with horizontal solid lines. (b) LDA + UDMC band gap vs site-specific
cumulative radially averaged charge around the oxygen site relative
to SrCoO3.

oxygen ligand among all the compounds. Interestingly, the
change in the majority charge on the oxygen ligand corre-
lates linearly with the band gap, irrespective of whether we
consider the observed experimental gap or the band gaps
calculated via LDA + ULR or LDA + UDMC, and in spite of
the change in the structure from perovskite to a brownmillerite
phase. This clearly suggests that the quantity determining the
size of the band gap across MIT in correlated perovskites is

the charge-transfer energy, and that the metals are self-hole-
doped because it is negative.

A negative charge-transfer energy will also lead to a change
in the formal oxidation state of the metal site and thereby
the magnetic moment. For example, in PV-SCO, the nominal
Co4+ (3d5) valency will get lowered due to a transfer of
electron from the ligand to the metal-site, destabilizing the
nominally high-spin t3

2ge2
g state and giving rise to an interme-

diate spin state t4
2ge1

g with a net moment less than ∼3μB, which
would be in good agreement with both experiments and our
calculations (SM Table IX). Our integrated charges around
the Co site also support this conclusion, with the nominal
valency of ∼2.65 a.u., closer to a Co3+ as shown in Table
SM-I. Similarly, hole doping is seen to lower the nominal Ni3+

to be ∼1.73 a.u., closer to Ni2+. With a reduced valency, it
would be possible to stabilize a low-spin state, such as t6

2ge2
g,

explaining the low moments in both the measured and our
computed values. Note that this would also require the holes to
have an eg symmetry so as to quench the high-spin moments
in the eg subbands of the Co and Ni atoms. As we will see
below, this is just what we observe.

While the nominal charges are much reduced for the
metallic PV-SCO and PV-LNO, consistent with a negative
charge-transfer picture, the insulating perovskites have a
charge state closer to the nominal valency, e.g., a valency
of 3+ in LaFeO3 (2.50 a.u.) and LaCrO3 (2.78 a.u.) (Table
SM-I). Nominally, an isolated oxygen atom possesses 6 a.u. of
charge. We note that our pseudopotentials use a two-electron
core for oxygen and a ten-electron core for the 3d metals. Due
to formation of metal-ligand bonding and owing to its high
electronegativity, oxygen atoms are seen to possess more than
6 a.u. of charge for the compounds. Remarkably, the amount
of oxygen-ligand charge appears to be the same (6.41 a.u.) for
the two metallic systems–PV-SCO and PV-LNO, even though
the total charges on the metal sites (Co and Ni) are very
different (14.35 and 16.27 a.u.) (see Table SM-II). This again
underscores the importance of the anion O-p states in deter-
mining the overall electronic structure. Magnetic transitions
could in certain cases result from a MIT, such as in PV-SCO,
but do not primarily drive it. Indeed, even LaNiO3 was found
to be a metal, a rarity for a material with an AFM ground
state, consistent with experiments. This difference relative to
broadly observed FM correlated metals suggests that modified
magnetic interactions that could result in a particular type
of AFM ordering for LaNiO3 and FM for other materials
may not be the primary determinant for gap openings in
self-hole-doped perovskite metals. Given that the gap varies
monotonically with the formal electronegativity of the metal
atom (see Fig. SM-1), it is clear that the opening of the gap
in these self-hole-doped metals would require changing the
nature of this charge-transfer energy, i.e., making it more
positive as the gap increases.

To investigate how the nature of the gap changes, we
look at the orbitals participating in the gap opening. If there
is an energy cost to transfer charges from the O-p orbitals
to the metal-d orbitals, then the system would be gapped.
Such a gap is naturally realized when the Fermi level moves
from the middle of the O-p band, such as the case in the
self-hole-doped metals, to the top of the O-p-band, giving rise
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FIG. 2. (a) DMC charge-density isosurface differences for the indicated compounds with respect to PV-SCO plotted around an apical O
atom. An increase in charge is shown in red while a decrease in blue. For each of the isosurfaces, the oxygen atom is centered in a cube of
length 1.4 Å, and we take an isovalue of 0.022 a.u. so that each graphic can be soundly compared. (b) Phonon bands for e−-doped PV-SCO
showing dynamic instability at the R point corresponding to an octahedral rotation. (c) Energy surface along the distortion corresponding to
the instability at the R point suggesting a tendency for bond disproportionation due to charge disproportionation.

to a p-d type gap. A larger Hubbard interaction would natu-
rally yield a larger p-d gap. Indeed, as shown in the calculated
projected density of states, Fig. SM-2 in the Supplemental
Material [35], both metallic SCO and LNO show a relatively
large number of states with an O-p character at the Fermi
level. As we move out of this metallic phase by reducing the
amount of charge transfer from O-p to the metallic d state,
by stoichiometrically or compositionally n doping it, a gap
is opened in the insulators BM-SCO (Fig. 3) and LaFeO3

(Fig. SM-2). These compounds show a p-d type band gap,
reminiscent of a more positive charge-transfer system. As
we further move to LaCrO3, the amount of charge on the
ligand site further increases, with the Cr metal showing a
more formal oxidation state of +3, as noted above. At this
point the band gap is equally determined by the Hubbard
interaction and the charge-transfer energy, as also evidenced
in the increased d contribution to the valence state in the
projected density of states (Fig. SM-2).

The charge difference with respect to a self-hole-doped
metal indicates how the density would respond to electron
doping such a metal and represents the nature of the lowest
excitation. This is clearly seen when we plot the DMC charge-
density isosurfaces, localized around the oxygen sites as
shown in Fig. 2(a) for the different compounds, in reference to
the metallic PV-SCO. While the difference between metallic
LNO and SCO shows the hole to have more of a t2g symmetry,
the gapped insulators show the hole state to have more of
an eg symmetry. This is exactly what we expect, because

for the self-hole doping to destabilize the high-spin states in
the metallic SCO and LNO, as discussed above, the states
involved in the electron transfer need to have an eg symmetry.
Further, with increasing n doping the magnitude of this charge
transfer increases, suggesting that the charge-transfer energy
is becoming more positive. Thinking of this charge-density
difference as the lowest type of excitation from the sea of
electrons in the self-hole-doped metal to form an n-doped in-
sulator, we see that the nature of this excitation is p-d-like, in
agreement with the predominantly p-d-like gaps we observe
for all systems in their density of states (Fig. SM-2). These
observations suggest that n doping a negative charge-transfer
metal can result in making the charge-transfer energy more
positive. However, it is not clear if n doping simply shifts the
Fermi level to open a band gap when the Fermi level reaches
the top of the p band or if there is some kind of instability
that opens a gap when the system is perturbed away from its
self-doped metallic state.

Notice that while the majority charge on the oxygen
ligand showed a monotonic increase with n doping the self-
hole-doped metal, the compounds show a symmetry-lowering
transition, which we can also associate with charge dispropor-
tionation. Indeed, while one of the oxygen-ligand site shows
an increase in charge [Fig. 1(b)], the others have the same
electron count as in the metallic phase. Also, a shorter metal-
ligand bond length is associated with an oxygen site with less
charge in all the compounds we have investigated, as shown
in Table SM-IV. This suggests a clear connection between
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FIG. 3. (a) LDA + U enthalpy difference in BM-SCO as a function of strain. (b) Scheme of how holes mediate the magnetic transition. (c)
LDA + U DOS plots of AFM insulator and FM metal phases of BM-SCO.

charge and bond disproportionation. Interestingly enough, as
the band gap increases, the amplitude of the charge dispro-
portionation also increases. Without further information, it is
not immediately clear if the charge disproportion is caused by
the bond disproportionation or vice versa, and what if any is
its role in opening the band gap. But it is clear that under n
doping when a self-hole-doped metal undergoes an insulating
transition, symmetry is always lowered.

C. Charge-lattice coupling in SrCoO3

To further understand this connection between charge and
bond disproportionation and explain the symmetry lowering,
we subjected cubic SrCoO3 to the same level of electron
doping (0.25 e−/Co) as the largest radial charge transfer we
observed in our study. Interestingly, as shown in Fig. 2(b),
n-doped PV-SCO shows a phonon instability. The instability
is at an R point of the Brillouin zone, corresponding to an
octahedral rotation. Indeed, a similar R-type octahedral rota-
tion underlies the ground-state structure of LaFeO3, leading to
its rhombohedral symmetry. Freezing the octahedral rotation
lowers the energy, as seen in Fig. 2(c), suggesting a weak
but persistent charge-lattice (i.e., electron-phonon) coupling.
Similarly, hole-doping LaFeO3 also gives rise to a phonon
instability (Fig. SM-3). This suggests that as the correlated
metal becomes n-doped, either via removing oxygen atoms
or chemical substitution (or by applying strain as discussed
below), the system undergoes bond disproportionation due
to the underlying charge-lattice coupling, which in turn can

lead to a charge-disproportionated state as the symmetry gets
lowered. Indeed, even in hole-doped correlated metals that
show a charge-ordered ground state, phonon damping and
changes in heat conduction have been experimentally ob-
served, supporting this thesis [41]. Such bond and charge
disproportionation can remove electronic degeneracies and
stabilize other symmetry-breaking transitions such as mag-
netic, charge-ordering or orbital-ordering, eventually opening
a band gap. While we demonstrated how a self-hole-doped
metal can become an insulator due to change in metal com-
position and oxygen stoichiometry, pressure can achieve the
same result. Indeed, a recent experiment suggests that pres-
surizing the antiferromagnetic BM-SCO phase leads to a
reduction in the band gap [14]. While beyond 8.5 GPa the
system appeared to transform into a different structure, up to
8.5 GPa a monotonic reduction in the optical gap was seen
with pressure without any structural change. Indeed, BM-SCO
is an insulator in the antiferromagnetic phase but a metal
in the ferromagnetic phase, as seen in our density-of-states
plot in Fig. 3(c). By plotting the enthalpy difference between
the two magnetic orderings as a function of strain induced
by pressure [Fig. 3(a)], we find that the FM ordering be-
comes more stable at higher pressures. Further investigating
the amount of holes on the O-p orbitals, we find that with
pressure the amount of charge on the oxygen ligand sites
decreases monotonically. The charges were computed within
the same radius, scaled to the reduction in volume, shown in
Fig. SM-10. A decrease in the charges indicates an effective
increase in the amount of O-p holes. The presence of such
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holes can stabilize the ferromagnetic coupling between the
Co sites, as shown in Fig. 3(b). Indeed, small local moments
observed on the O-p sites (0.17 μB) had an opposite orien-
tation to the ferromagnetically coupled moments on the Co
site. This clearly suggests that the reduction in the band gap
and its eventual closing under the application of pressure in
the BM-SCO insulator is also driven by the same charge-
transfer energy, with compressive (tensile) strain acting as a
p (n)-doping of the system which thereby modifies the ligand
holes, and that the AFM ordering in unstrained BM-SCO is
a secondary effect that further assists in stabilizing the gap.
Our findings also elucidate the physics underpinning recently
observed machine-learning-based identification of the average
deviation of covalent radii and the global instability index
as features that predominantly correlate with the tendency of
materials to undergo a thermally driven MIT [42].

III. CONCLUSIONS

In this work, we use density-functional-theory–based
methods and the diffusion Monte Carlo (DMC) flavor of
the many-body quantum Monte Carlo (QMC) approach that
explicitly treats strong electron-electron correlations to un-
derstand what drives MIT in correlated perovskites. Where
experimental data is available, comparisons of cohesive en-
ergies, local moments, and other quantities are made. We
find the correlated metal such as PV-SCO and PV-LNO to be
self-hole-doped as measured by significant Op contributions
to conduction bands and decreased oxygen occupation relative
to the studied insulators, with similar amounts of ligand hole.
The electronic band gaps in insulating compounds that are
related to these-self-hole doped metals via n doping, due to
changes in oxygen stoichiometry such as SrCoO2.5 or metal
compositions such as LaFeO3 and LaCrO3, show filling of this
ligand hole in some sites, with the gap nearly linearly chang-
ing with the degree of average (or majority) filling, suggesting
that the band gap is opened by charge-transfer energies. Fur-
ther, the insulating phases are shown to be both charge and
bond disproportionated due to an underlying charge-lattice
coupling, with more ligand holes on certain oxygen sites
than others in the symmetry-lowered bond-disproportionated
phase. The charge disproportionation drives bond dispropor-
tionation, as is seen from phonon instabilities that arise when
n doping a pristine cubic perovskite phase. Together, this leads
to the opening of a band gap that is more p − d-like beyond
a critical amount of n doping, transitioning a self-hole-doped
metal to a less self-hole-doped insulator. Similarly, we find
that pressure leads to an increase in ligand holes in the oxygen
sites, driving a transition to a ferromagnetic metallic ground
state.

Our study thus suggests that self-hole-doped correlated
metals can trigger a metal-to-insulator transition by n dop-
ing into a less self-hole-doped insulator, as doping makes
the charge-transfer energy more positive, and that this can
lead to symmetry-lowering transitions due to a strong charge-

lattice (or electron-phonon) coupling. This n doping can
be achieved by modulations in oxygen stoichiometry or
metal composition or pressure. Moreover, this tendency
to remain self-hole-doped in correlated metals determines
a universal electronic response to modulations in oxygen
stoichiometry/metal composition/pressure via the charge-
lattice coupling. Hence, controlling the amount and anisotropy
of the ligand hole is the key factor in controlling MIT even
in correlated metals, and the band gap is fundamentally con-
trolled by the strength of the charge-transfer energy close
to the MIT and not by the Mott-Hubbard interactions, as
originally thought for Mottronics applications [43]. While we
do not present a rigorously predictive quantitative model that
explains all of our observations, we have shown clearly that
there exists a linear trend between the calculated band gaps
and oxygen occupations across changes in composition, sto-
ichiometry, or pressure. In addition, one could argue that the
same trend would be seen for the hybridization between the
transition metal and ligand site, which is related to the change
in occupation; however, hybridization cannot be quantitatively
measured in the solid state, so we use occupations as a proxy.
This knowledge can be used to discover new materials where
MIT can be controlled more reliably, enabling low-power and
efficient neuromorphic devices [4].
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