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Real-time-dynamics quantum simulation of (14+1)-dimensional lattice QED with Rydberg atoms
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We show how to implement a Rydberg-atom quantum simulator to study the nonequilibrium dynamics of an
Abelian (1+41)-dimensional lattice gauge theory. The implementation locally codifies the degrees of freedom of
a Z gauge field, once the matter field is integrated out by means of the Gauss local symmetries. The quantum
simulator scheme is based on currently available technology and thus is scalable to considerable lattice sizes. It
allows, within experimentally reachable regimes, us to explore different string dynamics and to infer information

about the Schwinger U(1) model.
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I. INTRODUCTION

Rydberg-atom systems are nowadays one of the most
promising and versatile platforms in the field of quantum
simulation for the achievement of results inaccessible via clas-
sical numerical simulations [1-7]. The internal ground state
of neutral atoms is coupled to a highly excited Rydberg state,
realizing a benchmarked qubit prototype [8—11]. The strong
dipole-dipole coupling between excited atoms induces the
Rydberg blockade mechanism [12], allowing one to engineer
local dynamical constraints. Optical tweezers arrays allow
one to trap and arrange a large number of atoms in various
geometries, from one-dimensional lattices to unconventional
three-dimensional structures [2,13]. Recent experimental re-
sults concerning a Rydberg-atom chain have raised interest in
studying possible connections between Abelian lattice gauge
theories and Rydberg-atom systems [2,14]. Despite the pro-
posals realized in the past decade for studying Abelian and
non-Abelian lattice gauge theories via universal quantum sim-
ulators [15-28], the search for a mapping suitable for systems
with large lattice sizes is ongoing. In recent experiments,
trapped ions [29] and ultracold atoms [30,31] have been used
to explore the mechanism of pairs of particle-antiparticle
production in the Schwinger model for minimal-size systems,
while hybrid protocols combining quantum simulation [32] or
computation [33] with classical numerical simulations have
been set up. The realization of a quantum simulator scalable
to large lattice sizes, even for minimal gauge models such as
the Abelian ones, would pave the way to study high-energy
physics nonlocal phenomena, such as scattering processes and
string breaking [34,35], providing motivation for our work.
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We propose a Rydberg-atom quantum simulator to study
a one-dimensional (1D) Abelian lattice gauge theory with
spinless fermions coupled to an electric field. Fermions exist
on the lattice sites while the electric field is defined on each
link between two neighboring sites. In particular, we map the
dynamics of our simulator into the gauge-invariant dynamics
of the electric field. We focus on an electric field string
generated by two opposite charges separated on the lattice
to study different dynamical regimes: The string can persist
in time or it can be broken by the spontaneous creation of
particle-antiparticle pairs in the middle of it, in analogy with
the confinement properties of QCD [18,36,37].

Encoding a quantum gauge field into atomic degrees of
freedom imposes the discretization and truncation of its
spectrum. Starting from the Schwinger model, we replace
the continuous symmetry group U(1) with Z,, in which the
electric field spectrum contains n discrete values. We choose
n = 3 so that the spectrum of the local electric field is (0, 1)
[Fig. 1(a)].

Differently from the well-studied case of n =2 [14,38],
in which the spectrum is (%1/2), in our case the electric
field energy contribution is nontrivial [see Eq. (3)]. We can
therefore induce different string behaviors by changing the
values of the couplings. The Z3 gauge symmetry is encoded
in the lattice geometry of our quantum simulator, as shown
in Fig. 1(b). Groups of three Rydberg atoms represent each
link, and we map the eigenstates of the local electric field
into the configurations with only one atom excited [Fig. 1(c)].
By applying an effective Rabi frequency €2, we allow each
atom to oscillate between the ground state and the Rydberg
state. By tuning their interatomic distances, we exploit the
Rydberg blockade to suppress those atomic configurations
corresponding to states which break the Gauss law in a given
charge sector. As a result, we find that the dynamics of the
atomic excitations reproduces the gauge-invariant dynamics
of the Z3 gauge field. The Hamiltonian parameters can be
modulated by changing a local detuning applied to each atom

[Fig. 1(c)].
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FIG. 1. (a) Dynamics of the Z; gauge and fermion field relative
to the Hamiltonian A of Eq. (3): A rotation of the local gauge field
state is accompanied by a fermion hopping process which preserves
gauge invariance. Given a set of three equidistant atoms, the electric
field eigenstates |E) ; are mapped into those configurations with only
one excited atom. (b) Chain of atomic triangular sets. An electric
field string is represented by the separable state |s(0)) at v = O:
By setting the parameters in the Hamiltonian H, [see Eq. (4)] the
system evolves to the state |s(ty)) in which the initial string is broken.
(c) The ground state of the atoms (empty dot) is coupled to a Rydberg
state (full dot) by a Rabi frequency 2 with a local blue-shifted
detuning A + §;5. Numerical parameters of Hamiltonian in Eq. (3):

=0, t = 0.682MHz, g*/t = 0.5.

We check the reliability of our quantum simulator in two
steps. First, we compare the Z3 and U(1) models, discussing
under what conditions their dynamics coincide. Despite some
differences, we find that the parameter regime wherein string-
breaking dynamics occurs is the same for both theories.
Second, we compare the dynamics of the Z3 model with that
of our quantum simulator, showing that our scheme allows
us to investigate the two different string dynamics regimes.
We conclude that our quantum simulator is able to capture
reliable features of continuous and discrete Abelian lattice
gauge theories.

II. MODEL

The Hamiltonian for the (141)-dimensional lattice QED in
the Schwinger formulation is [39,40]

J
where a staggered, fermionic, spinless matter field with mass
m is defined on the lattice sites. It satisfies {W Y} = 8j; and

{%, wk}—{w lﬂk}—o Whllen/ %ﬁ % and p, = (— 1y

The gauge field propagator Z/{J and the electric field &; ; are
defined on each link between the nearest-neighbor sites j and

j + 1: They commute according to [fj, Z/A{k] =5 LA{j and g is
the electric field energy coupling.

Due to the staggering, the electrons (positrons) are rep-
resented by filled (empty) even (odd) sites and therefore the
gauge-matter interaction term proportional to ¢ is responsible
for electron-positron pair creation and annihilation. During
these processes, the electric field is incremental or decremen-
tal in order to satisfy the Gauss law on each site Equivalently,
given the set of gauge operators Q; = ;= AE — —~+ +enj, with
AE —5 Ej 1 and e = —1, we have [HS,QJ =0Vj.

It follows that the Hamiltonian has a block-diagonal form
in the basis of the gauge operators’ eigenstates. Each block is
identified by a set of static charges g; and the relative states
satisfy Q; [y) = g; [¥) V.

Once the boundary conditions and the set of static charges
g, are fixed, the gauge operators Q ; fix a one-to-one cor-
respondence between the eigenstates of the matter and the
electric field operators I/}T}& ; and & ;, indicated as {|m)} and
{I€)}, respectively. Therefore, the basis of the gauge sector
characterized by { g; } is in the form |m, £;{g; }). It follows
that Hs can be recast in each sector as a function of the
matter or the gauge field operators [41,42]. Hereafter, we set
g; =0V j and write the Hamiltonian as a function of the
gauge field operators. The Hamiltonian is still local, namely
(see Appendix A),

1§ =~ 1) U Pag,(0)Pag,, (1) + He.

+mz<1—p, Aj>+g22c‘f]2. 2)
J J

The projectors ﬁAgj (n;) select the electric field configurations
whose expectation values satisfy the local gauge-invariance
condition A&; = ]_2p 1 +n;. As a consequence, the hopping
matrix elements of the Hamiltonian Hy between the states
|m, £) and |m’, £') coincide with those of I:I§ computed over
the states |£) and |E').

In order to encode the gauge degrees of freedom in a
quantum simulator, we need to truncate and discretize the
spectrum of the electric field. To this purpose, we replace
the continuous-spectrum operator Z/; with the discrete clock
operator Uj such that U;‘ = (U;)” =1 with n € N, that is,
we move from the continuous gauge symmetry group U(1)
to Z, [43,44]. We set n = 3, so the electric field £ ; admits
only three possible states {|—1) , |0), |[4+1)} and the operators
l7j U ;) cyclically permute them clockwise (counterclock-
wise) as shown in Fig. 1(a). Gauge invariance is guaranteed
by the condition AE = (% + #i;)mod3 with the spectrum
{—1,0, 1}. Finally, we define the electric field energy to
be proportional to ) ; E}z In conclusion, the Hamiltonian
reduces to

H= —1 Z Ul Pxg,(0)Psg, (1) + He.

+mz<1_pj
J

- AE,») +&Y EL 3
J
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FIG. 2. Atomic lattice geometry. (a) The distances ¢ and d are
short enough such that Rydberg blockade prevents simultaneous
excitations of atoms in the same link or in different links but aligned
along the lattice axes (red filled circles). Simultaneous excitations
of nonaligned atoms from different links are allowed (blue filled
circles). (b) A label ¥ is assigned to the atoms, uniformly for each
link, to map each |E); into the states |) ;.

III. RYDBERG QUANTUM SIMULATOR

Our quantum simulator consists of a quasi-1D lattice of
neutral atoms coupled to a Rydberg state nS, with n > 1
by an effective Rabi frequency 2. The atoms are initially
trapped into a tweezers array [13,45,46] and then released.
By locally modulating the laser detuning, a configuration in
which some atoms are excited to a Rydberg state and the
others are in their internal ground state is created. A nontrivial
dynamics is then induced by remodulating the laser detuning:
The atoms move from ground to Rydberg states and thus
interact among each other. In the following we show that this
process effectively reproduces the gauge-invariant dynamics
of the electric field in the Z3 model. We start by showing that
the gauge-invariant electric field eigenstates are mapped into
a set of atomic configurations in which the atoms are in their
ground or Rydberg states.

In general, two atoms separated by a distance r can be si-
multaneously excited only if Q > V, = ¢4/ r®, where V. is the
van der Waals interaction energy, due to the so-called Rydberg
blockade mechanism, and cs depends on the atomic species
and on the specific excited state [12]. We impose gauge
invariance by mapping gauge-breaking states into atomic
configurations forbidden by the Rydberg blockade.

The lattice is shaped as a prism with an equilateral triangu-
lar section, as shown in Fig. 2(a). Sets of three atoms, called
links, lay in planes perpendicular to the main prism axes. The
links are placed at a fixed distance d from each other, while the
distance between atoms in the same set is £. Their dynamics
is described by the Hamiltonian [2,3,47]

A=y

J?

0,”9 _ AﬂAI? 4= Zvﬂ 9 AI? 1.9 , (4)

where each atom is labeled by the link index j or ¢}, which
indicates the position inside the link [Fig. 2(b)]. The ground
state of each atom |[g) ;, is coupled to the excited state |r)

by the operator o7, with Rabi frequency €2. The projector
fijy = |r)(rl;y is multiplied by a detuning term with A? =

A — 3§y > 0and §;y < A. The interaction depends only on
the distance between the atoms. We define V, = le?jfﬁ/ and

V= Vﬁjﬁ1 with ¢ # 9’ and V; = . We neglect V19 ﬁ
for |k — j| > 1 since they are much smaller than the other
energies involved.

We first map the gauge-invariant states into a set of atomic
configurations and then we map the Hamiltonian A into
H,. We choose A > Q and V, > Q. For each single link,
Rydberg excitations are enhanced by the large detuning, but
simultaneous excitations are prevented by Rydberg blockade.
By applying second-order perturbation theory we restrict the
dynamics of the jth link to the subspace spanned by a set of
states X; = {|?) ;}ocs<2 In which the atom in position ¥ is
excited [Fig. 1(a)].

We now consider a chain of L links, arranged as shown
in Fig. 2, with the distance d between consecutive links such
that V; > Q and V ~ Q. Simultaneous excitations of aligned
atoms (red filled circles) are forbidden, while nonaligned
excitations (blue filled circles) are allowed. We map in a stag-
gered fashion the electric field eigenstates |E); into the states
[¢); according to ¥; = [—E; +4 + (—1)1]m0d3 The set of

allowed atomic configurations ¢ C ® X; corresponds to
the set of Z3 gauge-invariant states. In F1g 2(a) we show two
neighboring links and the site in between with charge g; = 0,
+1. Since the electric field cannot decrease from the link
J — 1 to the link j, electric field states such as [0);_; [—1);
are mapped into configurations of excited atoms prevented
by Rydberg blockade. On the other side, the configurations
corresponding to the states |0);_; [0); (g; = 0) or |0),_; [1);
(gj = 1) are allowed.

In order to map the Hamiltonian A [Eq. (3)] into A,
defined in Eq. (4) we must confine the dynamics into
the subspace spanned by &. By applying second-order
perturbation theory we obtain the effective Hamiltonian
H® = —t Z;Yﬂﬁ, [9)(®']; + Z_w 8j0 |0)(D1;, where 1=
Q[1/(A—=2V)+1/(V; +2V — A)] and the energy shift

— (L — 1)V has been applied (see Appendix B). The
primed sum is restricted to the transitions between states in
span(®) and is equivalent to the hopping term of the Hamil-
tonian A by construction. The electric field energy coupling
g* is obtained by modulating the local detuning §; » such that
g =389 — 89, with [¢') = |E = £1) and [9) = |[E = 0).

The mass term involves an interaction between nearest-
neighbor links in the Hamiltonian H. Its implementation
should be encoded in the interlink interaction term of the
Hamiltonian H,. The Hamiltonian A® implements the case
with m = 0. Indeed, two-link states with or without charge are
both represented by configurations whose interaction energy
is V. In Appendix C we show that the case m # 0 can be
implemented by modifying the geometry of the lattice.

IV. THE Z; MODEL DYNAMICS

The agreement between the dynamics of the Z3 and
Schwinger models depends on the parameter I' = g?/¢. In the
limit I > 1 the Z3 model better approximates the Schwinger
one: Its dynamics is naturally constrained in the low-energy
sector due to the large electric field coupling and it is not
affected by the truncation of the electric field spectrum. As
an example, we compare the dynamics of the two models by
taking the bare vacuum, with E; = 0V j, as the initial state.
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FIG. 3. Electric field bulk local dynamics. The dynamics of the
quantum simulator (teal curve) and the Z; model (red curve) exhibit
fair agreement for I' = 4.0 (upper curves, j = 10) and I' = 0.5
(lower curves, j = 11). In the first case they coincide also with the
dynamics of the Schwinger model (blue squares), as expected in the
limit " > 1. In the latter they deviate due to the truncation of
the electric field spectrum in the Z; model. The parameters are
L =21,t =0.682 MHz, and m = 0.

In Fig. 3 (upper panel) we show the local bulk dynamics of
the electric field for I' = 4. The Z3 dynamics (red curve) and
the Schwinger dynamics (squares) coincide. In the opposite
regime, with I' = 0.5 the dynamics of the two models relax to
different values (bottom panel of Fig. 3).

In order to investigate the string dynamics, we take as the
initial state |s(0)) an electric field string of length s originated
by a positron-electron pair. The state evolves as [s(7)) =
exp{—iﬁr} [s(0)) (h=1).! Although the ground state of the
Hamiltonian A is always confined, the unitary dynamics in-
duced by quenching I allows us to observe different regimes
[36].

For ' <1 fluctuations of local charge density lead to
the creation of positron-electron pairs which annihilate the
electric field between them and break the string. We show
an example of this dynamics in Fig. 4(a), where a chain
of L = 21 links has been prepared with an electron-positron
string of length s = 7. By quenching I' fromI" = 0to I = 0.5
the string breaks during its evolution. A different scenario
emerges by choosing instead I' > 1. In Fig. 4(c) we take the
same initial state and evolve it with I' = 4.0. Due to the large
gap between the zero and nonzero electric field states, the
string-breaking process is strongly off-resonant and does not
occur in accessible times. It is worth noting the oscillations
in the middle of the string, which are a peculiarity of the
Z; model: The electric field is oscillating between the two
local degenerate states |[E = £1); and the transient in which
(E ;) = 0 is due to their superposition during the population
inversion process.

"The dynamics of both Z3 and U(1) models have been obtained by
exact diagonalization.
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FIG. 4. (a) and (c) String dynamics of the Z; model. (b) and
(d) Rydberg-atom simulator dynamics. For I' = 0.5 (upper line)
the initial string breaks; for I' = 4.0 (bottom line) the string is not
broken during time evolution. The oscillation of the electric field
expectation value inside the string is not due to string breaking but to
the intrinsic dynamics of the Z; model. The parameters are L = 21,
t = 0.682 MHz, and m = 0.

V. RESULTS

We benchmark the dynamics of the quantum simulator
via a numerical analysis. The experimental parameters we
use refer to 3’Rb atoms excited to the state |68S;m = 1 /2),
with ¢g = 612 GHz. We set 2 =3 MHz, A =27 MHz,
£ =4 um,and d = 5.5 um so that we have t = 0.682 MHz.
We set §; 9 = 0 for ¢, j such that E; = 0 and 8 = g for
®, j such that E; = 1. By calling V® the amplitude of
next-nearest-neighbor interactions, we have V® <« V,V,, V,
by construction. The values we choose for the parameters of
the Hamiltonian A, guarantee that V® < ¢, ¢g>. We have nu-
merically checked that, under these conditions, the dynamics
of the Z3 model is not significantly affected by next-nearest-
neighbor interactions and therefore we neglect them.> We use
a time-dependent block decimation (TEBD) algorithm [48,49]
to simulate the dynamics of the Rydberg Hamiltonian H, (see
Appendix D) and compare it with the exact diagonalization of
the Z3 model for a chain of L = 21 links. The implementation
thus requires 60 atoms and is achievable on the basis of a
recent experiment [3]. In Fig. 3 we compare the dynamics of
the local electric field obtained from the Rydberg quantum
simulator against the exact Z3 one. The curves relative to the
Z; model (red line) and to the quantum simulator (teal line)
are in a fair agreement in the cases with I' > 1 (upper panel)
and I' < 1 (lower panel). The high-frequency oscillations in
the curve relative to the Rydberg dynamics are reminiscent of
the second-order processes in 2 which are generated in the
transitions between different states [%) ;.

2Next-nearest-neighbor interactions between excited atoms add an
extra term in the Hamiltonian ﬁr‘" which does not break the gauge
invariance, being diagonal in the electric field configurations basis.
We have numerically checked that the dynamics generated by the
Hamiltonians ﬁr“’ , or equivalently H, is not significantly affected by
this term.
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This Rydberg-atom quantum simulator is able to catch
the string dynamics. As we show in Figs. 4(b) and 4(d), it
is possible to distinguish the string breaking and persisting
regimes predicted by the Z; model.

VI. CONCLUSION AND OUTLOOK

In this work we have introduced a quantum simulator for
the study of the real time dynamics of an Abelian quantum
lattice gauge theory with scalable sizes of the lattice up to
~20 sites. Due to the Rydberg blockade mechanism, which
is able to guarantee a high reliability between the original
model and the experimental realization in the case of local
interactions, we explored the dynamics of the Z3 gauge model
in different parameter regimes and with different initial states.
We compared the dynamics of the Z; model with that of
the U(1) gauge theory, finding remarkable similarities of the
string dynamics. Our quantum simulator is therefore a ver-
satile and reliable experimental setup useful for investigating
exotic properties of discrete and continuous Abelian lattice
gauge theories [50-52]. A possible outlook for this work is
the extension to two-dimensional theories, in continuity with
a recent proposal about the study of two-dimensional pure
gauge systems [38], as well as the application of this protocol
for simulating clock variables to different models such as time
crystals [53,54].
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APPENDIX A: INTEGRATING THE MATTER FIELD

In this Appendix we derive the Hamiltonian ﬁsg of Eq. (2)
starting from Hy defined in Eq. (1). The subspace we are con-
sidering contains those states |®) such that 0 i |®) =0V .
The basis vectors of this subspace, {|m, £)}, are the eigenstates
of a projector operator P which can be written as a product of
local terms P = ]_[5=1 P;. We express P; in terms of the local
computational basis basis H§=1{|m)j} ® {|f)j}.

In particular, since the Gauss law establishes a relation
between the expectation value of the charge density operator
i1j and the related electric field flux AS = 5 —& i1, wWe

define the projectors

Pag,(nj) =Y IENEI -1 ® € + AEY)(E + AEM|; . (Al)
&

with AEM =& - &1 = Lo nj. With this representa-

2
tion we have that

P = 10)(01; ® Pag, (0) + 11)(1]; ® Pag, (D), (A2)

namely, P; selects those configurations such that the differ-
ence between the electric field values in neighboring links and
the occupation of the site between them satisfies the Gauss
law.

Now we focus on the aforementioned Hamiltonian I-?Sg . We
show that for two basis vectors |m, £) and |m’, £') an operator
H§ exists such that

(m, E|Hs|m', ') = (£|H|E"). (A3)
In the following we explicitly compute the operator I—?f . We

start by considering the mass term at the site j,

A

l—pj
2

(m, EN [ @ 1F|m', £y = <5|( - Asj)|5’>, (A4)
where 1 is the identity operator acting on the electric field
space and we used the fact that all the basis vectors {|m, &)}
satisfy the Gauss law. The computation of the electric field
energy is straightforward since it is diagonal in the electric
field local computational basis.

The hopping term is composed of the unitary propagator,
which provides the evolution of the gauge field, and the
fermionic operators, which constrain the allowed transitions.
In order to integrate out the matter field, we need to recast
the fermionic constraints in terms of the gauge field operators
only. To this purpose we observe that

(m, EWTUNj11m', )
= (m, E\PY U1 Pl E)
= (m, E|PP; @ P U1 Py @ Py Pl €), (AS)

where we have used the definition of P as well as the fact that
P? = P;V j. Discarding the overall projector P and using the
definition (A2), we obtain

(m. EIN1Y1]; ® Pae, (D] @ [I0XO]; 41 ® Pac,,, ()] [U]
Vi1 [10X0]; ® Pag, (0] ® [11)(1];41 ® Pag,,, (D]|m', E)
= (m, E|[Pag,(1)Pag,,, (U] Pag, (0)Pag,,, (1)]

® [1)(01; ® [0)(1]j1lm’, £')
= (El[Pag,()Pag,,, (O] Pag, (0)Pag,,, (DIIE')
= (EIIU} Pag,(0)Pac,,, (DIIE). (A6)

The first passage is justified by observing that w 1//,+1 =
[1){0]; ® |0) (1] 1. 3 The second passage is a consequence of

3This is true since the product of the nearest-neighbor operators 1/};r
and d}jﬂ is bosonic.
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the definition (A1), which allows us to write

(mI[[1)(01; ® |0) (1] j11lm') = 1 <= (E|[Pag,(DPac,,, (O] Pag, (0)Pac,,, (D]IE) = 1.

In the last passage of Eq. (A6), since Pag, (1)Pag,,, (0) = U] Pag, (0)Pac,,, (1)U, it follows that

Ppe,(1)Pag,., (O] Pag,(0)Pac,,, (1) = U Pag,(0)Pac

In conclusion, we have derived the Hamiltonian

(A7)

o (DU Pag (0)Pac,,, (1)
=U[[Pag,(0)Pag,,, (DT = U Prg,(0)Pag,,, (1). (A8)
(A9)

N As A A 1—p; A A
§=—1) UPrs(0)Pag,, (1) +He.+m) ( L — AE,) +& ) &
i J

J

2

J

APPENDIX B: SECOND-ORDER DERIVATION OF THE HAMILTONIAN IAIr‘I’

In this Appendix we show how to map the Rydberg Hamiltonian to the Z3 Hamiltonian (3) by using second-order perturbation
theory. We start by considering the single-link case and then we extend the result to the entire chain. The Hamiltonian H,
[Eq. (4)], in terms of single-link 3-atom states {|rgg), |grg), |ggr), |ggg), |grr), |rgr), |rrg), |rrr)}, reduces to the 8 x 8 matrix

g 0 0] @ 0 Q Q 0
0 6 0] @ Q 0 Q 0
0 0 & | « Q Q 0 0
HEY || BEY
1_7” _ Q Q Q| A 0 0 0 0 — (B1)
0 Q Q 0| V,—A 0 0 Q I_}’{qu HrNgN
Q 0 Q0 0 Ve — A 0 Q
Q 2 0 0 0 0 Vi— A Q
0O 0 O 0 Q Q Q 2(Vy — A)

The first three states contain only one excited atom and they
form the set ¥ = {|)}o<p<o defined in the main text (link
indices are omitted here). We have applied a shift of the energy
equal to A, so the energy of the states in X is E; ~ 8. We call
HP the subspace spanned by ¥ and HY the complementary
one such that H, = HY & H’. We define the projectors P, and
N, =1 — P, such that

H,{,\;N = NYHV,SNS‘s

ary =pH, N, = (A7) (B2)
They correspond, respectively, to the top left, bottom right,
and off-diagonal parts of H,, delimited by double lines in
Eq. (B1). The effective Hamiltonian relative to the subspace
HP can be derived by assuming that there exists a set of
eigenstates of H,, whose energies are perturbations of the
spectrum of I-7r’_’ 7. Let us consider an eigenstate |¥) whose en-
ergy satisfies E; ~ 8y < V; — A, A and define |Wp) = P|W)
and |Wy) = N,|W); the eigenvalue equation can be written as

- [WP)} B arr HPY [wp)}
s - S A ’
Ww) ] |ANF BNV |LIwy)

from which it emerges that |Wp) obeys the equation

(B3)

E|\Wp) = | A + B ——H\" | Wp) = H|Wp).
Es _Hr“y

(B4)

We compute the matrix elements of A" in the basis of the
states {|rgg), |grg), |ggr)}. We consider its action on the state
Irgg):

H rgg) = bolrgg) + QUL -
s T s

+ |rrg) + |rgr)). (B5)

We approximate the operator H;’YSN with its diagonal contribu-
tion, since 2 is much smaller than A, V;, — A. In Eq. (B5) we
use 1/(E, — HMV) ~ —(HNN )d’i;g, where we have neglected
E; < A, Vy — A, and therefore we get

H!|rgg)

(lggg)

~ ~ —1
= 811rgg) — QA (HY) 4, (1888) + 1rrg) + Irgr))

N 1
= 8ilrgg) — QHﬁf[Z|ggg> + e+ |rgr>>}

S PR —
=18 ATV oa rgg)

1 1 1
+ QZ<Z + vV, — A)Igrg) + QZ<X+V5 — A)Iggr).
(B6)

By repeating the same procedure for the states |grg) and |ggr)
we obtain the effective Hamiltonian

A =1, ) 90|+ )8 19401,

iy B

(B7)
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FIG. 5. Mass implementation. In the case with m # 0 the po-
sitions of the atoms belonging to even links are rotated counter-
clockwise by an angle ¢. The correspondent value of the mass
m = V? —V; is implemented.

with #, = §22(V+A + %), where we are neglecting the overall
constant —QZ(V_LA + %).

When we consider a chain of L links we must take into
account the interlink energies V and V;. In fact, the interac-
tions between nearest neighbors modify the local Hamiltonian
H"N_ Transitions between different gauge-invariant states |¥)
and |W') are mediated by local link changes [9); — [9) ;.

For example, let us suppose that the transition |W) — |W’)
corresponds to only changing the local state |rgg); to the
state |grg) ;. This transition is now mediated by the doubly
excited local state |rrg); and by the local state |ggg); with
no excitations. Due to the interlink interaction, the transition
|rgg) i |rrg) j induces a local change in the energy V, +
2V — A. Analogously, the transition |rgg); — |ggg); leads to
an energy change A —2V. As a consequence, the allowed
transition |rgg); — |grg); is a second-order process with rate
t = Q(ymy—z + xav)

So far, we only consider the transition between
gauge-invariant ~ many-body  states. = However, the
Hamiltonian H, may allow local transitions such as
lrgg) j|ggr) j 1 — |rgr);lggr) j . — 188r)lggr)jy1 with two
excited atoms at distance d. Such a transition is suppressed
by an energy penalty V; and breaks the gauge invariance.
As long as V; > V, Q, these second-order processes can be
neglected. In conclusion, we have shown how H, reduces to
H? up to second-order corrections in .

APPENDIX C: MASS-TERM IMPLEMENTATION

In this Appendix we describe how to implement a nonzero
mass term in the Hamiltonian H,. Let us recall that, in the
Z; model, even matter sites can contain a zero or nega-
tive charge corresponding, respectively, to a zero or m > 0
mass energy. If we consider the electric field Hamiltonian
H, given an even site j, the energies of the two local
states |E);_; ® [(E — 1)mod3); and |E);_; ® |E); differ by
m. Similar considerations apply for odd sites.

In order to achieve this condition, we tilt the triangular
structures relative to the even links by a small angle ¢ in a
counterclockwise way, as shown in Fig. 5. A rotation in the
plane perpendicular to the lattice axis makes the distances
between the site corresponding to E;_; = —1 and the sites

E; = —1 and E; = 0 different. In this way, different interac-
tion strengths are engineered and thus the energy difference
between the vacuum and the charged configuration can be
implemented. We define the following characteristic interlink
distances:

Rgya = [d* + 46 sin*(¢/2)]'2, (C1)
R. = [d* 4 4/30sin*(r /3 + ¢/2)]V/%, (C2)
R. = [d* +4/30°sin*( /3 — ¢/2)]"/%. (C3)

Here Rpgyq is the smallest distance, corresponding to for-
bidden configurations, while R§ correspond to the allowed
ones.

The energies corresponding to charged and vacuum con-
figurations are V¢ = cs/R% and V¢ = c6/R®, respectively.
Analogously, we define the same energies for odd matter sites,
namely, V.’ = c¢/RS and V? = c6/RS.

Staggering is implemented by a further lattice deforma-
tion. Indeed, the energy of the vacuum configuration for
an even matter site must be equal to the energy of the
charged configuration for an odd matter site, i.e., V= V2.
In order to achieve the above statement we change the
interlink distance of the chain by a small amount ¢ such
that d° =d + ¢ and d° = d — ¢ relative to odd and even
sites, respectively. We choose a value of ¢ and thereafter
choose a value of ¢ to satisfy the condition V;j =V?°. As a
result we get m =V? -V ~V?—V? For example, with
the parameters used in the main text, by applying a rotation
¢ = 0.05 rad we obtain t = 0.667 MHz, m,- =V VS =
0.385 MHz, and m,+ = V? —V? = 0.356 MHz. We can simu-
late therefore a mass m = (m,+ + m,-)/2 with a relative error
~4%.

APPENDIX D: DETAILS OF THE TEBD MATRIX
PRODUCT STATES NUMERICAL SIMULATION

The dynamics of the Rydberg-atom quantum simulator
has been numerically simulated by using the Hamiltonian H,
defined in Eq. (4). We considered only interactions between
nearest-neighbor links. We used the matrix product state
representation of the many-body state. We took the link as
local subspace: Since it is composed of three atoms which
can be in a Rydberg or in the internal ground state, its Hilbert
space dimension is 2° = 8. The auxiliary dimension was set
to 128 and we checked the convergence of the dynamics by
repeating the same simulations with larger bond dimension
equal to 256. Note that the dynamics of each link is mostly
constrained in the three-dimensional subspace spanned by
X}, allowing accurate results with a relatively small bond
dimension.

The dynamics has been computed by using the time-
evolving block decimation algorithm with second-order
Suzuki-Trotter decomposition of the evolution operator,
with time step df = 0.012n )y~' us. Local and inter-
action parameters have been chose such that {A =
27 MHz,V, = 149.414 MHz, Q =3 MHz, §; = g’} and
{V =6.186 MHz, V; = 22.109 MHz}.
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