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#### Abstract

We consider a Floquet triple-layer setup composed of a two-dimensional electron gas with spin-orbit interactions, proximity coupled to an $s$-wave superconductor and to a ferromagnet driven at resonance. The ferromagnetic layer generates a time-oscillating Zeeman field which competes with the induced superconducting gap and leads to a topological phase transition. The resulting Floquet states support a second-order topological superconducting phase with a pair of localized zero-energy Floquet Majorana corner states. Moreover, the phase diagram comprises a Floquet helical topological superconductor, hosting a Kramers pair of Majorana edge modes protected by an effective time-reversal symmetry, as well as a gapless Floquet Weyl phase. The topological phases are stable against disorder as well as against parameter variations and are within experimental reach.


DOI: 10.1103/PhysRevResearch.1.032013

Introduction. Over the last decade topological states of matter [1-5] have attracted a lot of attention. Recently, particular interest has been raised by higher-order topological insulators and superconductors [6-8], which host topologically protected gapless modes on their higher-order faces (e.g., corners in $d>1$, hinges in $d>2$, with $d$ being the spatial dimension of the system). However, such systems were studied mostly at the static level [9-19], with the out-of-equilibrium dynamics [20-27] rarely addressed. At the same time, Floquet engineering [28-31], based on applying time-periodic perturbations, has been serving as a powerful tool to generate exotic phases of quantum matter, including topological and Chern insulators [32-51], as well as non-Abelian states such as Majorana bound states (MBSs) [52-60]. Such Floquet phases can be generated by time-dependent electromagnetic fields [32-39,58,59]. Strong oscillating electric fields are easy to obtain for this purpose, but the direct coupling to the spin degree of freedom is more challenging, typically achieved only indirectly via a strong spin-orbit interaction [61,62]. Hence, finding ways to generate strong oscillating magnetic fields which couple directly to the spin is important. One possible solution consists in using magnetic proximity effects, which, for the static case, have already been widely studied for superconductors [63,64] and topological insulators [65-67].

In this Rapid Communication we consider a driven triplelayer setup which allows us to engineer a Floquet higher-order topological superconductor (FHOTS). Its key component is a two-dimensional electron gas (2DEG) with a spin-orbit interaction (SOI) sandwiched between an $s$-wave superconductor (SC) and a ferromagnet (FM), as shown in Fig. 1(a). The FM layer is resonantly driven by an external field $\boldsymbol{H}(t)$, which results in the generation of an oscillating magnetic field $\boldsymbol{B}(t)$,

[^0]giving rise to strong Zeeman coupling in the 2DEG. The out-of-plane component of $\boldsymbol{B}(t)$ competes with the proximityinduced superconducting gap and leads to a topological phase transition in the 2DEG. The topological phase is identified as Floquet helical topological superconductor (FHeTS), characterized by the presence of a Kramers pair of gapless helical Majorana edge modes protected by an effective time-reversal symmetry. A moderate in-plane component of $\boldsymbol{B}(t)$ opens a gap in the helical edge modes through a mass term that changes sign at the corners in a rectangular geometry, resulting in Majorana corner states (MCSs)-a distinct feature of the FHOTS. In the regime where the in-plane component of $\boldsymbol{B}(t)$ is strong, the system moves into a gapless Weyl phase. The topological phase diagram is robust against moderate local disorder, detuning from resonance, and static magnetic fields.

Model. The triple-layer setup is composed of a 2 DEG with strong Rashba and Dresselhaus SOIs, proximity coupled to an $s$-wave SC and a FM, as shown in Fig. 1(a). We assume that the SOI vector is along the $z$ direction, which is perpendicular to the $x y$ 2DEG plane. The SOI coupling strengths $\alpha_{x}=\alpha_{R}+\beta_{D}$ and $\alpha_{y}=\alpha_{R}-\beta_{D}$ are expressed in terms of the Rashba and Dresselhaus SOI coefficients $\alpha_{R}$ and $\beta_{D}$ for a proper choice of the coordinate system [68-75]. Introducing a creation operator $\psi_{\sigma k}^{\dagger}$ acting on an electron with momentum $\boldsymbol{k}=\left(k_{x}, k_{y}\right)$ and spin component $\sigma$ along the $z$ axis, the corresponding Hamiltonian reads
$H_{0}=\sum_{\sigma \sigma^{\prime}} \int d \boldsymbol{k} \psi_{\sigma k}^{\dagger}\left[\frac{\hbar^{2} \boldsymbol{k}^{2}}{2 m}-\mu-\alpha_{x} k_{x} \sigma_{y}+\alpha_{y} k_{y} \sigma_{x}\right]_{\sigma \sigma^{\prime}} \psi_{\sigma^{\prime}} \boldsymbol{k}$.

Here, $\sigma_{j}$ are the Pauli matrices acting in spin space. The chemical potential $\mu$ is calculated from the crossing point of the two spin-split bands at $\boldsymbol{k}=\mathbf{0}$. In the following, it will be convenient to introduce the SOI energy $E_{\mathrm{so}}=\hbar^{2} k_{\mathrm{so}}^{2} /(2 m)$ and the SOI momentum $k_{\mathrm{so}}=m \alpha_{x} / \hbar^{2}$. We note that this Hamiltonian effectively describes a 2D array of coupled Rashba wires


FIG. 1. (a) Schematics of the Floquet triple-layer setup consisting of a 2DEG (blue layer) with SOI of strengths $\alpha_{x}$ and $\alpha_{y}$, proximity coupled to an $s$-wave SC (red layer) at the bottom and a FM at the top (green layer) which is resonantly driven by an external timedependent magnetic field $\boldsymbol{H}(t)$ to generate an oscillating magnetic field $\boldsymbol{B}(t)=B_{\perp} \cos (\omega t) \boldsymbol{e}_{z}+B_{\|} \sin (\omega t) \boldsymbol{u}_{\|}$in the 2DEG. (b) Band structure of the 2DEG in the isotropic regime $\alpha_{x}=\alpha_{y}$. The chemical potential $\mu$ is fixed below the crossing point of the spin-split bands (indicated by the blue area). The driving frequency $\omega$ is tuned to achieve resonance at the smallest Fermi momentum (represented by the two green circles) between the two Floquet bands labeled by $\tau= \pm 1$.
if the mass $m$ is also chosen to be anisotropic in the $x y$ plane such that $m_{y} \neq m_{x}[39,76-87]$.

The proximity effect between the 2DEG and the SC is described by the following Hamiltonian,

$$
\begin{equation*}
H_{\mathrm{sc}}=\frac{\Delta_{\mathrm{sc}}}{2} \sum_{\sigma \sigma^{\prime}} \int d \boldsymbol{k}\left(\psi_{\sigma \boldsymbol{k}}^{\dagger}\left[i \sigma_{y}\right]_{\sigma \sigma^{\prime}} \psi_{\sigma^{\prime}(-\boldsymbol{k})}^{\dagger}+\text { H.c. }\right) \tag{2}
\end{equation*}
$$

where $\Delta_{\mathrm{sc}}$ is the induced SC gap. The resulting 2DEG-SC heterostructure is placed in the vicinity of a FM layer, and the setup is subjected to an external magnetic field $\boldsymbol{H}(t)$. Under the FM resonance condition (see the discussion below), the FM generates an oscillating demagnetizing field which adds up to $\boldsymbol{H}(t)$ to produce a total magnetic field $\boldsymbol{B}(t)=$ $B_{\perp} \cos (\omega t) \boldsymbol{e}_{z}+B_{\|} \sin (\omega t) \boldsymbol{u}_{\|}$in the 2DEG. Here, $\omega=2 \pi / T$ denotes the oscillation frequency and the 2 D vector $\boldsymbol{u}_{\|}=$ ( $u_{x}, u_{y}$ ) indicates the orientation of the magnetic field in the $x y$ plane. The FM proximity effect is described by the following Floquet-Zeeman term

$$
\begin{align*}
H_{\mathrm{Z}}(t)= & 2 \sum_{\sigma \sigma^{\prime}} \int d \boldsymbol{k} \psi_{\sigma \boldsymbol{k}}^{\dagger}\left(t_{\mathrm{Z}}^{\perp} \cos (\omega t)\left[\sigma_{z}\right]_{\sigma \sigma^{\prime}}\right. \\
& \left.+t_{\mathrm{Z}}^{\|} \sin (\omega t)\left[\boldsymbol{u}_{\|} \cdot \boldsymbol{\sigma}\right]_{\sigma \sigma^{\prime}}\right) \psi_{\sigma^{\prime} \boldsymbol{k}}, \tag{3}
\end{align*}
$$

where $t_{\mathrm{Z}}^{v}=\mu_{B} g_{v} B_{v} / 2$ (with $v=\|, \perp$ ) are two FloquetZeeman amplitudes. The anisotropy in the $g$-factors, which leads to $g_{\|}$and $g_{\perp}$, arises from the quantum confinement and the intrinsic strain of the 2DEG [88-90].

The resulting time-dependent problem can be solved using the Floquet formalism [28-31], by writing the quasienergy operator $H=H_{0}+H_{\text {sc }}+H_{\mathrm{Z}}(t)-i \hbar \partial_{t}$ in the Floquet-Hilbert space generated by $T$-periodic states $\psi_{l \sigma k}=\exp (-i l \omega t) \psi_{\sigma k}$, $l \in \mathbb{Z}$. In this basis $H$ acquires a simple block-diagonal form, where each block, also referred to as a Floquet band, is composed of the modes with the same index $l$. The static term acts within the same block and receives an additional constant energy shift $\hbar \omega l$, while the oscillating term couples different blocks. We note that, in contrast to static setups [91-94], our protocol does not require a fine tuning of the chemical potential. Instead of tuning $\mu$ close to the spin-orbit energy, $\mu \approx 0$, we only need to require that $-E_{\mathrm{so}}<\mu<0$,
so that the frequency $\omega$ can be resonantly tuned to the energy difference between the two spin-split bands. This allows us to treat the oscillating terms at low energies by only taking into account the coupling between the modes at $l=0$, to which we associate a Floquet band index $\tau=1$, and the modes at $l=-1$ with $\tau=\overline{1}$. As a result, in the Nambu basis $\Psi_{k}^{\dagger}=$ $\left(\psi_{1 \uparrow k}^{\dagger}, \psi_{1 \downarrow k}^{\dagger}, \psi_{\overline{1} \uparrow k}^{\dagger}, \psi_{\overline{1} \downarrow k}^{\dagger}, \psi_{1 \uparrow-k}, \psi_{1 \downarrow-k}, \psi_{\overline{1} \uparrow-k}, \psi_{\overline{1} \downarrow-k}\right)$, the total Hamiltonian reads as $H=\int d \boldsymbol{k} \Psi_{\boldsymbol{k}}^{\dagger} \mathcal{H}_{\boldsymbol{k}} \Psi_{\boldsymbol{k}} / 2$, with the Hamiltonian density

$$
\begin{align*}
\mathcal{H}_{k}= & {\left[\frac{\hbar^{2} \boldsymbol{k}^{2}}{2 m}-\mu+\frac{\hbar \omega\left(\tau_{z}-\tau_{0}\right)}{2}\right] \eta_{z}+\Delta_{\mathrm{sc}} \eta_{y} \sigma_{y}+\alpha_{y} k_{y} \sigma_{x} } \\
& -\alpha_{x} k_{x} \eta_{z} \sigma_{y}+t_{\mathrm{Z}}^{\perp} \eta_{z} \tau_{x} \sigma_{z}+t_{\mathrm{Z}}^{\|}\left(u_{x} \tau_{y} \sigma_{x}+u_{y} \eta_{z} \tau_{y} \sigma_{y}\right) \tag{4}
\end{align*}
$$

with the Pauli matrices $\tau_{i}\left(\eta_{i}\right)$ acting in the Floquet (particlehole) space. In the following, we analyze different topological phases of the system as a function of the parameters appearing in Eq. (4).

Floquet helical topological superconductor. In order to determine the phase diagram of our model, we first consider the effect of the out-of-plane component of $\boldsymbol{B}(t)$ by imposing $t_{\mathrm{Z}}^{\|}=0$ in Eq. (4). In the isotropic regime with $\alpha_{x}=\alpha_{y}$, the Fermi surface is composed of two concentric circles and the problem depends only on the magnitude of the momentum $|\boldsymbol{k}|$, as shown in Fig. 1(b). The resonance condition for the frequency $\omega$ is satisfied along the entire circle with the smallest Fermi momentum [see the Supplemental Material (SM) [95] for more details]. The Hamiltonian is linearized close to the Fermi surface and provides the eigenenergies $E_{1}^{2}=\left(\hbar v_{F} \delta k\right)^{2}+\Delta_{\mathrm{sc}}^{2}$ and $E_{2, \pm}^{2}=\left(\hbar v_{F} \delta k\right)^{2}+$ $\left(t_{\mathrm{Z}}^{\perp} \pm \Delta_{\mathrm{sc}}\right)^{2}$, with $v_{F}=\alpha_{x} / \hbar$ the Fermi velocity and $\delta k$ the radial distance from the Fermi surface. The phase diagram consists of two gapped phases separated by the gapless line $\Delta_{\mathrm{sc}}=t_{\mathrm{Z}}^{\perp}$. The topologically trivial (topological) phase is identified with the regime $\Delta_{\mathrm{sc}}>t_{\mathrm{Z}}^{\perp}\left(\Delta_{\mathrm{sc}}<t_{\mathrm{Z}}^{\perp}\right)$. For $t_{\mathrm{Z}}^{\|}=0$, the system is characterized by an emerging effective timereversal symmetry $T_{\text {eff }}=-i \tau_{z} \sigma_{y} \mathcal{K}$, a particle-hole symmetry $P=\eta_{x} \mathcal{K}$, and a chiral symmetry $U_{C}=P T_{\text {eff }}$, with $\mathcal{K}$ the complex-conjugation operator. Thus, the system belongs to the DIII symmetry class with $\mathbb{Z}_{2}$ topological invariant.

The topological phase, denoted as FHeTS, hosts gapless edge modes-a Kramers pair of Floquet Majorana fermions $\left|\Phi_{ \pm}\right\rangle$, obeying $P\left|\Phi_{ \pm}\right\rangle=\left|\Phi_{ \pm}\right\rangle$and $T_{\text {eff }}\left|\Phi_{ \pm}\right\rangle= \pm\left|\Phi_{\mp}\right\rangle$. The Kramers partners propagate in opposite directions along the same edge, forming a pair of helical modes protected by the effective time-reversal and particle-hole symmetries. We have verified the presence of these modes numerically in the discretized version of the model (see the SM [95]) defined on a rectangular lattice of size $L_{x} \times L_{y}$ with periodic boundary conditions along the $x$ axis, as shown in Fig. 2(a).

If the rotation symmetry is broken ( $\alpha_{x} \neq \alpha_{y}$ ), the resonance condition can be satisfied only along a particular direction in momentum space, resulting in an offset $\delta \omega$ in the resonance condition almost everywhere except at a few points on the Fermi surface. While a small $\delta \omega$ in the weak anisotropy regime hardly affects the phase diagram and can be compensated by increasing $t_{\mathrm{Z}}^{\perp}$, strong anisotropy effects are more drastic. In Fig. 2(b), we calculate numerically the energy of


FIG. 2. (a) Energy spectrum $E\left(k_{x}\right)$ in the FHeTS phase with $t_{\mathrm{Z}}^{\perp} / \Delta_{\mathrm{sc}}=3$ and $\alpha_{x}=\alpha_{y}$. The helical edge modes are localized at the edges. (b) Phase diagram showing the gap to the first excited bulk state (in units of $E_{\mathrm{so}}$ ) as a function of the ratios $\alpha_{y} / \alpha_{x}$ and $t_{\mathrm{Z}}^{\perp} / \Delta_{\mathrm{sc}}$. Blue lines indicate the phase boundaries. In the isotropic regime, $\alpha_{x}=\alpha_{y}$, the phase transition occurs at the critical point $\Delta_{\mathrm{sc}}=t_{\mathrm{Z}}^{\perp}$. When $\alpha_{x} \neq \alpha_{y}$, the critical point is transformed into a gapless Weyl phase, and the value $t_{\mathrm{Z}}^{\perp} / \Delta_{\text {sc }}$ required to reach the FHeTS increases up to the point of strong anisotropy beyond which the FHeTS cannot be reached. Remaining parameters in both simulations are $t_{\mathrm{Z}}^{\|}=0$, $\Delta_{\mathrm{sc}} / E_{\mathrm{so}}=0.2, k_{\mathrm{so}} L_{x}=k_{\mathrm{so}} L_{y}=80$, and $\mu=-E_{\mathrm{so}} / 2$.
the lowest bulk state as a function of the ratios $\alpha_{y} / \alpha_{x}$ and $t_{\mathrm{Z}}^{\perp} / \Delta_{\mathrm{sc}}$. We see that the critical point $\Delta_{\mathrm{sc}}=t_{\mathrm{Z}}^{\perp}$ transforms into a gapless Weyl phase at a finite value of anisotropy $\left(\alpha_{y}-\alpha_{x}\right) / \alpha_{x}$. This gapless regime is characterized by a semimetal energy structure with four Weyl cones. The nodes of the Weyl cones appear first on the Fermi surface and move further in the reciprocal space, when the parameters $t_{\mathrm{Z}}^{\perp} / \Delta_{\text {sc }}$ and $\alpha_{y} / \alpha_{x}$ are modified. We also note that if we decrease the ratio $t_{\mathrm{Z}}^{\perp} / \Delta_{\text {sc }}$ up to a point of reaching the phase transition to the trivial phase, the low-energy physics becomes insensitive to the anisotropy.

Floquet Majorana corner states. Next, we analyze the effect of an oscillating in-plane magnetic field that breaks the effective time-reversal symmetry $T_{\text {eff }}$ and, thus, gaps out the helical edge modes of the FHeTS. Nevertheless, the finite system with open boundary conditions along both the $x$ and $y$ axes remains topologically nontrivial as it now hosts a set of zero-energy MCSs, characteristic for the FHOTS phase [96]. The presence of such MCSs is uncovered by focusing on the low-energy degrees of freedom expressed in terms of the Majorana edge modes $\left|\Phi_{ \pm}\right\rangle$. The in-plane Zeeman field $B_{\|}$couples the two helical modes, leading to the following low-energy Hamiltonian density,

$$
\begin{equation*}
\mathcal{H}_{\text {edge }}=\hbar v_{F}^{e}|\boldsymbol{k}| \rho_{z}+\tilde{t}_{\mathrm{Z}}^{\|} \rho_{y} \tag{5}
\end{equation*}
$$

where the Pauli matrices $\rho_{i}$ act in the space of $\left|\Phi_{ \pm}\right\rangle$, $v_{F}^{e}$ is the velocity of the helical edge modes, and $\tilde{t}_{\mathrm{Z}}^{\|}=t_{\mathrm{Z}}^{\|} \operatorname{Im}\left\langle\Phi_{-}\right| u_{x} \tau_{y} \sigma_{x}+u_{y} \eta_{z} \tau_{y} \sigma_{y}\left|\Phi_{+}\right\rangle$is the "mass term." Thus, our system is described by the well-known JackiwRebbi model [97,98].

Importantly, $\tilde{t}_{\mathrm{Z}}^{\|}$is generally different at different edges. From the symmetry of the modes $\left|\Phi_{ \pm}\right\rangle$, we deduce that the value of the mass term $\tilde{f}_{\mathrm{Z}}^{\|}$is proportional to the projection of the in-plane field $B_{\|}$on the outward-pointing normal unit vector of the corresponding edge in a rectangular geometry (see the SM [95]). Thus, the sign of $\tilde{t}_{\mathrm{Z}}^{\|}$is opposite on two parallel edges at $x=0(y=0)$ and $x=L_{x}\left(y=L_{y}\right)$. Hence, $\tilde{\tau}_{\mathrm{Z}}^{\|}$has to change its sign at two opposite corners of the 2DEG, leading to the emergence of domain walls at these corners


FIG. 3. (a), (b), (d) Probability density of the lowest-energy state in the FHOTS phase for $t_{\mathrm{Z}}^{\perp} / \Delta_{\mathrm{sc}}=3, t_{\mathrm{Z}}^{\prime \prime} / \Delta_{\mathrm{sc}}=2.5$, and $\alpha_{x}=\alpha_{y}$. The inset shows the ten lowest eigenenergies. (a) For $\boldsymbol{u}_{\|}=(1,1) / \sqrt{2}$, the in-plane Zeeman field $B_{\|}$opens gaps in all edge modes such that zero-energy MCSs emerge at two opposite corners. (b) The vector $\boldsymbol{u}_{\|}=(0,1)$ is parallel to the edges along which the system stays gapless. (c) Phase diagram showing the bulk gap (color coded in units of $E_{\mathrm{so}}$ ) as a function of the ratios $t_{\mathrm{Z}}^{\perp} / \Delta_{\mathrm{sc}}$ and $t_{\mathrm{Z}}^{\|} / \Delta_{\mathrm{sc}}$ with $\boldsymbol{u}_{\|}=(1,1) / \sqrt{2}$. The critical point $\Delta_{\mathrm{sc}}=t_{\mathrm{Z}}^{\perp}$ at $t_{\mathrm{Z}}^{\|}=0$ merges into a gapless Weyl phase at finite $t_{\mathrm{Z}}^{\|}$. As a result, higher values of $t_{\mathrm{Z}}^{\frac{1}{2}} / \Delta_{\mathrm{sc}}$ are required to reach the topological phase. The various phase boundaries correspond to $\alpha_{y} / \alpha_{x}=0.8$ (red dotted), 0.9 (purple dashed), and 1.0 (blue solid). (d) The MCSs are stable against strong external perturbations and disorder: $\delta \omega=\Delta_{\mathrm{Z}}=0.1 E_{\mathrm{so}}, S_{\mu}=S_{\mathrm{Z}}^{\text {stat }}=$ $S_{\mathrm{Z}}^{\mathrm{dyn}}=0.5 E_{\mathrm{so}}$. A single disorder realization is considered. The rest of the parameters are the same as in Fig. 2.
that host zero-energy MCSs [see Fig. 3(a)]. In the special case when $\boldsymbol{u}_{\|}$is parallel to one of the edges, the corresponding edge modes stay gapless [see Fig. 3(b)].

The simple description in terms of the Jackiw-Rebbi model is expected to work in the regime where the amplitude of the in-plane magnetic field is small. In order to construct the full phase diagram, we calculated numerically the gap to the first excited bulk state as a function of the ratios $t_{\mathrm{Z}}^{\perp} / \Delta_{\mathrm{sc}}$ and $t_{\mathrm{Z}}^{\|} / \Delta_{\text {sc }}$ [see Fig. 3(c)]. The FHOTS phase emerges from the FHeTS phase at nonzero $t_{\mathrm{Z}}^{\|}$. However, if $t_{\mathrm{Z}}^{\|}$is large, the system enters into the gapless Weyl phase. To observe MCSs, the Floquet-Zeeman field perpendicular to the 2DEG plane should dominate such that the condition $t_{\mathrm{Z}}^{\|}<t_{\mathrm{Z}}^{\perp}$ is fulfilled. All the results remain qualitatively the same for a weak anisotropy ( $\alpha_{x} \neq \alpha_{y}$ ), which shifts the topological phase transition line only slightly.

Experimental feasibility. Next, we discuss the stability of our setup. We check numerically that the topological phases are robust against an offset $\delta \omega$ in the resonance frequency $\omega$ and a static Zeeman term with strength $\Delta_{\mathrm{Z}}$ directed both in plane and out of plane. Similarly, we check the stability with respect to an on-site disorder by adding a fluctuating chemical potential and a static (oscillating) Zeeman field randomly chosen from a uniform distribution with standard deviations $S_{\mu}$ and $S_{\mathrm{Z}}^{\mathrm{stat}}\left(S_{\mathrm{Z}}^{\mathrm{dyn}}\right)$. As a result, we confirm numerically that the MCS are stable against disorder of a strength greatly exceeding the bulk gap [see Fig. 3(d)] (see also the SM [95]).


FIG. 4. Setup of the FM layer to generate the desired oscillating magnetic field in the 2DEG. The 2DEG-SC heterostructure is placed in the vicinity of the FM. The system is subjected to an external magnetic field $\boldsymbol{H}(t)=\boldsymbol{H}_{0}+\boldsymbol{h}(t)$ (yellow lines) generating FM resonance (shown not to scale). This induces the precession of the FM magnetization $\boldsymbol{M}(t)$ (black lines inside the FM ) and demagnetizing field $\boldsymbol{D}(t)$ (black lines outside of the FM). Close to the surface of the FM layer, the static components of $\boldsymbol{D}(t)$ and $\boldsymbol{H}(t)$ cancel out, so that the dynamics of the total field $\boldsymbol{B}(t)=\boldsymbol{H}(t)+\boldsymbol{D}(t)$ in the 2DEG layer is close to a full $360^{\circ}$ rotation.

The out-of-plane component of the static magnetic field is also not harmful: The MCSs can be observed even for $\Delta_{\mathrm{Z}} \sim t_{\mathrm{Z}}^{\perp}$ and disappear only when the static term becomes stronger.

In experiments, the proximity-induced SC gap $\Delta_{\text {sc }}$ is expected to be of the order of 0.05 meV , depending on the properties of the SC and the strength of the coupling between the SC and the 2DEG [99-104]. As shown in this work, the strength of the Floquet-Zeeman amplitude $t_{\mathrm{Z}}^{\perp}$ should exceed $\Delta_{\text {sc }}$ to reach the topological regimes. Hence, assuming that the 2 DEG material has an electron $g$-factor $g_{\perp}=15$, the amplitude of the magnetic field $B_{\perp}$ should be of the order of 0.1 T . At the same time, the static component of the magnetic field should be smaller than the dynamic one and the oscillation frequency $\omega$ should be in the GHz range. The FM layer in the setup is proposed to generate the required Zeeman fields as follows. Applying an external magnetic field $\boldsymbol{H}(t)=\boldsymbol{H}_{0}+\boldsymbol{h}(t)$ with $|\boldsymbol{h}(t)| \ll\left|\boldsymbol{H}_{0}\right|$ and $\boldsymbol{h}(t) \perp \boldsymbol{H}_{0}$ under FM resonance condition induces a precession of the FM magnetization $\boldsymbol{M}(t)[105,106]$. The precession cone of $\boldsymbol{M}(t)$ depends on the angle between the FM easy axis and $\boldsymbol{H}_{0}$, while the resonance frequency is determined by the magnitude $\left|\boldsymbol{H}_{0}\right|$. Outside of the FM, the total field $\boldsymbol{B}(t)$ is equal to the sum of the external field $\boldsymbol{H}(t)$ and an oscillating demagnetizing field $\boldsymbol{D}(t)$ (see Fig. 4). Hence, by carefully choosing the system
geometry, the static component of $\boldsymbol{B}(t)$ could be adjusted close to zero over a large region of space in the proximity of the FM surface including the 2DEG. The amplitude of the remaining oscillating component overcomes the threshold of 0.1 T inside the 2DEG, as we have confirmed by micromagnetic simulations (see the SM [95]). It is important that the generated magnetic field is very small and below the critical field of the superconductor to avoid the appearance of vortices or domain walls. Promising candidates for such FMs are, e.g., EuS [65], GdN [66], and yttrium iron garnet (YIG) [67].

Alternatively, the fast switching or the sustained oscillation of the FM magnetization has already been achieved experimentally by shining optical light on a FM (via an all-optical magnetization reversal) [107-109], by applying piezostrain [110,111], or by injecting a spin-polarized current (via a spinorbit torque) [112-116]. This domain of research is currently under an active exploration because of its crucial role in the implementation of magnetic memory and logic devices. We also note that in our setup, the magnetic field in the 2DEG can originate from both the FM demagnetizing field at a moderate range and from the exchange interactions at atomic distances.

Conclusions. We have considered a Floquet triple-layer setup of a 2DEG proximity coupled to a SC and a FM. Under resonant drive the FM induces an oscillating Zeeman field in the 2DEG. The out-of-plane component of the magnetic field competes with the proximity-induced SC gap and leads to the emergence of the FHeTS hosting an effective Kramers pair of gapless helical edge modes. Moreover, the in-plane component of the magnetic field enters into the low-energy description corresponding to the effective JackiwRebbi model as a mass term and opens a gap in the edge mode spectrum. Change in the sign of the mass term, which inevitably occurs at two opposite corners of the system in a rectangular geometry, leads to the emergence of Floquet MCSs. We argued that the proposed setup is within experimental reach combining available magnetic, semiconducting, and superconducting materials.
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