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We address the interplay of electron-electron (e-e) and electron-phonon (e-ph) interactions in the Hubbard-
Holstein model, using a two-component density functional theory. Exchange-correlation potentials constructed
via dynamical mean field theory for a D = ∞ Bethe lattice and analytically for an isolated site give a new
perspective on e-ph screening of the e-e interactions and its effect on the charge- and spin-Kondo regimes.
Comparisons to exact benchmarks show that the approach is suitable to describe transport properties and real-
time dynamics in homogeneous and inhomogeneous lattice systems.
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The quantum theory of solids, now almost a century old,
is unquestionably a great success story: A vast number of
material properties and phenomena have been explained, re-
sulting in technological advances with transformative effects
[1,2]. Many questions, however, remain unresolved or, since
the frontier of knowledge progresses, require a deeper level of
understanding. One of these is the long-standing problem of
how to describe systems where the effects of electron-electron
(e-e) and electron-phonon (e-ph) interactions are equally im-
portant [3]. For such systems, key requisites of a theoretical
approach are a proper treatment of the dynamical screening
of e-e interactions due to phonons and the possibility of
dealing in a feasible way with inhomogeneous situations, e.g.,
chemically doped solids or systems with applied (time- and
space-dependent) external fields. Although highly challenging
to describe, such systems are of growing interest because of
the expectation that they may host novel physical phenomena
and phases, with unexplored functionalities [4,5].

At this stage, even simple model systems can provide
important insight into these aspects. A minimum-complexity
template that accounts on equal footing for e-e and e-ph
interactions in a lattice is the Hubbard-Holstein (HH) model
[6–16]. Depending on model parameters and dimensionality
D, it displays a broad range of interesting behaviors, e.g.,
metal-insulator transitions [11], bipolaronic phases [12], su-
perconductivity, and charge density order [10]. Out of equilib-
rium, it has been used to study interaction quenches [17], dy-
namical insulator-to-metal transitions [18], and pump-probe
dynamics [19,20]. Finally, for phonon overscreening of the
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e-e interactions, it motivates the study of lattice models with
attractive Hubbard interactions [21–23].

Many approaches have been used to investigate the HH
model [24], but so far neither density functional theory (DFT)
[25,26] nor its time-dependent generalization (TDDFT) [27]
(they both play a central role in the study of realistic materials
[28,29]), have been employed [30]. (TD)DFT can provide
a new perspective on e-ph screening and is suitable for
inhomogeneous systems. We thus consider here a (TD)DFT
approach to the HH model. As for electron-nuclei systems in
the continuum [31,32] or quantum electrodynamics [33,34],
we use a two-component formulation. In our case, the basic
variables for the electron (phonon) component are the electron
occupations {ni} (phonon coordinates {xi}) at each site i.
Each component is governed by its own exchange-correlation
(XC) potential. We explicitly determine the XC potentials for
the analytically solvable one-site, zero-dimensional (D = 0)
model, and the infinite-dimensional (D = ∞) homogenous
Bethe lattice (where ni = n, xi = x), via dynamical mean field
theory (DMFT) [35–37]. These potentials are then used to
address the dynamics of a finite system.

We find the following: (i) the behavior of the electronic
XC potential is mainly determined by the phonon screened
interaction U ′ and dynamical contributions to such screening
are important. Furthermore, in the HH model the phonon XC
potential is zero. (ii) The electronic XC potential is discontin-
uous at half-filling density n = 1 for U ′ > 0 and at n = 0, 2
for U ′ < 0; for the Bethe lattice, the discontinuity appears
above a nonzero value of |U ′|. (iii) For an infinite chain
with a HH impurity, (TD)DFT conductances evolve smoothly
from the charge- to the spin-Kondo regime upon varying
the e-ph coupling. (iv) TDDFT dynamics in a test system
subject to interaction quenches or external fields compares
well with exact numerics in an appreciable range of interac-
tion strengths. These results demonstrate that (TD)DFT is a
promising formalism for the study of e-ph (inhomogeneous)
lattice systems.
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I. THE SYSTEM

As starting point for the DFT description, we consider the
inhomogeneous HH Hamiltonian

Ĥ =
∑

iσ

(vi − μ)n̂iσ +U
∑

i

n̂i↑n̂i↓ − J
∑
〈i j〉σ

c†
iσ c jσ + ω

∑
i

b†
i bi

+
∑

i

√
2ηix̂i +

√
2g

∑
i

(n̂i↑ + n̂i↓ − 1)x̂i, (1)

where vi is a local site-dependent electron potential, μ is
the chemical potential, U is the e-e interaction strength, J is
the hopping amplitude (set equal to 1, as the energy unit),
and 〈· · · 〉 denotes nearest neighbor sites. The operator c†

iσ

creates an electron on site i with spin σ , with n̂iσ = c†
iσ ciσ

the corresponding density operator. The phonon frequency is
ω, and g is the e-ph coupling. We use λ = g2/ω as a measure
of the e-ph interaction strength. Finally, the site-dependent ex-
ternal phonon potential ηi is introduced to control the phonon
coordinates x̂i = (b†

i + bi )/
√

2, where bi destroys a phonon
at site i. The form of Ĥ in Eq. (1) allows us to address formal
aspects of the (TD)DFT description and to use a homogeneous
HH reference system in (adiabatic) local density approxima-
tions. In particular, it allows us to prove the Hohenberg-Kohn
theorem for the HH model (see Appendix A), thus putting the
DFT treatment on solid ground.

To calculate the ground-state energy of the reference ho-
mogenous HH model, we perform the Lang-Firsov transfor-
mation Ĥ → Ĥ ′ = eiŜĤe−iŜ [38], resulting in

Ĥ ′ =
∑

iσ

(v′
i − μ)n̂iσ +

∑
i

U ′n̂i↑n̂i↓ −
∑
〈i j〉σ

Ĵ ′
i jc

†
iσ c jσ

+
∑

i

[
ωb†

i bi − (ηi − g)2

ω

]
. (2)

In Ĥ ′, the hopping amplitude is renormalized as J → Ĵ ′
i j =

Jei
√

2g( p̂i−p̂ j )/ω, with p̂i = i(b†
i − bi )/

√
2 the phonon momen-

tum, and the other parameters transform as v → v′ = v +
(g2 + 2gη)/ω, and U → U ′ = U − 2g2/ω.

II. DENSITY FUNCTIONAL THEORY

In addition to ab initio descriptions of matter, (TD)DFT
has been applied to model Hamiltonians to explore conceptual
and methodological aspects of the theory [39–51], as well
as for specific applications to cold atoms [52–55], Kondo
physics [56–58], quantum transport [59–61], quantum elec-
trodynamics [33], and nonequilibrium thermodynamics [62],
to mention a few [63]. We here consider a two-component
DFT for the HH model, where the basic variables are given by
the set (n, x) ≡ ({ni}, {xi}), with ni = ni↑ + ni↓ being the total
electron density at site i, and the conjugated fields are (v, η) ≡
({vi}, {ηi}). In Appendix A, we prove that (i) the total energy
E = E [n, x] is a functional of n and x, with a minimum at the
ground-state values (n0, x0) (the Hohenberg-Kohn theorem
for the HH) and (ii) where v0 representability holds, (n0, x0)
is obtained by solving a two-component Kohn-Sham (KS)
problem. In a homogeneous system (useful to derive a local
density approximation), ni = n and xi = x for all i, and the

KS Hamiltonian is HKS = H (e)
s + H (ph)

s , with

H (e)
s = (vKS[n, x] − μ)

∑
iσ

n̂iσ −
∑
〈i j〉σ

J (c†
iσ c jσ + H.c.),

H (ph)
s = ω

∑
i

b†
i bi +

√
2ηKS[n, x]

∑
i

x̂i . (3)

The electronic KS potential can be written as vKS = vext +
vHxc, with vext ≡ v and the Hartree-exchange-correlation
(Hxc) part vHxc = Un/2 + √

2gx + δExc/δn. To obtain Exc,
we subtract from E [n, x] the e-e and e-ph Hartree interaction
terms, and the energies of the corresponding noninteracting
HH system. For the phonons, ηKS = ηext + ηHxc, where ηext ≡
η and ηHxc ≡ ηH + ηxc = g(n − 1) + δExc/δx.

Below we consider two different approximations to the
electronic exchange-correlation potential: The first is given
by the exact potential of a single HH site, while the second
is constructed from a dynamical mean-field theory (DMFT)
solution of the HH model on the infinitely coordinated Bethe
lattice. To obtain the phonon exchange-correlation poten-
tial, we note that it follows from the Heisenberg equation
of motion ∂t p = ih̄−1[H, p] = 0 for the phonon momentum
that x = −√

2[g(n − 1) + η]/ω. Inverting this relation gives
the external potential ηext = −g(n − 1) − ωx/

√
2. Since the

phonon Kohn-Sham potential ηKS is defined to reproduce the
interacting value of x in a noninteracting system, it is obtained
by taking g = 0 in the previous equation. We thus find ηHxc =
ηKS − ηext = g(n − 1), showing that ηHxc = ηH and ηxc = 0.
This argument is independent of dimensionality and it holds
in all cases considered below.

A. vxc from a single Hubbard-Holstein site

We consider a single HH site exchanging energy and
particles with a bath at chemical potential μ and temperature
β−1. This problem is analytically solvable by determining the
partition function Z = Tr e−βH (v,η) (see Appendix B for fur-
ther details). Using n = −β−1∂v ln Z , x = −(

√
2β )−1∂η ln Z ,

and solving for (v, η), we find

vxc(n, x) = (1 − δn)
U ′

2
+ g2

ω
δn + 1

β
ln

δn + R

1 + δn
, (4)

where δn = n − 1, R = [e−βU ′
(1 − δn2) + δn2]1/2, and U ′ de-

fined above. Thus, vxc is independent of x and depends on the
phonon screened e-e interaction. For g = 0, we recover the
expression for a single-site Hubbard system [56]. In Fig. 1(a),
we display vxc as a function of n and λ for U = 1 and β =
20. For U ′ > 0 (i.e., λ < 1/2) the potential is discontinuous
at n = 1, as in the case of the purely electronic repulsive
Hubbard model [40,56,64,65]. For U ′ < 0 (i.e., λ > 1/2),
there are discontinuities at n = 0 and n = 2, as in a negative-U
Hubbard model [23,53]. Notably, in the present model, the
transition from positive to negative U ′ results from phonon
screening of the e-e interaction. Equation (4) shows that,
save for the linear term g2δn/ω, the analytic expressions for
vxc in a HH and a Hubbard single-site model only differ by
the renormalization U → U ′; i.e., e-ph interactions primarily
affect the discontinuities at n = {0, 1, 2}.
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FIG. 1. Properties of a single Hubbard-Holstein site: (a)
Exchange-correlation potential vxc for U = 1 and β = 20 as a func-
tion of n and λ = g2/ω. [(b), (c)] Spectral function A(ε) for μ = 0,
v = −U/2, and β = 5. The blue curves are for λ = 0.08 and yellow
curves for λ = 1. (d) Zero bias conductance G for U = 1, μ = 0, and
β → ∞, as a function of v and λ. (e) Double occupancy 〈n↑n↓〉 as
a function of chemical potential μ. The three sets of curves pertain
to different (U, g) pairs as indicated, and v = −U/2. For readability,
the leftmost (rightmost) set of curves is shifted by −5 (+5) along
the abscissa. In each set, the vertical thin line refers to μ = 0, the
red curve represents the exact result for β = ∞, while the DFT ones,
obtained with Dss as in Eq. (5), are for β = 1 (blue), β = 5 (green),
and β = 10 (yellow). In all panels, ω = 1 and η = 0.

Phonon effects are instead explicitly manifest in
the electronic spectral function A(ε). Starting from the
many-body Matsubara Green’s function GM (τ ), A(ε) can be
extracted by an analytic continuation to real energies and
using the fluctuation-dissipation theorem (see Appendix B).
Figures 1(b) and 1(c) show A(ε) for μ = 0, β = 5, v = −U/2,
and four pairs (U, λ). For U = 3 and λ = 0.08, the two main
peaks correspond to the electronic excitation energies.
Instead, for λ = 1, phonon replicas spaced by ω are seen. A
similar behavior occurs at U = −1: for small λ, A(ε) has two
main peaks. Here, the electron removal and addition parts of
A contribute to both peaks, since the e-ph interaction reorders
the energy levels.

The zero-bias conductance G is related to the spectral
function [66]. Using vxc from Eq. (4), we calculate G at zero
temperature for a HH impurity connected to two 1D semi-
infinite noninteracting leads. In this case, G/G0 = sin2(πn/2)

[67], with n = (2/π ) arctan(−vKS[n]/γπ ) + 1, G0 being the
unit of quantum conductance, and γ being the level width
in the wide-band limit. Results for G as a function of v and
λ are in Fig. 1(d), where U = 1 and μ = 0. For U ′ > 0,
G has a plateau of width U ′ [56], but for U ′ < 0 we find
a single narrow peak [23,67]. Overall, G evolves smoothly
as a function of g2/ω between the spin- and charge-Kondo
regimes.

Finally, we compare the exact double occupancy 〈n↑n↓〉
to the one obtained via DFT and the single-site potential. As
shown in Appendix B, the exact double occupancy for the
single-site system is given by

Dss(β, n,U ) =
(

1 + δn

2

)
δn + R

1 + R
. (5)

In Fig. 1(e), we show 〈n↑n↓〉 for a seven-site chain with
a HH impurity in the center. The exact D at the impurity
is compared to Dss, which lacks kinetic energy effects but
has the exact n as input and thermal effects coming from
a finite β. We see that for small β the DFT result is in
close agreement with the exact results, indicating that in some
cases trading between kinetic and thermal effects can produce
a nice agreement. However, the comparison also suggests
that kinetic-energy effects in the screening by phonons are
important, and a more general reference system than a single
site should be used, as considered next.

B. vxc from the infinite-dimensional Bethe lattice

For the HH model on the D = ∞ Bethe lattice with band-
width 4 (in units of the hopping parameter), we estimate the
ground-state energy Etot within DMFT at β = 200 [37]. The
exchange-correlation potential is explicitly determined for
U = 3 and 8 and for g = 0.2 and 1, corresponding in all cases
to a screened interaction U ′ > 0 [68]. Although not strictly at
zero temperature, the value of β is taken large enough that any
finite-temperature effects should be negligible.

In Appendix C, we discuss in detail how the energy is
extracted from the DMFT simulations. The results for the
exchange correlation energy Exc are shown in Figs. 2(a)–2(d),
and we find that the energy is smooth for small U = 3 but
has a kink at half-filling for U = 8. This can be related to the
presence of a Mott-Hubbard transition, as discussed further
below. To perform the derivatives necessary in order to ex-
tract the exchange-correlation potential, vxc = ∂Exc(n, x)/∂n,
we fit the DMFT data in n ∈ [0, 1] with piecewise fourth-
order polynomials. For n ∈ [1, 2], we employ the symmetry
Exc(n) = Exc(2 − n).

In Figs. 2(e)–2(h), we show vxc obtained from the DMFT
data. For U = 8, vxc is discontinuous at n = 1, while for
U = 3 the potential is smooth. This is a DFT signature of the
Mott-Hubbard transition in the HH model, in analogy with
the purely electronic Hubbard model [65] (for the D = ∞
Bethe lattice, when β → ∞, Uc1 ≈ 4.7, and Uc2 ≈ 5.8 [69]).
Interestingly, e-ph interactions not only renormalize the value
of the XC discontinuity, but also delay its onset. For further
insight, in Fig. 2 we also plot the single-site results from
Eq. (4), with the value of β fitted to best reproduce the DMFT
curves (to see to what extent thermal fluctuations can mimic
quantum fluctuations). For Figs. 2(e) and 2(f), this gives β = 5
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FIG. 2. Exchange-correlation energy Exc and exchange-
correlation potential vxc as a function of electron density n, e-e
interaction U , and e-ph interaction g. In all panels, the values of
(U, g) are shown, and ω = 1 and η = 0. For the Exc results, the
black dots are the DMFT data at β = 200 and the green curves
the numerical polynomial fit. For vxc, the green curves show the
polynomial fit of the DMFT data, and the yellow curves show
the single Hubbard-Holstein site (SS) results. For the single-site
potentials, β is chosen via a fit to the DMFT results, giving β ≈ 5
for U = 3 and β ≈ 100 for U = 8.

and a smeared XC discontinuity. Also, due to the small U
and large g values, the shape of the single-site solution in
Fig. 2(f) is dominated by the linear term g2δn/ω. In contrast,
in Figs. 2(g) and 2(h), the fit gives β = 100 for the single-site
potential, already close to the zero-temperature limit (where
the discontinuity exists for all nonzero interactions U ′ for a
zero-dimensional system). Overall, the single-site and DMFT
potentials agree for n ∈ [0, 1/2] but significant differences
appear at higher fillings, with important consequences for
time-dependent simulations.

III. REAL-TIME DYNAMICS

We now use the single-site and DMFT potentials to inves-
tigate the real-time dynamics of an L-site chain with a HH
impurity at one end (a so-called Anderson-Holstein chain;
see Fig. 3, left). We are interested in the effects of dynam-
ical phonon screening, present in the DMFT but not in the

single-site potential. This system is chosen because the local
density of states of a homogeneous Bethe lattice of coordina-
tion Z and hopping amplitude J is identical to the one at the
first site of a semi-infinite chain. The mapping is obtained via
Lanczos recursion and also holds with HH interactions and
time-dependent fields at the central site of the Bethe lattice:
The local Green’s function at that site is the same as the one
at site 0 of the chain. When Z → ∞, the chain Hamiltonian is

Hchain = −J
∞∑

i=0,σ

c†
iσ ci+1,σ + H.c.

+ v(t )n̂0 + Un̂0↑n̂0↓ + ωb†b + gn̂0(b† + b), (6)

where t labels time and v(t ) is a local perturbation.
In the simulations, we use L = 8, which allows for exact

numerical solutions. By virtue of the mapping, we are actually
dealing with a Z = ∞ Bethe lattice truncated after eight layers
and with one HH impurity in the center (Fig. 3). We consider
N↑ = N↓ = 3 electrons in the chain, and as before, J =ω = 1.
The system’s time evolution is obtained via exact diagonal-
ization, as well as by TDDFT time propagation via the KS
equations [70] within the adiabatic local density approxima-
tion (ALDA) [71]. By setting vxc to zero, we also consider the
Hartree-Fock (HF) dynamics. Here we consider the electronic
dynamics; the phonon results are instead shown in Appendix
D, since they essentially convey the same information as for
the electronic case.

Figures 3(a)–3(c) show the dynamics after a sudden in-
teraction quench (Ui, gi ) → (Uf , g f ) at t = 0. This situa-
tion is within the scope of TDDFT, by freedom of choice
of the initial state [27]. Further, quenches severely test the
ALDA (typically employed within TDDFT). For the quench
(0, 0) → (3, 1), Fig. 3(a), the exact and TDDFT-DMFT re-
sults are in excellent agreement, while the single-site and
HF solutions give a moderately good description. Instead, for
(8, 1) → (3, 1) and (3, 1) → (8, 1), Figs. 3(b) and 3(c), the
agreement worsens, due to stronger interactions. However, the
DMFT potential still qualitatively performs well, while the HF
solution fails to capture the main features.

Figures 3(d)–3(f) show the dynamics induced by an exter-
nal field v(t ), illustrated below each panel. In Fig. 3(d), where
U = 8 and g = 0.2, v(t ) is a smooth step function ramped on
in a time τ = 8 and is kept constant (=1) afterward. There
is excellent agreement between the exact and TDDFT results.
In Figs. 3(e) and 3(f), the potential v(t ) is a soft square pulse
of duration τ2 = 4 and amplitude v = 1, switched on and off
in a time τ1 = 8. In Fig. 3(e), where U = 8 and g = 1, the
DMFT potential initially gives a very good agreement but this
worsens near n = 1. This is a known behavior and is due to
the discontinuity of vxc at n = 1 [59,65]. Finally, we briefly
turn to a case of e-ph overscreening (the U ′ < 0 region), using
the single-site potential (the case of the DMFT potential is
left for future work). The results of Fig. 3(f), where U = −1
and g = 0.5, suggest that (TD)DFT can also be used for the
attractive regime, but better potentials than the single-site one
are clearly needed. Overall, the very good agreement between
the exact and TDDFT-DMFT results indicates that dynamical
phonon screening effects are an important ingredient of the
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FIG. 3. Left: Mapping of the Bethe lattice with coordination number Z onto a one-dimensional linear chain. For finite Z , the effective
hoppings in the chain are J

√
Z between sites 0 and 1, and J

√
Z − 1 otherwise. The results shown are for Z → ∞ and renormalized hopping

J → J/
√

Z . Right: Dynamics of an eight-site Anderson-Holstein chain (see main text) with n↓ = n↑ = 3, for J = 1, ω = 1, and Z → ∞. In
all panels, the optimization of β gives a value β 
 5. Panels (a)–(c) correspond to a sudden quench of the interaction pair (U, g); from left
to right, (0, 0) → (3, 1), (8, 1) → (3, 1), and (3, 1) → (8, 1), respectively. In panel (d), U = 8 and g = 0.2 and the external potential v(t ) is
ramped to v = 1 in a time τ = 8. For panels (e) and (f), the interactions are U = 8 and g = 1 or U = −1 and g = 0.5, respectively, and the
external field is a pulse of strength v = 1 ramped on in a time τ1 = 8 and of duration τ2 = 4. The explicit shape of v(t ) is shown in the bottom
panels.

XC potential and that the method is suitable and viable for
inhomogeneous systems.

IV. CONCLUSIONS

We have introduced a two-component density functional
theory of electron-phonon lattice models, with exchange-
correlation potentials including nonperturbative phonon
screening of the e-e interactions. Our approach provides a
good description of the conductance and real-time dynamics.
Although the potentials considered here are for dimensions
D = 0 and D = ∞, an extension to D = 3 is straightforward
(but numerically demanding), which would pave the way
for studies of strong e-ph interaction effects in large-scale,
inhomogeneous systems. Appealing options for applications
would be the analysis of the phonon overscreening regime,
how phononlike degrees of freedom affect the physics of
cold atoms in optical lattices, and the real-time dynamics
in quantum transport geometries. Concerning more formal
extensions, an immediate possibility is adapting the approach
to the linear response regime. Further ahead, a key devel-
opment would be the introduction of memory and nonlocal
effects in the exchange-correlation potentials, by exploiting
connections to many-body approximations within Green’s
function schemes.
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APPENDIX A: HOHENBERG-KOHN THEOREM
AND KOHN-SHAM SYSTEM FOR THE

HUBBARD-HOLSTEIN MODEL

We here establish the Hohenberg-Kohn theorem for
electron-phonon systems, by proving the existence of a bi-
jective map between the pairs of conjugate variables (μ, η)
and (n, x). The proof is based on the constrained variational
method introduced by Levý [72] and closely follows the
line of reasoning of Schönhammer et al. [64]. However, a
proof following directly the logic of the original Hohenberg-
Kohn formulation is also possible [73]. We then construct a
Kohn-Sham system of noninteracting electrons and phonons,
which for v- and η-representable systems follows from the
variational property of the total energy.

We assume the Hamiltonian to be of the form

H = H0 +
∑

i

vin̂i +
√

2
∑

j

η j x̂ j, (A1)

where μ is an external potential acting on the electrons and η

is an external phonon potential. In the case of the Hubbard-
Holstein model, we have

H0 = −μ
∑

iσ

n̂iσ + U
∑

i

n̂i↑n̂i↓ − J
∑
〈i j〉σ

c†
iσ c jσ

+ω
∑

i

b†
i bi +

√
2g

∑
i

(n̂i − 1)x̂i. (A2)
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For any state |
〉, we define the energy by E = 〈
| H |
〉,
the local electron density by ni = 〈
| n̂i |
〉, and the mean
phonon coordinate by x j = 〈
| x̂ j |
〉. To simplify the no-
tation, we will use n = {ni} and x = {x j} to denote the full
set of electronic densities and phononic displacements, and
similarly v = {vi} and η = {η j} to denote the set of external
potentials. The theorem we want to prove is the following:

Theorem (Hohenberg-Kohn). For given v and η, let |�0〉 be
the ground state of the Hamiltonian in Eq. (A1) with energy
E0. Then, the total energy E of the system is a functional of
the local electron densities ni and phonon coordinates x j and
satisfies the variational property E (n, x) � E0, with equality
if and only if the densities and coordinates are given by their
ground-state values.

Proof. We define M(n, x) as the set of wave functions
|
(n, x)〉 that give the specific set of eigenvalues n and x.
Further, we define F (n, x) as the smallest value in the set M,
so that

F (n, x) = min
|φ〉∈M

〈φ| H0 |φ〉 . (A3)

The total energy of the system is then given by

E (n, x) = F (n, x) +
∑

i

vin̂i +
√

2
∑

j

η jx j . (A4)

If we pick a state |
〉 ∈ M such that H0 attains its minimal
value F (n, x), we find

E (n, x) = 〈
| H0 |
〉 +
∑

i

vini +
√

2
∑

j

η jx j

= F (n, x) +
∑

i

vini +
√

2
∑

j

η jx j � E0, (A5)

where E0 is the ground-state energy of H . This follows
directly from the variational principle stating that any wave
function |
〉 will give an energy that is larger than or equal to
the ground-state energy of the system.

We now pick another wave function |�〉, which produces
the ground-state energy E0. In other words, |�〉 is a ground
state of the system described by H . We denote by n0

i =
〈�| n̂i |�〉 and x0

i = 〈�| x̂i |�〉 the ground-state values of the
density and position. Then, we obtain

E0 = 〈�| H0 |�〉 +
∑

i

vin
0
i +

√
2

∑
j

η jx
0
j

� F (n0, x0) +
∑

i

vin
0
i +

√
2

∑
j

η jx
0
j = E (n0, x0). (A6)

This follows from the fact that although |�〉 ∈ M(n0, x0), it
may not be the state for which F (n0, x0) is attained. Hence, we
have obtained two inequalities E (n, x) � E0 and E (n0, x0) �
E0, but since the first inequality holds for all (n, x), this in
particular implies

E (n, x) � E (n0, x0) = E0. (A7)

With this, we have shown that the total energy E (n, x) is a
functional of n and x that, for given v and η, is minimized
for the correct ground-state values n0 and x0. Further-
more, for a nondegenerate ground state, the density n0 and

displacement x0 are completely determined by minimizing the
total energy E . �

We now use the Hohenberg-Kohn theorem to derive a set
of noninteracting, coupled equations for the electrons and
phonons that give the same ground-state expectation values n0

and x0 as the coupled system. We decompose the total energy
E [n, x] according to

E [n, x] = T 0
e [n] + T 0

ph[x] + Ee
ext[n] + Eph

ext[x] + Ee
H [n]

+ Ee-ph
H [n, x] + Exc[n, x], (A8)

in order to separate the interaction energy from the noninter-
acting contributions. Here, the first two terms T 0

e and T 0
ph give

the kinetic energy of the noninteracting electron and phonon
system, respectively, the next two terms Ee

ext and Eph
ext are the

energies from the external potentials, followed by the Hartree
energies Ee

H and Ee-ph
H of the electron-electron and electron-

phonon interaction. The last term is the exchange-correlation
(xc) energy, containing everything left out by the other terms.

Since the total energy satisfies the variational principle
with respect to n and x and the ground-state energy is a
global minimum, the functional derivatives with respect to the
variables n and x are both zero in the ground state. Taking the
variation of the total energy yields

δE =
∑

i

δE [n, x]

δni
δni +

∑
j

δE [n, x]

δx j
δx j

=
∑

i

δni

(
δT 0

e [n]

δni
+ vext

i [n] + vHxc
i [n, x]

)

+
∑

j

δx j

(
δT 0

ph[x]

δx j
+

√
2ηext

j [x] +
√

2ηHxc
j [n, x]

)
,

(A9)

where in the last line we have introduced the Hartree
exchange-correlation potentials vHxc = vH

e + vH
e-ph + vxc and

ηHxc = ηH
e-ph + ηxc for the electron and phonon systems. De-

manding that δE = 0 for arbitrary variations δn and δx, this
gives the equations of motion of the system.

We now recognize that the above expression can also be
obtained by taking the variation of the energy corresponding
to the Hamiltonian

HKS = −μ
∑

iσ

n̂iσ − J
∑
〈i j〉σ

c†
iσ c jσ +

∑
iσ

vKS
i [n, x]n̂iσ

+ω
∑

j

b†
jb j +

√
2

∑
j

ηKS
j [n, x]x̂ j

= H0 +
∑

iσ

vKS
i [n, x]n̂iσ +

√
2

∑
j

ηKS
j [n, x]x̂ j, (A10)

where the Kohn-Sham potentials are vKS
i = vext

i + vHxc
i and

ηKS
j = ηext

j + ηHxc
j . These equations need to be solved with

the additional restriction that the ground state of HKS repro-
duces the correct ground-state electron density and phonon
displacement. This leads to the coupled pair of Kohn-Sham
equations He

KS |ψm〉 = εe
m |ψm〉 and Hph

KS |χn〉 = ε
ph
n |χn〉 where
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the electron and phonon Hamiltonians are respectively given
by

He
KS = −J

∑
〈i j〉σ

(c†
iσ c jσ + H.c.) +

∑
iσ

vKS
i [n, x]n̂iσ ,

Hph
KS =

∑
j

(
ωb†

jb j +
√

2ηKS
j [n, x]x̂ j

)
. (A11)

The Hohenberg-Kohn theorem and Kohn-Sham equations
provide a firm basis for the application of ground-state DFT
to the HH model. To justify the use of a time-dependent
treatment, a proof similar to that originally given for electron-
photon lattice systems [33] (with electron densities and pho-
ton momenta as fundamental variables) should be adapted to
the present case. However, since this adaptation is straightfor-
ward, it is not discussed in detail here.

The time-dependent Kohn-Sham equations corresponding
to Eqs. (A11) above, are given by

i∂t |ψm〉 = Ĥe(t ) |ψm〉

=
⎡
⎣−J

∑
〈i j〉σ

(ĉ†
iσ ĉ jσ + h.c) +

∑
iσ

vKS
i [n, x](t )n̂iσ

⎤
⎦|ψm〉,

i∂t |χn〉 = Ĥph(t )|χn〉 =
∑

j

[ωb̂†
j b̂ j +

√
2ηKS[n, x](t )x̂ j]|χn〉.

(A12)

These equations are used to study the dynamics of the
Hubbard-Holstein system in Fig. 3. To solve the Kohn-Sham
equations, we use the adiabatic local density approximation,
which means we assume vKS

i [n, x](t ) ≈ vKS
i (ni(t ), xi(t )) and

ηKS
j [n, x](t ) ≈ ηKS

j (n j (t ), x j (t )). If we further take the ex-
ternal phonon potential to vanish, the phononic Kohn-Sham
potential is ηKS

j [n, x](t ) ≈ g(nj (t ) − 1).

APPENDIX B: RESULTS FOR A SINGLE
HUBBARD-HOLSTEIN SITE

In this section, we discuss some properties of a single
Hubbard-Holstein site, where many quantities can be ob-
tained analytically. We first calculate the exchange-correlation
potential for the electrons, then obtain the thermal spectral
function of the system, and lastly find an expression for the
double occupancy in terms of the electron density.

1. Exchange-correlation potential

We here find the exact exchange-correlation potential of a
single Hubbard-Holstein site. After a Lang-Firsov transforma-
tion, the single-site Hamiltonian is given by

H ′ = (v′ − μ)n̂ + U ′n̂↑n̂↓ + ωb†b − Ep, (B1)

with the renormalized potential v′ = v − g2/ω − 2gη/ω +
2g2n0/ω, the screened interaction U ′ = U − 2g2/ω, and the
polaron energy Ep = (η − gn0)2/ω.

To calculate the electronic exchange-correlation potential,
we start by evaluating the partition function Z = Tr(e−βH ′

).

This is given by

Z = eβEp

1 − e−βω
[1 + 2eβ(μ−v′ ) + eβ(2μ−U−2v′ )] (B2)

and can be used to calculate the density from n = (−β )−1∂v

ln Z . Doing so, we obtain the expression

n = 2
eβ(μ−v′ ) + eβ(2μ−U−2v′ )

1 + 2eβ(μ−v′ ) + eβ(2μ−U−2v′ ) . (B3)

Inverting this relation to express v′ − μ in terms of n and
afterward solving for the original potential v making use of
the expression η = −ωx/

√
2 − g(n − n0) to eliminate η, we

find

v − μ = −U ′ − 1

β
ln

[
δn +

√
δn2 + e−βU ′ (1 − δn2)

1 − δn

]

+g2

ω
− 2g2

ω
n −

√
2gx. (B4)

To finally obtain the exchange-correlation potential, we note
that the Kohn-Sham potential vks, which by definition repro-
duces the correct density and phonon coordinate in a non-
interacting system, is obtained by evaluating the expression
above at U = g = 0. Since vxc = vks − v − vH , where vH is
the Hartree potential, we find

vxc = U ′

2
(1 − δn) + g2

ω
δn

+ 1

β
ln

[
δn +

√
δn2 + e−βU ′ (1 − δn2)

1 + δn

]
. (B5)

This is the expression for vxc presented in the main text. We
note that it reduces to the known expression for vxc for a single
Hubbard site when g = 0, and also that the final expression is
independent of n0. This means it applies equally well both to
the particle-hole symmetric case and the nonsymmetric case.

2. Spectral function

The thermal spectral function A(ε) can be calculated
by evaluating the Matsubara Green’s function GM (τ ) =
(iZ )−1Tr (e−βHT [c(τ )c†(0)]), and later making a Fourier
transforming to energy. Since in the Fourier transform of GM

we can restrict to τ > 0, we need only evaluate this part of
GM . For a single Hubbard-Holstein site, one obtains

GM (τ ) = 1

iZ

∑
ασm

〈αm|e−βHM
cσ (τ )c†

σ (0)|αm〉

= 2

iZ

∑
m

[
eτ (μ−v)〈m|e(τ−β )(ωb†b−g(b†+b))e−τωb†b|m〉

+ eβ(μ−v)eτ (μ−U−v)〈m|e(τ−β )ωb†be−τ (ωb†b+g(b†+b))|m〉],
(B6)

where α is a sum over the electronic states and the Hamilto-
nian on the Matsubara branch is HM = H − μN . To calculate
this expression, we need to evaluate matrix elements of the
general form

M = 〈m|e(τ−β )(ωb†b+ f (b†+b))e−τ (ωb†b+ f ′(b†+b))|m〉. (B7)
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This is efficiently done by noting that, since we trace
over a complete set of phonon states, we can choose
these states as eigenstates of a shifted harmonic oscillator
that satisfy [ωb†b + f (b† + b)]|m, f 〉 = (ωm − f 2/ω)|m, f 〉.
These states are related to the unshifted harmonic oscillator
states by |m, f 〉 = �( f /ω)|m〉, with the translation operator
�( f /ω) = e f /ω(b†−b) (this follows from a simplified version
of the Lang-Firsov transformation). The matrix element M can
now be written as

M = e(τ−β )(ωm− f 2/ω)
∑

k

e−τ (ωk− f ′2/ω)|〈k, f ′|m, f 〉|2,

where we have inserted a complete set of states |k, f ′〉. What
remains is the calculation of the overlap between shifted
harmonic oscillator states. This was done, e.g., by Cahill and
Glauber [75], who found they can be written in terms of the
associated Laguerre polynomials L(α)

n . For the case consid-
ered here, we always have f + f ′ = ±g, the overlaps can be
expressed compactly as |〈k, f ′|m, f 〉|2 = e−g2/ω2

Fmk (g2/ω2),
where the function Fmk is given by

Fmk (x) = k!

m!
x(m−k)

[
L(k−m)

m (x)
]2

if k � m, (B8)

Fmk (x) = m!

k!
x(k−m)

[
L(m−k)

k (x)
]2

if k � m. (B9)

This gives the final expression for the τ > 0 part of GM as

GM (τ ) = 2
∑
mk

[e−β(ωm−g2/ω)e−τ (ω(k−m)+v−μ−g2/ω)

+ e−β(ωm+v−μ)e−τ (ω(k−m)+U+v−μ+g2/ω)]e−g2/ω2

× Fmk

(
g2

ω2

)
.

Having evaluated GM (τ ), we can transform to energy
using GM (iωn) = ∫

dteiωnτ GM (τ ), where ωn = (2n + 1)π/β.
To get the lesser and greater components of the spectral
function, we first perform the analytic continuation to real
energies, GR/A(ε) = GM (ε − μ ± iδ), where δ is a posi-
tive infinitesimal, and then use the fluctuation-dissipation
theorem G<(ε) = − f (ε − μ)[GR(ε) − GA(ε)] and G>(ε) =
f̄ (ε − μ)[GR(ε) − GA(ε)], where f is the Fermi-Dirac distri-
bution and f̄ = 1 − f . Putting these expressions together, we
find the greater and lesser parts of the spectral function to be

A>(ε) = e−g2/ω2

Z

∑
mk

Fmk

(
g2

ω2

)
[e−β(ωm−g2/ω)δ(ε − ω(k − m)

− v + g2/ω) + e−β(ωm+v−μ)δ(ε − ω(k − m)

−U − v − g2/ω)],

A<(ε) = e−g2/ω2

Z

∑
mk

Fmk

(
g2

ω2

)
[e−β(ωk+v−μ)δ(ε − ω(k − m)

− v + g2/ω) + e−β(ωk+U+2v−2μ−g2/ω)

× δ(ε − ω(k − m) − U − v − g2/ω)], (B10)

where the partition function is given by Z = eβg2/ω

(1 − e−βω )−1[1 + 2eβ(μ−v) + eβ(2μ−U−2v)]. To obtain the ex-
pression for the greater part, we have used that the function f̄

cancels the numerator coming from the integration over τ ,
when evaluated at the energy given by the δ function. Sim-
ilarly, we have simplified the expression for the lesser part
using a cancellation of the Fermi function. These expressions
have the general structure of a sum of peaks at the addition
(removal) energies of the system, weighted by the thermal
occupation of the initial state and an overlap of quasiparticle
amplitudes.

As a consistency check, we note that in the limit β → ∞,
this formula should reproduce the zero-temperature expres-
sion obtained by Langreth [76]. To obtain his expression,
we need to start from the state |↑, 0〉 with one electron and
zero phonons, instead of taking the trace over all states.
This amounts to taking m = 0 in the expression above, and
neglecting the two last terms that come from the initial
state |↑↓, 0〉. In this limit, the partition function becomes
Z = eβg2/ω/(1 − e−βω ), and we find

A>(ε) = e−g2/ω2+βg2/ω

Z

∑
k

F0k

(
g2

ω2

)
δ

(
ε − ωk − v + g2

ω

)

= e−g2/ω2
∑

k

1

k!

(
g2

ω2

)k

δ

(
ε − ωk − v + g2

ω

)
, (B11)

where we have used that F0k (x) = xk/k!. As expected, this
gives the known zero-temperature expression for A<.

3. Double occupancy

To gain some insights into the interplay of e-e and e-
ph interactions, it is useful to look at the double occu-
pancy D ≡ 〈n↑n↓〉 = − 1

β
∂U ln Z . For the single-site system,

this quantity can be obtained as an explicit function of
the electron density n. This is done by noting that D/n =
[2 + 2eβ(U+v−μ)]−1, and by using the expression for v given in
the main text, we have eβ(U+v−μ) = (1 − δn)/(δn + R) with
R =

√
δn2 + e−βU (1 − δn2). The exact DFT expression for

the single-site system is therefore

Dss(β, n,U ) =
(

1 + δn

2

)
δn + R

1 + R
. (B12)

APPENDIX C: TOTAL ENERGY OF
THE HOMOGENEOUS SYSTEM

To find the exchange-correlation potential of the electronic
system, we calculate the total energy of the homogeneous
reference system obtained by taking vi = v and η j = η. This
implies that all local observables are independent of the site
index, so that ni = n and xi = x. We also note, as discussed in
the main text, that the phonon exchange-correlation potential
vanishes identically.

To simplify the numerical evaluation of the ground-state
energy, the electron-phonon interaction can be shifted to the
kinetic energy term using the Lang-Firsov transformation
H ′ = eiSHe−iS , where

S =
√

2

ω

∑
i

[g(n̂i − 1) + η] p̂i, (C1)
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and p̂i = i(b†
i − bi )/

√
2 is the phonon momentum. Using the

Baker-Hausdorff formula to perform the manipulations, we
find the transformed Hamiltonian

H ′ =
∑

iσ

(v′ − μ)n̂iσ +
∑

i

U ′n̂i↑n̂i↓ −
∑
〈i j〉σ

Ĵ ′
i jc

†
iσ c jσ

+
∑

i

[
ωb†

i bi − (η − g)2

ω

]
, (C2)

where the parameters are given by v′ = v + (g2 − 2gη)/ω,
U ′ = U − 2g2/ω, and Ĵ ′

i j = J exp[i
√

2g( p̂i − p̂ j )/ω]. We
note that the hopping amplitude is now an operator which acts
on the phonon states.

To construct the exchange-correlation potentials, we need
to evaluate the ground-state energy of the system for all n
and x. For given values of the interaction U , electron-phonon
coupling g, and phonon frequency ω, this in principle means
that we need to solve the model for all values of v, μ, and
η. The calculation is, however, simplified by noting that the
transformed Hamiltonian H ′ depends only on the effective
parameter −μ′ = v′ − μ (up to an η-dependent constant). In
addition, for a homogeneous system, v is a redundant variable
that can be set to zero by a suitable redefinition of the chemical
potential. Although μ′ still carries an implicit dependence on
η, in practice we can treat μ′ as an independent parameter.

To determine the ground-state energy E0[μ, η], it suffices
to find its value for all μ′ and η = 0. The energy for η �= 0
can then be obtained from the case where η = 0 through the
relation

E0[μ, η] = E0[μ′(μ, η)] − (η − g)2

ω
. (C3)

Since in the end we want the energy as a function of the den-
sity n and position x, we need to relate their values for general
μ and η to the case where η = 0. However, it follows from the
Heisenberg equation of motion for the phonon momentum,
∂t p = ih̄−1[H, p] = 0, that x = −√

2[g(n − 1) + η]/ω. This
means that the phonon coordinate x is completely determined
by n and η. To obtain the energy as a function of n and x, it
is therefore sufficient to calculate E0 and n as a function of μ′
(for η = 0), which allows us to determine n as a function of
μ′. We can then determine E0 for all values of η and finally
invert the relation above to obtain x as a function of n and η.
This completely determines E0[n, x], as shown in more detail
below.

An explicit expression for the exchange-correlation energy
is obtained by first writing the total energy as the sum of
terms in Eq. (C2). We eliminate the variables μ′ and η by
writing them in terms of n and x. Using that η = −g(n − 1) −
ωx/

√
2, we find that the term proportional to μ′ is given by

−μ′ni = −μni − g2ni

ω
+

√
2gnixi + 2g2n2

i

ω
, (C4)

while the constant term can be expanded as

− (η − g)2

ω
= −ωx2

i

2
− g2n2

i

ω
−

√
2gnixi. (C5)

For the total energy, we then find the expression

E = T [n] +
∑

i

[
U ′〈ni↑ni↓〉 + ωni,ph − μni

+ g2ni

ω
(ni − 1) − ωx2

i

2

]
, (C6)

where T [n] = −∑
〈i j〉σ 〈Ĵ ′

i jc
†
iσ c jσ 〉 is the kinetic energy of the

electrons. To obtain the exchange-correlation energy Exc, we
write it in the form

Exc = E − Ee
ext − Eph

ext − Ee−e
H − Ee-ph

H − Ee
0 − Eph

0 . (C7)

The external energies are given respectively by Ee
ext =

−μ
∑

i ni and Eph
ext=

√
2η

∑
i xi=− ∑

i[ωx2
i +

√
2gxi(ni−1)],

while the Hartree contributions from the electron-electron
and electron-phonon interactions are Ee−e

H = (U/4)
∑

i n2
i and

Ee-ph
H = √

2g
∑

i xi(ni − 1). For the phonons, we find the non-
interacting energy

Eph
0 =

∑
i

[
ωni,ph − η2

0

ω
−

√
2η0xi

]
= ω

2

∑
i

x2
i , (C8)

where we have used that for a noninteracting system xi =
−√

2η0/ω. Denoting the kinetic energy of the noninteracting
electron system by T0[n] = −J

∑
〈i j〉σ 〈c†

iσ c jσ 〉0 (taken over
the noninteracting ground state), we obtain the exchange-
correlation energy

Exc = T [n] − T0[n] +
∑

i

[
U ′〈ni↑ni↓〉 + ωni,ph − U

n2
i

4

+ g2ni

ω
(ni − 1)

]
. (C9)

We used dynamical mean-field theory (DMFT) to calculate
the total energy E and constructed the exchange-correlation
energy from the expression above. In practice, this was done
by measuring the observables in Eq. (C9) with DMFT, namely
the kinetic energy, the double occupancy, the electron den-
sity, and the phonon density. The hybridization expansion
continuous-time Monte Carlo approach [74] allows us to
obtain the kinetic energy from the average perturbation order,
and the density and double occupation from the average
length and overlap of the spin-up and spin-down segments.
To measure the phonon occupation, we insert the operator
O = exb†−yb at imaginary time τ = 0 and calculate the cor-
responding Monte Carlo weights following Ref. [37]. Taking
appropriate derivatives with respect to x and y and setting
x = y = 0 leads to the measurement formula for nph.

APPENDIX D: PHONON DYNAMICS

In Fig. 4, we show the dynamics of the phonon coordinate
x at site 0, corresponding to the electron density of Fig. 3 in
the main text. The parameters and perturbation are exactly the
same as those of Fig. 3.

In Figs. 4(a)–4(c) we study a sudden interaction quench
(Ui, gi ) → (Uf , g f ) at t = 0. For the quench (0, 0) → (3, 1)
shown in Fig. 4(a), the exact and TDDFT-DMFT results are
in excellent agreement, while the single-site potential and the
HF solution give a moderately good description. Instead, for
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FIG. 4. Dynamics of an eight-site Anderson-Holstein chain with n↓ = n↑ = 3, for J = 1, ω = 1, and Z → ∞. In all panels, the
optimization of β gives a value β 
 5. Panels (a)–(c) correspond to a sudden quench of the interaction pair (U, g); from left to right,
(0, 0) → (3, 1), (8, 1) → (3, 1), and (3, 1) → (8, 1), respectively. In panel (d), U = 8 and g = 0.2 and the external potential is ramped to
v = 1 in a time τ = 8. For panels (e) and (f), the interactions are U = 8 and g = 1 or U = −1 and g = 0.5 respectively, and the external field
is a pulse of strength v = 1 ramped on in a time τ1 = 8 and of duration τ2 = 4.

(8, 1) → (3, 1) and (3, 1) → (8, 1) as shown in Figs. 4(b)
and 4(c), the agreement worsens due to stronger interactions.
However, the DMFT potential still qualitatively performs
well, while the HF solution fails to capture the main features.

Figures 4(d)–4(f) show the dynamics induced by an exter-
nal field v(t ) applied at the impurity site. In Fig. 4(d), where
U = 8 and g = 0.2, v(t ) is ramped on in a time τ = 8, and
kept constant afterward. In Figs. 4(e) and 4(f), the potential
v(t ) is a smoothed square pulse of duration τ2 = 4, ramped

on and off in a time τ1 = 8. In Fig. 4(e), where U = 8 and
g = 1, the DMFT potential gives a good agreement, while the
single-site potential is slightly worse. In both cases, there is
no trace of the artificial oscillation seen in the electron density
when the density reaches half filling. In Fig. 4(f), we consider
U ′ < 0, using only the single-site potential since the DMFT
calculation have so far been restricted to U ′ > 0. We see that
the single-site potential gives very good agreement with the
exact results.
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