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The ontologies students use—their conceptions about the nature of entities—impact the way they learn
physics and reason through physics problems. We investigate students’ capacities for flexible use of
ontologies in a modern physics context, focusing on students’ reasoning around two quantum entities
(photons and electrons) for three canonical topics in introductory quantum physics (double slit experiment,
Mach-Zehnder interferometer, and quantum tunneling). We present a description of a full framework to
describe and distinguish between different kinds of dynamic ontologies. The framework identifies possible
ontological structures in individual reasoning episodes, three of which we identify in our data set: unitary
(applying a single stable ontology), parallel (switching back and forth between multiple ontologies), and
blended (constructing a novel ontology by blending two or more input ontologies). These different
ontological structures are applied to the specific ontologies used (e.g., wave or particle) for the specific
entity (e.g., photon or electron). We demonstrate the utility of the framework by coding individual
responses from a representative sample of an introductory modern physics course to an array of written and
multiple-choice questions on homework, exams, and pre- and postsurveys. We present and explore the
patterns of use of ontologies across the three topical contexts and these various modalities. We demonstrate
that students use a variety of ontologies and ontological structures across entities and topic areas, even
when not explicitly prompted to do so. In addition to providing evidence of students’ capacities for flexible
use of ontologies, we find that the wording and framing of the question prompts impact students’ use of
ontologies. Expanding on the aggregate data, we engage in analysis of a few notable examples to
demonstrate how the wording, framing, and content of prompts can intersect to collectively impact
students’ use of ontologies and ontological structures.
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I. INTRODUCTION

Supporting students’ ontological reasoning—their rea-
soning about the nature of entities—is an important part of
physics education. Ontologies describe categorizations of
entities based on fundamental properties or characteristics;
in identifying the ontologies a learner uses to reason about
physics concepts or entities (e.g., energy, an electron,
electric current), we consider the properties or behaviors
that the learner assigns to the entity. Students’ ontologies
influence the way they learn physics concepts [1,2], and as
such, studies of ontologies used by both students and
professional physicists, have been common in physics
education research (see, e.g., Refs. [3–13]). Harrer argues
that we need metaphors to understand abstract concepts and
identifies multiple ontological metaphors for energy used
by professional physicists in academic writing [14].

Looking at the varied ways that students use ontologies
gives us access to a wider range of student reasoning,
thereby broadening the way we understand, and value,
student reasoning.
Modern physics and quantum mechanics (QM) are rich

contexts in which to investigate ontologies. In addition to
learning new mathematical formalisms, learning QM
involves learning how to think about entities in new ways,
e.g., light comes in quantized particlelike units called
photons, and electrons (matter) can be thought of as waves.
A typical modern physics class focuses on introducing
quantum physics concepts and formalisms, and is often the
first place students formally learn about entities such as
photons and electrons exhibiting both particlelike and
wavelike behavior. This context provides a rich area to
explore the dynamics and messiness of students’ ontologi-
cal reasoning as they grapple with these ideas.
Building on prior work that explored the dynamics of

students’ reasoning in a focus group setting [9,15], we
engage in a triangulation study of students’ ontological
reasoning about photons and electrons in individual written
work in a modern physics course context. We ask the
following research questions: (i) Can we document evi-
dence of dynamic ontologies in individual written work in
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the same way that we did for collective oral reasoning?
(ii) What are the patterns of use (frequencies, overlap,
distribution) of ontologies in the individual written work?
(iii) How does the wording and framing of prompts impact
students’ ontological reasoning? To this end, this paper
makes the following four contributions: We present a full
description of a refined framework to describe and dis-
tinguish between different kinds of dynamic ontologies. We
then demonstrate the utility of the framework by presenting
students’ capacities for flexible use of ontologies in
individual written work. We do this by exploring the
patterns of use of ontologies, as a broad scale (class-wide)
application of the framework, which provides evidence to
show that students are capable of nuanced reasoning and
flexible use of ontologies. Additionally, we investigate the
impact of the wording of question prompts and find that
students’ responses are aligned with the ontologies or
ontological structures that the prompts themselves lead
to. That is, the way we ask questions matters. We provide
examples that are indicative of the manner in which the
flexible use of ontologies is dependent upon content
domain, entity, question format, and wording or framing
of the prompt. Through a few notable example questions,
we illustrate the (messy) intersection between these factors.
In demonstrating that students are capable of varied

ontology use, we do not make claims about wide scale
prevalence or frequency across other course contexts. The
evidence for flexible use of ontologies we present here is
tied to the particular modern physics class in which our
study takes place. The results are thus tied to the unique
goals of the course (e.g., supporting students’ ontological
reasoning), but demonstrate students’ capacities to engage
in these flexible and varied uses of ontologies and onto-
logical structures. The findings also demonstrates that how
we ask questions influences student reasoning. This claim
may seem obvious, yet it is still important to document
experimentally with respect to ontology or ontological
structure use. Furthermore, there are some current models
of the nature of ontologies [16] that suggest that question
framing should not matter because of the claimed robust
nature of ontologies.
While we demonstrate that the subject of modern physics

is particularly suited for examination of ontology use, we
also note that students’ dynamic use of ontologies exists in
other course contexts as well (e.g., ontologies for energy in
any level of physics class). Prevalence of the flexible use of
ontology, and influences of content domain, course struc-
ture, and other contextual factors remain the subject of
other work.

II. THEORETICAL COMMITMENTS

In examining how students productively use multiple
ontologies in learning quantum physics principles in a
modern physics class, we dominantly draw from prior work
on ontologies. Simultaneously, we ground this work in

recent efforts that broaden the definition of productivity of
reasoning, and with a theoretical commitment that fore-
grounds the situated nature of learning and reasoning.

A. Ontologies

Ontologies describe our categorization of the kinds of
entities in the world, grouping them by fundamental
characteristics. We use the term entity to include any object
of thought (material things, processes, etc.) [4,17].
In physics education research, there have been many
studies of the ontologies used by physics students and
expert physicists, as well as ontologies that are included
in curricular materials such as textbooks (see, e.g.,
Refs. [3–13]). The ontologies that people use influence
the way they reason about and learn physics concepts [1,2].
Energy is one relatively well-studied area of physics

ontologies. We draw on the example of energy specifically
because it is common in physics education, and it provides
an example outside the scope of our study of quantum
entities, illustrating that our approach to thinking about
ontological reasoning can be applicable to a wide array of
physics concepts. Here we review some of the studies on
ontologies of energy, and then later return to this example
to situate it within our framework for describing different
kinds of dynamic ontologies. Scherr et al. identify three
different ontologies for energy among learner and expert
discourse [11]: energy as a quasimaterial substance, stimu-
lus to action, or vertical location. The substance ontology
considers energy as stuff and objects as containers that have
or get energy. Scherr et al. describe it as “quasimaterial,”
because the “substance” has some material properties (e.g.,
conservation and localization) but not others (e.g., mass
and volume). Although some researchers argue that sub-
stance ontologies for physics concepts such as energy,
force, and electric current impede student learning [2,3,6],
many argue for the productivity of such substance-based
ontologies [5,7,11]. The stimulus to action ontology of
energy involves thinking of energy as something that acts
on an object, as in the statement “Leaves in the street are
pushed by energy” [11]. The vertical location ontology
involves thinking of energies as rungs on a ladder, where
higher means more energy. For energy levels in an atom,
transitions are often represented as arrows between the
rungs. In Scherr et al.’s study, eighth-grade students made
use of multiple ontologies in a given reasoning episode,
sometimes applying a substance and sometimes a stimulus
to action ontology. In addition to the student reasoning,
each of the three ontologies (substance, stimulus, location)
were present in expert discourse [11].
There has been some debate in the literature about the

nature of ontologies. One line of thinking characterizes the
nature of ontologies as being relatively rigid and resistant to
change, suggesting that if a student has a canonically
incorrect conception, they must undergo radical conceptual
change in order to reassign that entity to the “correct”
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ontology [1,3,16,18,19]. This perspective supports the
argument that substance-based ontologies for things like
energy can be a barrier to student learning. Another line of
thinking argues that both experts and students can and do
use multiple ontologies in reasoning about physics con-
cepts [8,17,20]. The student reasoning presented in Scherr
et al.’s study illustrates how students can make use of
multiple ontologies. Dreyfus et al. [13] present an example
of students blending the substance and vertical location
ontologies in order to reason about emission and absorption
of energy by atoms. Along with the research we present in
this paper, these examples contribute to a prominent line of
thinking that considers ontologies to be dynamic in nature,
where dynamic could mean using multiple context depen-
dent ontologies [8,17,20] or developing new ontologies in
the moment [9,13].
In this paper, we build on prior work [9] and present a

more complete framework (Fig. 1) to describe the different
ways in which ontologies can be dynamic. This framework
aligns with the view of ontologies as dynamic in nature, but
also finds utility in the notion of a single stable ontology
applied in a given moment or context. In this way, we move
beyond the dichotomy between dynamic and fixed ontol-
ogies to include both stable and more flexible structures.

B. Valuing the messiness of student reasoning

In this work, we start from a fundamental commitment to
valuing the nuances—or “messiness”—of student reason-
ing, and focusing on the kinds of reasoning students are
capable of rather than the places where they struggle or
answer incorrectly. We document student capabilities in
order to advance student competencies and support student
learning. Learning is often messy, and documenting stu-
dents’ capabilities (e.g., for flexible use of ontologies) is
one way to recognize and value student agency, creativity,
identity, and engagement [21]. In thinking about the
messiness of learning, we draw on the idea of “messing
about” [22,23] and link to theories of learning that build on
play [24]. Student reasoning can be “messy” in several

different ways, and there are many in the physics education
research field who attend to and value that messiness
[17,25–29]. In prior work [9], we highlighted two elements
of messiness: (i) flexible use of ontologies and (ii) tenta-
tiveness of reasoning. In this paper, we focus on the former,
although we do see some instances of tentative reasoning
even in individual written responses on homework, exams,
and surveys.

C. Situated learning

We approach our research from a sociocultural perspec-
tive of learning [30]. That is, we consider both the objects
and processes of learning to be social. As such, we value
individual ideas as well as collective negotiated meanings.
In our prior work, we focused on collective reasoning and
considered a blended ontology constructed within a group
of students to be socially distributed [9,31]. While the
present study focuses on individual responses, we consider
an individual’s learning as a social process—individual
cognitive processes are mediated by social tools (e.g.,
language) [32] as well as other people and their use of
tools [33,34]. We consider student responses to reflect both
their own thinking and that of the broader context in which
they are embedded [35]. To that end, part of the analysis
presented in this paper investigates the contexts in which
students are engaged in sense making, looking particularly
at the impact of our prompts on students’ use of ontologies.
The wording and framing of our questions is one piece of a
broader educational environment in which our students are
situated, and we see it as a vital part of education research
to consider the ways in which our environments can
contribute to and support students’ learning.

III. FRAMEWORK

In prior work [9], we began to investigate the dynamics
of students’ reasoning and developed an initial framework
to distinguish different types of dynamic ontologies.
We use the term ontological structure to refer to the
manner in which ontologies are applied or used. As a
result of the analysis of collective student reasoning around
canonical topic areas in QM, we moved beyond the
dichotomy of fixed versus stable ontologies by drawing
on notions of stable structures as well as flexible use of
different ontological categories. The framework refines our
understanding of how ontologies can be dynamic in nature
by considering two dimensions that characterize students’
reasoning using ontologies: construction (when are the
ontologies developed?) and application (which ontologies
are applied?). The data that form the foundation of this
framework consisted of episodes of collective student
reasoning around three canonical topics in modern physics:
double slit experiment, Mach-Zehnder interferometer with
a single photon, and quantum tunneling.
Upon development of the framework and application to

episodes of students reasoning in groups, we wondered if

FIG. 1. Typology of ontological structures for a given individ-
ual reasoning episode. Construction refers to when the ontologies
are developed. Application refers to which (or how many)
ontologies are applied.
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we would see the same kinds of dynamics of ontological
reasoning in individual and written work. We developed a
coding scheme based on the framework and applied it to
individual written and multiple-choice (MC) responses
from the same seven students in the focus group study
across the same three topic areas. Results of this pilot study
triangulating between the collective oral reasoning and
individual written work are presented in Ref. [15]. Through
this process, we refined the framework itself to be appli-
cable to both collective oral reasoning and individual
written work. The first major contribution of the present
paper is to present a full description of the framework along
with a codebook that operationalizes it for a particular
context; we then apply the codebook to a large-scale
sample of student reasoning and demonstrate its utility
by investigating the patterns of use of ontologies. The full
version of the framework that describes ontological struc-
ture is shown in Fig. 1. It includes four quadrants, three of
which we observe in our data. The full coding scheme is
described in the methods section and in the Supplemental
Material [36]. While ontologies are understood and com-
monly investigated in physics education research, the way
in which we use the term ontological structure is new; an
ontological structure refers to one of the quadrants of the
framework—unitary, parallel, or blended ontologies.
A unitary ontology is an application of a single stable

ontology in a given local reasoning episode, where “stable”
suggests the ontology is an already developed, perhaps
robust, conception that the learner brings with them into the
reasoning episode. For example, treating a photon solely as
a classical particle in a given context would be a unitary
ontology. In this case, a student arriving in a modern
physics class is familiar with the notion of a classical
particle, and thus the classical particle ontology is consid-
ered to be a stable structure. However, we note that the
structures in the framework are defined at the level of an
individual reasoning episode. Applying a unitary ontology
in one context does not preclude using a different ontology,
or different structure, in other instances or contexts. From
our prior example of energy, a unitary ontology might be
thinking of energy as a material (or quasimaterial) sub-
stance. When attending to conservation of energy, a learner
might treat energy as stuff that can be possessed by an
object or transferred or exchanged between objects, e.g.,
“the particle has energy.”
A parallel ontology consists of switching back and forth

between two or more stable ontologies. For example,
saying a photon travels as a classical wave and is detected
on a screen as a classical particle is a parallel ontology
because the two categorizations are held separate from one
another—sometimes the photon is a particle and sometimes
it is a wave. Again, in this example the classical particle and
classical wave ontologies are considered to be stable
because these are notions that a modern physics student
would have brought with them into the reasoning episode.

That is, they are already familiar with characteristics of
classical particles and waves and they draw on these
preexisting ideas in order to construct the parallel ontology
of the photon. From the energy examples previously, we
also observe a parallel ontological structure in the student
reasoning presented in Ref. [11]. In a conversation about
leaves blowing in the street, the students switch back and
forth between a substance ontology and stimulus to action
ontology, often between turns of talk. First, a student
questions whether “leaves in the street have energy”
(substance ontology). In her next utterance, that same
student says “wind is energy” (stimulus ontology, treating
wind as the agent). Another student then says that the
leaves are “getting wind energy” (back to substance).
A third student says the leaves are “pushed by energy”
(stimulus), and then the first student says again that “they
have energy” (substance) [11] (emphasis added). A familiar
occurrence in student collective reasoning, this conversa-
tion is an example in which the parallel ontological
structure is socially distributed.
In the third quadrant of the framework, a blended

ontology is a novel ontological category for the learner
constructed in the moment, drawing from two or more
stable (input) ontologies. From the combination of two or
more input ontologies, new meaning emerges to describe a
new kind of entity entirely. This structure is based on
Fauconnier and Turner’s theory of conceptual blending [37]
applied to ontologies [9,31]. A blended ontology of a
photon might include describing the photon as being
localized but that the position depends on a wave inter-
ference pattern. Contrary to the parallel ontology, this
description combines the particle and wave characteristics,
and in doing so new meaning of what a photon is emerges.
The photon is neither a particle nor a wave, but something
different that exhibits some characteristics of each. Further
details of such blends are given in Ref. [9] and in Sec. IV D.
From our prior example of energy, Dreyfus, Gupta, and
Redish provide an example of a blended ontology [13].
Students in their study described the emission and absorp-
tion of energy by blending energy as a substance and
energy as a location. The resulting blended ontology has
the properties that “absorbing energy makes things go up”
and “releasing energy makes things go down.”
The fourth quadrant of the framework contains a

structure—“parallel blends”—that we do not see in our
data, but would involve switching back and forth between
multiple blended ontologies. We can imagine seeing this
structure if we examined student reasoning over longer
time scales, rather than constraining to individual reasoning
episodes.
The framework centrally contains a description of the

structure of ontologies (i.e., unitary, parallel, blended), but
it also implicitly includes the ontologies themselves (e.g.,
in our context, particle, wave, etc.). When examining
student reasoning, the ontological structure can only be
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determined after the ontologies themselves have been
described. The three structures described in our framework
apply across a range of ontologies (e.g., particle and wave
ontologies for photons, or substance and location ontol-
ogies for energy), though, of course, the specific ontologies
that are used in analyzing student reasoning will depend
upon the content area of focus. We do not provide an
exhaustive examination of the particular ontologies (enti-
ties) that can be used in the framework, rather we present a
framework that helps guide our understanding of ontologi-
cal reasoning regardless of content area. Figure 1 illustrates
the central focus of the framework, on ontological struc-
ture, noting this will always happen around specific
ontologies being applied to given entities. In order to
answer research questions around the kinds of dynamic
ontologies used in individual written work, the patterns of
use of ontologies, and the impact of prompts on students’
ontological reasoning, we present a concrete application of
the framework to reasoning about photons and electrons in
the context of three canonical topics in QM.

IV. METHODOLOGY

This study is one piece of a larger effort to understand
students’ reasoning in QM. In our effort to present a more
complete framework and apply it to students’ individual
written work, we triangulate across multiple data sources.
In applying the framework to new modalities of student
reasoning (e.g., written work), we simultaneously sought
convergence of findings from different sets of data and
analyses, and used these results to refine the framework
itself (the final version of which is presented in Fig. 1). The
students’ focus group reasoning, individual written work,
and the framework all mutually inform one another,
resulting in a broader understanding of students’ ontologi-
cal reasoning about photons and electrons in the contexts of
the double slit experiment, Mach-Zehnder interferometers,
and quantum tunneling.

A. Course context

The current version of the middle division undergraduate
Modern Physics for Engineers course in which our study
takes place is the result of several years of course trans-
formation [38,39] and includes many real-world applica-
tions as well as explicit attention to interpretations of QM.
The last author has taught this course for many years, and
all three authors have been heavily involved in course
design and teaching. The course satisfies requirements for
several engineering majors, and typically includes roughly
100 students at the sophomore to senior level. The class
meets 3 hours per week over a 15-week semester, includes
interactive lectures, tutorials, and exams in a relatively
standard format. Optional, staffed, informal help sessions
are provided for roughly 6 additional hours per week. One
of the novel learning goals of the course is for students to

develop sophisticated ontological reasoning skills. That is,
we want students to be able to reason using different
ontologies, to decide which ontology they should use when,
and to metacognitively reflect on their ontological reason-
ing (something we call meta-ontological competence). The
course strives to support students in this endeavor by asking
questions directly about ontology (see below for many
examples in our dataset) and using materials such as
tutorials designed to support students in reasoning flexibly
across ontologies and reflecting on which ontology they are
using and why [40]. This course seeks to encourage and
support students in engaging in nuanced and complicated
reasoning; we strive to value the messiness of student
reasoning in the classroom through grading that empha-
sizes reasoning over final answers, attending to interpre-
tation and asking questions that do not necessarily have
correct answers, and holding students accountable for
developing their own explanations and interpretations.

B. Sampling

The data in this study come from one semester of the
Modern Physics for Engineers course already described.
There were 140 students enrolled in the course, 60% of
whom were mechanical engineering majors. The next most
common major was electrical engineering (13%), followed
by a smattering of other engineering or science majors.
Including the original seven students for whom we had
already coded responses [15], we selected a sample of 28
students (20% of the total enrollment). Requirements for
being included in the sample were that the student had
completed the entire course and had completed at least 75%
of the questions included in our data set. Of the students
who fit these requirements, we selected a random sample.
The sample is representative of the course overall by major,
and includes twice the proportion of women than in the
class overall (14% versus 7%). We oversampled for women
[41] because the representation of women in this particular
semester was lower than other semesters of the same class,
and we are more concerned with being able to say some-
thing about what kinds of reasoning students are capable of
and what kinds of patterns we might see in this particular
pedagogical environment, rather than being representative
of one particular semester’s enrollment. We also slightly
oversampled for students with A and B final grades, as
grades were in part reflective of students’ explanation of
reasoning—Students with lower grades tended to have
sparser answers which we more frequently would have to
code as “can’t tell,” while students with higher grades
tended to have more complete work from which we could
infer information about ontologies, allowing us to draw
more meaningful conclusions. Characteristics of the sample
compared to the class overall are shown in Table I.
Percentages of majors do not sum to 100% because some
students have multiple majors. University of Colorado is a
predominantly white institution (68% of undergraduates
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are white [42]), as is the College of Engineering (61% of
undergraduates are white [43]).

C. Three topic areas

In this study we focus on homework, exam, and pre- and
postsurvey questions around the three topic areas that were
the focus of the original focus group study [9]—double slit,
Mach-Zehnder interferometer, and quantum tunneling. In
this section, we briefly discuss the relevant physics of each
topic area and how these topics are introduced to the
students in this study.
Young’s double slit experiment is a canonical example

for introductory as well as upper division physics classes.
As shown in Fig. 2, a barrier with two small slits is a certain
distance away from a screen. When one shines a beam of
light on the two slits, an interference pattern of bright and
dark spots appears on the screen. Considering the light
coming from each of the two slits as sources of light in
phase, the dark spots on the screen are the points at which
total destructive interference occurs between the two waves
(i.e., the path length difference is equal to an integer
number of half wavelengths). Conversely, the bright spots
on the screen are the places of complete constructive
interference (i.e., the path length difference is equal to
an integer number of wavelengths). Here we are applying
mostly a classical wave ontology of light; the interference
pattern is the ultimate indicator of wavelike behavior, and
we are attending to mostly wavelike properties of the light
(e.g., wavelength). Our description also includes describing
light as a beam or ray, which is similar to, but distinct from,

a wave ontology. When attending to two different light rays
we are not focused so much on the wavelike properties, but
rather thinking about a light ray as something that travels in
a straight line from one location to another. After establish-
ing how a beam of light behaves in the double slit
experiment, we then “perform” the experiment with single
photons. Figure 2 shows a screenshot of the QuantumWave
PhET simulation [44], where a single photon can be shot
through the two slits. Each individual photon hits the screen
in one (seemingly random) place and appears as a dot.
However, after repeating this experiment many times with
many individual photons, an interference pattern appears
on the screen over time. That is, the location of detection of
each individual photon was not in fact random, but related
to the interference pattern that we see with the beam of
light. In the lectures and homework, students in the class
grapple with questions such as “Which slit did the photon
go through?” and “Where was the photon just before it hit
the screen?” In reasoning through this example, one might
attend to particlelike (localized detection) or wavelike
(interference pattern) characteristics of the photon. A beam
of light is made up of many photons, so if light acts as a
wave then an individual photon can be thought of as a little
chunk of a wave, yet it still has non-wavelike properties
such as localization on the screen. We can also conduct this
experiment with individual electrons, and achieve results
similar to those of individual photons. In the modern
physics class, this is one example of how we introduce
matter waves.
A Mach-Zehnder interferometer can be thought of as

analogous to the double slit experiment. In the modern
physics class, students investigate how single photons
behave in this interferometer, first with only a single beam
splitter (experiment 1), then with two beam splitters
(experiment 2). As shown in Fig. 3, there is one path from
the source to the first beam splitter. There the light (or
single photon) can be reflected and/or transmitted to
mirrors A and B. Each mirror reflects the light (or single
photon) toward the second beam splitter (in experiment 2)

FIG. 2. Screenshots of the Quantum Wave PhET Simulation
[44] showing the double slit experiment with (a) a beam of light,
(b) a single photon, and (c) many photons over time.

TABLE I. Characteristics of the sample population compared to
the whole class.

Full class
(N ¼ 140)

Sample
(N ¼ 28)

Average final grade 82% 85%
% A’s, B’s 72% 79%
Average homework grade 84% 89%
% Female 7% 14%
% Mech. Engr. major 61% 61%
% Elec. Engr. major 13% 14%
% Other major 34% 36%

FIG. 3. Schematic of a Mach-Zehnder interferometer with a
single photon source. MA and MB are mirrors, BS1 and BS2 are
beam splitters, PMA and PMB are photomultiplier detectors, and
NA, NB, and NC are counters for detectors A and B, and
coincidences between the two.
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at which point the light can be reflected and/or transmitted
into detectors A and B. In experiment 1, with only one
beam splitter, there is no mechanism for interference of the
two paths after the first beam splitter. Individual photons
are either detected in detector A or B, with a 50–50
probability. If a photon is detected in detector A, we can
infer that it was reflected at the beam splitter and reflected
by mirror A. If it was detected in detector B, we can infer
that it took the other path. Thus, with no interference, we
can infer “which path information” based on where the
photon is detected. Because the detector counts are split
roughly 50–50 between the two detectors, we say that the
photon is acting particlelike in experiment 1 (i.e., a classical
particle would have the same experimental results, and
would take one path or the other). In experiment 2, the
second beam splitter provides the mechanism for interfer-
ence between the two paths after the first beam splitter.
Inserting a phase shifter in one of the paths creates an
effective path length difference. Manipulating the path
length difference changes the probability of detection at
each of the detectors, resulting in an interference pattern at
each detector. With the interference, there is no longer
which path information (i.e., a photon detected at detector
A could have been reflected at the first beam splitter and
transmitted at the second, or vice versa). Because of the
interference, we say the photon is acting like a wave in
experiment 2. However, each individual photon is only
detected in one detector (a particlelike characteristic).
Analogous to the double slit experiment where each photon
is detected in a single spot on the screen but over time the
interference pattern appears, in experiment 2 each photon is
localized in one detector, but over many counts the
interference due to the difference in phase is apparent at
the detectors. Following these two experiments, we intro-
duce Wheeler’s delayed choice experiment [45] as exper-
imentally conducted by Grangier, Roger, and Aspect [46]
as experiment 3. In this scenario, the setup begins in
experiment 1 with one beam splitter, and then after the
photon has passed the first beam splitter, the second beam
splitter is inserted into the experiment, to end up in
experiment 2. Students learn that the results of wavelike
interference in experiment 3 disprove a local hidden
variable interpretation of QM because if the photon had
a hidden variable it should have been acting like a particle
and not been able to switch its behavior after passing
through the first beam splitter. Students in our class grapple
with the details of these experiments, and also with what the
results tell us about the nature of photons. Is a photon
particlelike in some instances and wavelike in others
(parallel ontology)? Or is it something else entirely that
draws on some particlelike and wavelike characteristics
(blended ontology)?
The third topic area is quantum tunneling, a phenomenon

in which an electron in one wire can appear in a second
nearby wire despite not having enough energy to overcome

the potential barrier (air gap) between the wires. We model
the system of two wires as two one-dimensional finite
square wells with a barrier in between them, as shown in
Fig. 4. The wave function of the electron is given by
solutions to the Schrödinger equation. We touch on time
dependence in the modern physics class, but primarily have
the students work only with the time independent
Schrödinger equation. In our examples, the total energy
of the electron is set to be greater than the potential energy
of the electron in the wires (which is set to zero), and so the
solutions are complex exponentials, or sinusoids. In the air
gap in between the wires, the total energy of the electron is
set to be less than the potential energy of the electron
outside the wire (determined by the work function of the
metal). Classically, the electron does not have enough
energy to get out of the wire, but quantum mechanically, it
is possible to measure the electron in the second wire. That
is, the electron can tunnel through the barrier to reach the
second wire. The solution to the Schrodinger equation in
the air gap is a real exponential, suggesting that there is
some probability of finding the electron in the gap, and
that probability dominantly exponentially decreases as the
electron moves farther into the gap. In this course,
compared to the other topic areas, there are fewer oppor-
tunities for students to directly consider ontology in
tunneling, but they do grapple with questions of interpre-
tation which have the potential to elicit ontological reason-
ing: What does it mean physically for the electron that the
wave function decays through the barrier? Where is the
electron?

D. Codebook

Starting from an initial framework of dynamic ontologies
which was developed through analysis of students’ col-
lective oral reasoning around the three topic areas discussed
[9], we developed a codebook to code individual, written
student responses for the nature of the ontologies they were

FIG. 4. System of two wires with an air gap in between that we
model as a finite square well. The potential energy is given by
VðxÞ. The total energy, Etot, is greater than VðxÞ inside the wires
(regions I and III) and less than VðxÞ in between the wires (region
II) in the “classically forbidden region.”
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using. Through an iterative process of creating, applying,
and refining the codes, we refined both the codebook and
the framework itself. In this refinement, the description of
the ontological structures was expanded and relabeled;
Fig. 1 is the final result of this process. There are two main
elements for which we coded each response: ontology and
ontological structure. The ontology refers to how the entity
(photon or electron) is being categorized. We infer ontology
from the student’s language—what words are they using to
describe the entity [11,12,47] or what properties and
characteristics are they assigning to the entity in a given
moment or context. There are six ontology codes: “par-
ticle,” “wave,” “both particle and wave,” “something else,”
“not particle,” and “not wave.” Ontological structure refers
to the nature of the ontology (Fig. 1)—is it an application of
a single stable ontology (unitary), or switching back and
forth between two or more separate ontologies (parallel), or
a blending together of multiple ontologies to create a new
kind of entity all together (blended)? Again, we note the
fourth possible category (parallel blends) does not appear in
our dataset given our focus on analysis of individual
episodes.
The ontology codes were a combination of a priori and

emergent (i.e., we expected and looked for particle and
wave ontologies, but there were other ontology codes, such
as not particle, that we did not necessarily look for,
but noticed in the data), and the ontological structure
codes came directly from the framework for distingui-
shing different kinds of dynamic ontologies. For each
aspect, there was also a can’t tell code, used when we
did not have evidence of a specific ontology or structure.

Tables II and III provide examples for each code (see
Supplemental Material [36] for the complete codebook).
The majority of questions in our dataset are written
responses, but there are also some MC questions.
Although in a MC question we do not have access to a
student’s reasoning, we still code these responses for
ontology and ontological structure. Each MC response is
coded as consistent with a given ontology. In our dataset, all
of the MC responses are coded as having a unitary structure
due to the way the answer choices were written. We could,
however, imagine writing MC responses that were more
nuanced and consistent with parallel or blended ontologies.
Because we are primarily interested in the nuances of
student reasoning, we do not focus on the MC questions,
although we leave them in the dataset for completeness and
because they help us to answer the question of how the
prompts might impact the ontologies we see students using.

E. Selecting questions and coding responses

In our analysis, we only include questions about photons
and electrons. Questions are drawn from student home-
work, exams, and pre- and postsurveys. There are 24
individual questions spanning the three topic areas—6
about double slit, 3 about tunneling, and 15 about the
Mach-Zehnder interferometer. We selected questions for
which we had an opportunity to make inferences about
ontologies and ontological structures in students’
responses; in many cases, this means that the questions
ask directly about ontology. While we attempted to select
questions that span the various entities (photon, electron),
ontologies (wave, particle, etc.), and ontological structures

TABLE II. Codes for ontology—How is the entity being categorized?

Ontology Evidenced by Example

Particle Classical particle characteristics: localized
entity (single location), bouncing, mass, etc.

“The photon ends up at one specific location.”

Wave Classical wave characteristics: interference,
reflection and transmission, nonlocalized, etc.

“The single photon must travel through both slits so
that it can interfere with itself to produce the
interference pattern.”

Both particle and wave Both particle and wave language, “particle that
interferes with itself,” “wave when travels,
then detected in 1 spot,” could be either
parallel or blended.

“A single photon will be superimposed in both paths
after it is split by the beam splitter and has an equal
probability of ending up in detector 1 as it does in
landing in detector 2.”

Something else May be more nuanced than the above options:
e.g., a blend of classical particle
characteristics and quantum properties
(“quantum particle”), a particle but described
by probability and not localized.

“The position of the particle is anywhere throughout
time. This is different [from a classical particle]
because the position of a classical particle is not
probabilty-based.”

Not particle Defined only by not having particle
characteristics (with no mention of what it is).

“The electron is more probable in [one region]
compared to [another region]. This is different from
a classical particle which cannot overcome a hill
without the required kinetic energy.”

Not wave Defined only by not having wave characteristics
(with no mention of what it is).

“The wave is both reflected and transmitted at the
same time, [but] a single photon will either be
reflected or transmitted.”
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(unitary, parallel, blended), given the naturalist study in a
real class we are not entirely able to disentangle these
variables. As such, we present preliminary investigations
into variation among how students use ontologies and
ontological structures to reason about quantum entities.
Each question was coded for entity, ontology, and

ontological structure; in some instances, during the analy-
sis, we clustered questions together and coded the cluster
overall to make stronger inferences about a student’s
ontology. For example, we clustered the following series
of questions about the double slit experiment: 16) Briefly
discuss which aspects of this experiment are consistent with
photons acting like classical particles. 17) Briefly discuss
which aspects of this experiment are consistent with
photons behaving like electromagnetic waves. 18) Briefly
discuss which aspects of this experiment are consistent with
photons behaving like a particle and a wave at the same
moment in time. Questions were only clustered when they
appeared next to each other on an assignment (homework
or survey), and when the content of the questions fit
together or built off of one another (i.e., asking about
different elements of the same experiment or phenomenon).
When considering the clustered questions, the 24 questions
are condensed into 16 overall items—4 for double slit, 2 for
tunneling, and 10 for the Mach-Zehnder interferometer. In
our analysis, we look at the individual questions separately
as well as the clusters. Across the 28 students and 24
individual questions, there were 626 total responses, of
which we coded 523 (the remainder were coded as can’t
tell). When considering the 16 clustered items, across the
28 students there were 418 total responses, of which we
coded 349 (the remainder were coded as can’t tell). That is,
there are 523 total coded responses, and where possible we
cluster associated questions, yielding 349 coded responses.
The first two authors independently coded subsets of the

data, and then all three research team members came
together to discuss any discrepancies. We repeated this
iterative process, refining and elaborating on the codebook
each time, until we had consensus on how to consistently
apply each of the codes. On our final round of independent

coding, for the ontology codes, we had 82% agreement
with a Cohen’s kappa of 0.76, and for the structure codes,
we had 80% agreement with a Cohen’s kappa of 0.71
(considered to be a good level of agreement [48]). After
discussion, we had 100% agreement. The lead author
completed the entirety of the coding, discussing with the
team each time a difficult-to-code response arose.

F. Coding prompts

In order to investigate the extent to which the wording
and framing of the question prompts impacts students’
ontological reasoning, we coded each of the prompts as
leading towards a specific ontology or ontological structure
or not. There are several aspects that might contribute to
how leading the prompts are format of the question (MC
versus written response), wording of the question, local
framing (location of question among preceding questions in
a series, and implied meanings in a question), or framing in
the broader course context (how a topic was introduced,
and messaging and culture of the course). We coded each
prompt twice, once for whether it was leading towards a
specific ontology, and then for whether it was leading
towards a specific ontological structure. In coding for the
“leadingness” of prompts, we focus mostly on the wording
of the questions, but also the local framing to some extent.
We coded the prompts after the codebook (and thus our
understanding of what constituted each ontology and
structure code) was finalized, but before coding the entire
sample of 28 students. This approach helps minimize the
extent to which familiarity with the spread of student
responses to each question could influence the way we
coded the question itself. We coded the prompts based on
the words used, as well as the instructor’s intent in asking
the question (the questions in our data set have been used in
this particular course for many semesters, and were written
primarily by the last author, building on years of course
transformation efforts [38,39]). For example, the question
“Which aspects of this experiment are consistent with
photons acting like classical particles?” is leading toward
both a particle ontology and a unitary structure, while

TABLE III. Codes for ontological structure—What structure is used in a particular moment or context?

Ontological structure Evidenced by Example

Unitary Single ontology applied throughout response, e.g.,
only attends to particle characteristics

“[The photon] is like a particle because it only goes
into one detector.”

Parallel Switching back and forth between two or more
stable or robust ontologies; Often separated by
time; e.g., “sometimes particle, sometimes
wave,” “travels as wave, then detected as
particle.”

“[Photons are] waves when [they] go through slits
and particles when detected at [a] screen.”

Blended Combines elements from input ontologies and new
meaning emerges to create a new category; Often
referring to the same entity at the same moment
in time; e.g., hybrid of particle and wave.

“The photon goes through both slits and interferes
with itself, ending in a spot that relates to the
interference pattern.”
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“Does an electron lose energy when it tunnels?” is not
leading. A complete list of the questions and how they were
coded is available in the Supplemental Material [36].

G. Analysis

We first coded responses for seven students who par-
ticipated in the focus group study from which our frame-
work originated [9]. The preliminary results of this initial
analysis [15] helped us to identify patterns and questions to
explore once we coded the entire sample. There are two
main approaches to analysis applied after completing all of
the coding of student responses and prompts. First, we
looked at the patterns of use of ontologies among the
clustered questions. We looked at the distributions of
ontologies and ontological structures overall and by entity,
topic area, and question format. Where applicable, we
performed chi-squared tests of homogeneity [49,50] to
determine if two distributions were statistically signifi-
cantly different from one another. Next, we investigated the
impact of the prompts. Looking at the separate individual
questions, we compared the results of the distributions of
codes (for ontology and ontological structure) for the two
separate categories of leading and nonleading questions.
We used a two-sample chi-squared test of proportions
[49,51] to determine if the percentage of a given code was
statistically significantly different between the leading and
nonleading questions.

V. RESULTS AND DISCUSSION

A. Patterns of use

In applying the framework to individual responses in our
dataset we are able to observe variation in students’
ontologies and ontological structures. Beginning from a
position of valuing the messiness of student reasoning, we
demonstrate students’ capacities to reason using varied
ontologies and ontological structures. In presenting these
results we also demonstrate the utility of the framework to
capture differences in the dynamics of students’ ontologies,
in both collective and individual reasoning, oral and written
reasoning, as well as looking at both separate individual
questions and clustered items.
In this section, we present analysis of overall patterns of

use of ontologies and ontological structure. We consider the
coding of clusters rather than individual questions (where
applicable) because this grouping gives us the most
information about a student’s ontology in a given moment
or context. This analysis includes 349 coded responses.
There are three results that all illustrate one main point—
students are capable of drawing on multiple ontological
resources, or using their ontological “toolkits.” That is, we
see students using a variety of ontologies and structures
across the three topic areas for both photons and electrons.
Much like in the collective oral reasoning in prior work [9],

we see flexible use of ontologies in the individual written
student work.
The first result is that we observe a variety of ontologies

used for each entity. Figure 5 shows the distribution of
ontologies for photons and electrons, including both
written and MC questions. For photons, the primary
ontology students used was both particle and wave, and
for electrons the most common ontologies were wave and
something else. For each entity, the ontologies are different
from what one might expect with a classical perspective;
both photon and electron might be considered more
particlelike from a classical view. Here we observe different
dominant ontological categories, and clearly varied use
within each entity. We see that students’ ontologies are not
bound by entity (i.e., there is a distribution of multiple
ontological categories for both photons and electrons).
However, the patterns of use vary by entity. In our dataset,
this variation is in part driven by the difference in content
area as well as the format of the question. We return later to
explore some of these differences.
The second result is that in individual written work,

students use three of the ontological structures described by
the framework: unitary, parallel, and blended. Attending to
just the written questions (excluding MC), the frequencies
of each ontological structure code are shown in Fig. 6.
These outcomes demonstrate the ability of students to use
fixed ontological categories (in this case 30% of the
responses are unitary), to move rapidly between two or
more ontological categories (26% are parallel), and to
create new ontological structures (44% are blended) to
reason about quantum entities.
Not only do students use multiple ontological structures,

but we observe different patterns of use by entity. This is
the third result which demonstrates students’ capacities for

FIG. 5. Percentage of ontology codes, by entity.
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drawing on multiple ontological resources. Examining the
overall outcomes of Fig. 6 in more detail, we can
disaggregate the distribution of ontological structures by
entity and by topic area; this is presented in Table IV. In all
cases (entity and topic area), we observe that students use
multiple ontological structures. The distributions of onto-
logical structure for photons and electrons are statistically
significantly different from one another (p ¼ 0.003 with
Pearson’s chi-squared test) [52]. Of the written questions,
the most common structure for photons is blended, with an
equal split between unitary and parallel. The codes for
electrons are roughly split 50–50 between unitary and
blended. One difference that jumps out in these results is
that there are no tunneling, and thus no electron, responses
coded as parallel. It may well be that entities and/or topic
areas lead students to differential use of ontological
structure. Perhaps it is tempting to make a conclusion
about students not using parallel ontological structures
when reasoning about electrons, but here, as noted in the
Methods section, we have to keep in mind the strong
connections between entity, topic area, and question for-
mat. Here, we have considered only the written-response
questions—100% of responses to MC questions are coded

as using a unitary ontological structure, due to the nature of
the MC answer choices. In particular, had there been
written-response questions to a double slit question with
electrons it is possible we would see students using a
parallel structure for electrons. This difference by question
format foreshadows some of the results around impact of
prompts presented in the next section. Interactions between
content area, entity, and how the framing of questions
impacts student use of ontologies and ontological structures
is explored further here.
The distributions of student responses coded for ontol-

ogy and ontological structure illustrate that students in this
particular pedagogical environment are capable of flexibly
using different ontologies. In the pilot coding study [15] we
confirmed that this variety also exists within individual
students’ responses, a crucial piece of information that tells
us the variation is not only between students but also within
responses from a given student. Here, we see this variation
on a large (class-wide) scale. We see some differences in
ontological structure use between photons and electrons,
and note that there are likely strong intersections among
entity, topic area, wording and framing of the prompt, and
question format. To begin an investigation of the variation
in ontologies documented here, and the intersection among
some of these factors, we look at one particular element, the
role of instructional prompts, and examine by content
domain and entity.

B. Impact of prompt framing

To begin to examine contextual factors that influence
when and how students use various ontologies and onto-
logical structures, we examine the impacts of how the
question prompts are framed. We compared the distribu-
tions for students’ ontologies and ontological structures
between prompts that were coded as leading versus non-
leading. Some questions are leading toward both a specific
ontology and ontological structure (e.g., designed to elicit a
blended both particle and wave ontology), and some are
leading toward a specific structure but not specific ontology
(e.g., MC question where each answer is consistent with a
unitary ontology but the question itself does not lead
toward a specific answer). In our study, we find no
questions that are leading toward a specific ontology but
not ontological structure [53].
To examine the impacts of how specific question framing

can influence student response, we primarily analyze
individual questions rather than clusters. In considering
this finer grain size, we can investigate the impact of the
wording of individual prompts as well as how they are
organized sequentially to form clusters. The results of how
questions influence students’ use of ontologies and onto-
logical structures (for all entities, all topics, and all formats)
are shown here. In examining the influence of prompts on
student reasoning, we present overall data and examples of

FIG. 6. Distribution of ontological structures among written
responses (excluding MC).

TABLE IV. Distribution of ontological structures by entity and
topic area among the written-response questions (excluding MC).

Unitary Parallel Blended

Photons 29% 28% 43%
Double slit 33% 15% 53%
Mach-Zehnder 27% 32% 41%
Electrons
Tunneling 46% 0% 54%
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specific prompts for each of the two areas of focus:
ontology use and ontological structure use.

1. Leading to ontology

As seen in Fig. 7, there is strong indication that whether a
question prompt is coded as leading or not is associated
with students’ use of ontology. That is, the way we ask
questions informs the way students respond. For the non-
leading questions, the ontology codes are distributed across
most of the categories—primarily wave, both particle and
wave, and something else, with a few particle and not wave.
When we ask questions about ontology that do not guide or
encourage students toward a specific ontology, we see that
students use a variety of ontologies in their responses. (This
result is consistent with evidence in the prior section that
students are capable of using a variety of ontologies.)
Turning to the questions that are coded as leading, there are
prompts that are leading towards particle (2 prompts),
wave (2 prompts), either particle or wave (1 prompt),
both particle and wave (2 prompts), and something else
(2 prompts). For those questions coded as leading towards a
particle ontology, students primarily use a particle ontology
in their responses. Similarly, in each of the other categories
of questions that are ontologically leading, we observe
students primarily use the associated ontologies in their
responses. For each of these groupings, we compared the
percentage of responses coded with a given ontology
between leading and nonleading questions; in each case,
the fraction of responses using a given ontology for a
leading question is statistically significantly different from

that in the nonleading case at the α ¼ 0.05 level via a chi-
squared two sample test of proportions. For the one prompt
coded as leading toward either a particle or wave ontology,
we compared the combined particle and wave percentages
between the leading and nonleading questions.
To illustrate how these overall results appear for indi-

vidual questions, we present an example of a cluster of
three double slit questions. On a conceptual survey at the
end of the semester students were asked the following three
sequential questions: 16) Briefly discuss which aspects of
this [double slit] experiment are consistent with photons
acting like classical particles. 17) Briefly discuss which
aspects of this [double slit] experiment are consistent with
photons behaving like electromagnetic waves. 18) Briefly
discuss which aspects of this experiment are consistent with
photons behaving like a particle and a wave at the same
moment in time. Question 16 is coded as leading towards
particle because it asks students to attend to particle
characteristics. Likewise, question 17 is leading towards
wave. Question 18 is coded as leading towards both particle
and wave because it asks students to consider the ways in
which particle and wave aspects are present at the same
time.
As shown in Fig. 8, the results for student use of a given

ontology align with the coding for the leading nature of the
questions. Responses to question 16 are primarily particle,
responses to question 17 are primarily wave, and responses
to question 18 are primarily both particle and wave. It is
interesting that there were no “not wave” codes for question
16 and no “not particle” codes for question 17. Compared
to the non-leading questions within the double slit topic

FIG. 7. Distributions of ontologies for leading and not leading questions. In each case, for prompts leading to a specific ontology, the
percentage of codes for that ontology are statistically significantly different from the percentage of that ontology among nonleading
questions (denoted by *).
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area, the percentage of particle codes for question 16, wave
for question 17, and both particle and wave for question 18
are all statistically significantly different.

2. Leading to ontological structure

Similar to the case of questions leading to given ontol-
ogies, the leadingness of prompts to a given ontological
structure appears to impact student use of ontological
structures; see Fig. 9. There are nine prompts coded as
leading toward a unitary structure, one prompt coded as
leading toward a blended structure, and three prompts coded
as leading toward either parallel or blended structures. For
questions that are leading toward a specific structure, the
coded responses are more skewed toward that structure.
Again, we compared the percentage of the structure code in
question between the leading and nonleading questions and

they were all statistically significantly different (at the
α ¼ 0.05 level via a chi-squared two sample test of pro-
portions). For the prompts leading toward either “parallel” or
“blended,” we compared the combined percentages of
parallel and blended codes between the leading and non-
leading questions. Not only can the prompts lead students to
specific ontologies, but they can also encourage use of
specific structures. We see this same signal of the leading-
ness of the prompts (for both ontology and structure) when
looking at the clustered questions.
Among the questions that are coded as not leading

towards a specific ontological structure, there is a distribu-
tion across the three structures, with unitary being the most
common followed by blended and then parallel. We might
expect that when not encouraged to use a specific ontologi-
cal structure, students would apply a unitary ontology. (This
is the most common and arguably easiest thing to do [16].

FIG. 8. Distribution of ontologies for one cluster of three double slit questions leading to particle, wave, and both particle and wave
ontologies, respectively.

FIG. 9. Distributions of ontological structures for leading and not leading questions. In each case, for prompts leading to a specific
ontological structure, the percentage of codes for that structure are statistically significantly different from the percentage among
nonleading questions (denoted by *).
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Experts do this all the time by attending to the most
important or relevant characteristics of an entity in a given
moment or context [17]). However, we code students as
using a fair amount of blended (37%) and parallel (13%)
ontological structure in nonleading questions. This result is
suggestive, that in a course that values student development
of more nuanced and complicated ontological structures,
students use them, even when the questions are not leading
to those structures.
Once again, to illustrate how these overall results appear

for individual questions, we revisit the double slit questions
from the postsurvey. Questions 16 and 17 are coded as
unitary because they ask how the photon behaves like a
given object (particle or wave). Question 18 is coded as
blended because it asks how particle and wave character-
istics are present at the same time [54]. The student
responses to questions 16 and 17 (leading toward unitary)
are coded primarily as unitary while the responses to
questions 18 (leading toward blended) are primarily coded
as blended. Again, in each case the percentage of responses
coded for an ontological structure in the leading questions
is statistically significantly different from the percentage of
that code among nonleading double slit questions (at the
α ¼ 0.05 level via chi-squared two sample test of propor-
tions); see Fig. 10.
Among all questions and all topic areas, the something

else ontology code comes up 25% of the time for the
nonleading questions (Fig. 7). Most often when a response
was coded as something else, we labeled it as “quantum
particle” or “quantum wave” that is, the student’s response
described an entity that was either a classical particle or
classical wave combined (in either a parallel or blended
fashion) with other quantum properties like a wave function
or probability. This is an example of how the ontology and
ontological structure aspects are inherently linked together
to form a framework for identifying and describing
students’ ontological reasoning. Even when not encouraged
or guided to do so, students make use of more complicated
ontological structures. The pedagogical environment of this

particular class works to support students in doing so, and
this result is evidence of students’ capabilities in that
environment. The question of how much or what kinds
of supports students need in order to make flexible use of
ontologies in this way could be a topic for future study.
In our dataset, blends arise more often than parallel

ontologies. This leads us to question why—Is it a particular
emphasis of the course, the specific topic areas we have
chosen, the wording and framing of the prompts? Our
current study is unable to answer these questions. What we
can say, however, is that students make use of all three
ontological structures even when not explicitly encouraged
in the prompt to do so.
The results in this section suggest that the way students

answer questions depends on how the question is worded or
framed. One might also wonder if asking questions about
different entities and within different content domains
accounts for the signal of leadingness we see in Figs. 7
and 9. However, when we look at subsets of the data by
topic area and also entity (photon versus electron), we still
observe the leadingness of the prompts. We present one
example—the Mach-Zehnder content area—in the next
section. There are some differences by entity and content
area, and we suspect that content and context interact in
complicated ways, but the overall point that we take from
these results is that the way we ask questions matters. To
begin to explore the interactions of the differences in
students’ ontology use by entity, content area, question
format, and wording of the prompts, we review some
specific examples.

C. Examining specific prompts and student approaches

In the prior sections, we found variation in the ontologies
and ontological structures students use in individual written
work, demonstrating students’ capacities for flexible use of
ontologies (in aggregate) both within and across content
areas and entities. We also found variation in the use of
ontologies and ontological structures associated with how
questions are posed. This impact of question framing on
students’ ontology use across content domains and entities
is notable. We now begin to explore the nuances of how
these results differ by content area, entity, question format,
and question framing, and how these factors interact with
one another.
Overall, we see evidence of the leadingness of prompts

for the use of both ontologies and ontological structures
(Figs. 7 and 9). In the prior sections, we concretized the
overall results by examining an example cluster of ques-
tions from the double slit content domain, illustrating what
the role of prompts looks like at the level of an individual
question. This same narrative is reinforced when we
examine other topic areas. Here, we take a deeper look
at the Mach-Zehnder topic area. In addition to presenting
results that corroborate the overall findings—students’
varied use of ontologies and ontological structures, and

FIG. 10. Distribution of ontological structures for one cluster of
three double slit questions leading to unitary and blended
ontologies.
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the leading-ness of prompts impacting student use of
ontologies and ontological structures—this section begins
to explore notable exceptions and variations from the
broader patterns. Here, we first recapitulate prior results
within the Mach-Zehnder topic area for both ontology and
ontological structure. Then, we pull out two interesting
examples and examine those specific prompts further.
All of the Mach-Zehnder questions analyzed here are

about photons, and only one of the 15 is a MC question.
The distribution of ontologies for all Mach-Zehnder ques-
tions are displayed in Fig. 11. As before with the overall
results and the double slit example, the coded responses to
nonleading questions are distributed across several ontol-
ogies. That is, when the prompt does not lead students in a
certain direction, students use a variety of ontologies. Of
the 15 Mach-Zehnder questions, there are two coded as
leading to particle, one leading to wave, one leading toward
either particle or wave, one leading toward both particle and
wave, and one leading toward something else (the remain-
ing nine prompts are not leading). Again, we compared the
percentage of codes for a given ontology between the
leading and nonleading questions. For the prompt leading
to either particle or wave, we compared the combined
percentages of particle and wave codes between the leading
and nonleading questions. In each case, the differences
were statistically significantly different (at the α ¼ 0.05
level via a chi-squared two sample test of proportions).
In this analysis, we did not combine the two questions that

were leading toward particle because the results between the
two are quite different. For question 13 on a conceptual
postsurvey (Post Q13), the results are primarily particle,
as expected. For question 25 on the sixth homework

(HW6 Q25), the ontology codes are primarily both particle
and wave (46%), yet the percentage of particle codes is still
higher (and statistically significantly different) for this ques-
tion than for the nonleading questions. That is, we see a signal
of the leadingness toward a particle ontologywhen compared
with the results from the nonleading questions, yet the modal
ontology code is both particle and wave. Further, the
distributions of ontologies for HW6 Q25 and Post Q13 are
statistically significantly different from one another
(p ¼ 3.1 × 10−13 with Pearson’s chi-squared test). We won-
dered why the results for HW6 Q25, a question coded as
leading toward particle were so different from Post Q13, also
leading toward particle. We investigate this result further in
Sec. V C 1.
We also observe a similar signal where the coding of

prompts strongly alignswith the use of ontological structure.
The distribution of ontological structures for the 15 Mach-
Zehnder questions are shown in Fig. 12. As before, with the
overall results and the double slit example, the responses to
nonleading questions are distributed across the three onto-
logical structures.When the prompt does not lead students in
a certain direction, students use a variety of ontologies in a
variety of ways. There are five questions coded as leading to
unitary, and two leading to either parallel or blended. Similar
to the analysis of the ontology results, we present some of
these questions separately in the analysis so as not to
wash out differences in the results. In every case except
one (HW6 Q25) the percentage of codes for the structure
associated with the leadingness of the prompt is statistically
significantly higher for the leading questions.
The responses to the first three questions leading to

unitary (HW6 Q18, Post Q12-13) are coded primarily as

FIG. 11. Distribution of ontologies for leading and nonleading questions within the Mach-Zehnder content domain.

INVESTIGATING THE DYNAMICS OF … PHYS. REV. PHYS. EDUC. RES. 15, 010124 (2019)

010124-15



unitary. The fourth question is HW6 Q25 that we men-
tioned, and that we will explore further in Sec. V C 1. The
percentage of unitary codes for this question is higher than
that among nonleading questions, but this difference is not
statistically significant. The fifth question leading toward
unitary is a MC question from the final exam (not shown in
the graph), and 100% of the responses are coded as unitary.
This is perhaps the strongest signal that the question
framing can impact students’ responses, although it is also
arguably the least interesting since this difference derives
from the format and not necessarily the wording of the
prompt. The two questions leading toward either parallel or
blended were from the sixth and seventh homework
assignments (HW6 Q21 and HW7 Q3). Each of these
two questions has a higher percentage of combined parallel
and blended codes than those among nonleading questions
(both statistically significant differences). However, as
shown in Fig. 12, the results for HW6 Q21 are primarily
blended, while for HW7 Q3 they are primarily parallel.
These distributions are statistically significantly different
from one another (p ¼ 2.2 × 10−16 with Pearson’s chi-
squared test). We wondered what about these two prompts,
both coded as leading toward either parallel or blended,
might result in such stark differences in students’ use of
ontological structure. We explore differences in these
questions in Sec. V C 2.

1. Leading prompt within broader framing

HW6 Q25 (the prompt of which is shared here) is a
notable example of a question for which the results are a bit
unexpected. The question is coded as leading towards
unitary particle, but as seen in Figs. 11 and 12 the most
common ontology is both particle and wave and the most

common structure is unitary. On the surface this is con-
fusing because these two codes never overlap (in the
codebook, both particle and wave is only ever coded as
parallel or blended). We investigate these results further,
but we must preface these results with the caveat that the
sample size for this question is small (13 total coded
responses) because many of the students’ responses were
coded as can’t tell. Table V shows the full matrix of coded
responses for this question. The most common ontology is
both particle and wave (46% of codes), the majority of
which were blended. The most common structure is unitary
(53% of codes), which was almost evenly distributed
amongst particle, wave, and something else (with a slight
preference for particle). So, for the question that is leading
toward unitary particle, the most common response was
both particle and wave and blended (38%), while unitary
particle was the second most common (23%).
In order to decipher these results, we look at the wording

of the question and where it is situated within a larger
assignment. The question is specifically about Aspect’s
delayed choice experiment [46]. In class, the students were

FIG. 12. Distributions of ontological structures for leading and nonleading questions within the Mach-Zehnder content domain area.

TABLE V. Matrix of ontology and ontological structure codes
for HW6 Q25.

Unitary Parallel Blended All structures

Particle 23% 23%
Wave 15% 15%
Both particle and wave 8% 38% 46%
Something else 15% 15%
Not particle 0%
Not wave 0%
All ontologies 53% 8% 38%
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introduced to the anticorrelation parameter (α), which is a
measure of the coincidences between counts from the two
separate detectors. When the detectors are triggered simul-
taneously less frequently than they would at random, α is
between 0 and 1, andwe say photons are behaving (at least at
detection) as classical particles (i.e., they are only detected in
one detector at a time). If there are more coincidences than
random, independent events (α > 1), then the photons are
acting as classical waves (i.e., detected simultaneously in
both detectors). The results of the experiment showed that as
the photon number became very small (approaching the
single photon limit),α decreased, butwas never exactly zero.
The prompt in HW6 Q25 reads, In your own words, explain
what the anticorrelation parameter (α) is, both in terms of its
mathematical definition, and in terms of what it physically
tells us, in the context of the single-photon experiments
performed by Aspect. Why didn’t Aspect measure α ¼ 0 if
photons are supposed to be acting like particles? In class,
we explained that α < 1 indicated a quantum, particlelike
regime (i.e., individual photons are being detected in only
one detector at a time) and discussed the real-world con-
straints of never having only a single photon in the apparatus
at one time, and thus, α is never exactly equal to zero. This
question was coded as leading toward unitary particle
because of the stated ontology that “photons are supposed
to be acting like particles,” and a few responses (3 out of 13)
were indeed coded as unitary particle.However,wewill look
more closely at the surrounding questions to consider this
particular prompt in the context of a larger framing. As we
mentioned, the sample size for this question is small because
of a high percentage of responses coded as can’t tell. This
happened primarily when students described the anticorre-
lation parameter mathematically but did not relate it to any
physical or ontological characteristics of the photon. Any
statistical inferences we make from this question are limited

by the sample size, yet considering this question as situated
among other questions and in a specific course context still
helps us to understand the possible impact of our prompts on
students’ use of ontologies and ontological structures.
HW6 Q25 was preceded by a series of about 10

questions about Mach-Zehnder experiments with one
and two beam splitters. The question directly preceding
this one (HW6 Q24) asked students to summarize and
synthesize their findings of the prior questions in terms of
how photons behave in the Mach-Zehnder experiments.
The prompt, in part, reads In what sense do they behave like
classical particles? In what sense do they behave like
classical waves? Was there a case where the photons acted
only like classical particles; or acted just like electromag-
netic waves? Or must photons be different to both electro-
magnetic waves and classical particles? This question was
coded as not leading to a specific ontology or structure. It
prompts students to attend to particle and wave character-
istics, but leaves room for unitary (only classical particle or
only classical wave), parallel (switching between only
particle and only wave), and blended structures (different
from either particle or wave). “Not leading” is itself a
category that can be further specified. There are questions
that are considered not leading because students are not
asked directly about ontology, they ask about ontology but
there is no specified ontological use, or as in the case of
HW6 Q24, they ask students to consider multiple ontol-
ogies, none of which is preferred over another. The results
of Q24 as compared to Q25, for both ontology and
ontological structure, are given in Fig. 13.
The responses to Q24 were primarily both particle and

wave and blended. When compared to all of the nonleading
Mach-Zehnder questions (see Fig. 11), the percentage of
codes in Q25 are higher for particle and both particle and
wave, although for the both particle and wave ontology

FIG. 13. Comparisons between HW6 Q24-25 for distributions of (a) ontologies and (b) ontological structures.
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codes this difference is not statistically significant. That is,
we do see signal in Q25 for the leadingness of the prompt
toward a particle ontology, yet this signal is much weaker
than for other leading questions in the dataset, evidenced by
both particle and wave as the modal ontology despite the
prompt leading toward particle. The distribution of onto-
logical structures for Q25 is not distinguishable from the
distribution for nonleading questions. On its face, Q25
might encourage students to explain how a photon is like a
particle, or perhaps how it is not like a particle (e.g.,
quantum particle). However, when considering Q25 as the
culmination of a series of questions, and one that comes
immediately after we have asked students to summarize
what they know about the nature of photons in the context
of Mach-Zehnder experiments, the question might instead
be interpreted by students as “Now that you have a solid
and nuanced understanding of a photon’s behavior in this
context, explain why this paradox is not actually a para-
dox.” Given this framing, it is perhaps unsurprising that the
most common coded response was a blended particle and
wave ontology. While we can write an individual prompt
that is leading, we also have to consider where the prompt
sits in the broader framing and context of an assignment, a
topic area, or the class overall.

2. Leading to parallel versus blended

As shown in Fig. 12 and previously discussed, HW6Q21
and HW7 Q3 were both coded as leading toward either a
parallel or blended structure, and yet they yielded notably
different results for students’ use of ontological structures.
In the specific context of a Mach-Zehnder interferometer
with two beam splitters, HW6 Q21 asks “As the phase
shifter is varied, how is the behavior of single photons
similar to electromagnetic waves? How is their behavior
different from electromagnetic waves?” We coded this
question as leading toward something else for ontology
because it prompts students to attend to wavelike and
unwavelike characteristics, and students could either switch
back and forth between these two ontological categories
(parallel structure) or blend them together to form a new
entity entirely (blended structure). HW7 Q3 was assigned a
week later in the course and asks students to summarize
what we can learn about the nature of photons from the
single photon Mach-Zehnder experiments (Fig. 3 and
described in Sec. IV C): “As discussed in class and in
the readings, what do the two single-photon experiments
performed by Aspect (Exp 1 & 2 from lecture) tell us about
the nature of photons? How were these two experiments
designed to demonstrate the particle and the wave nature
of photons? When answering, don’t concern yourself with
technical details (such as how the photons were produced);
focus instead on how the design of each experimental setup
determined which type of photon behavior would be
observed. How are the elements of Exp 1 & 2 combined
in a delayed-choice experiment (Exp 3 from lecture), and

what do delayed-choice experiments (along with the two
Aspect experiments) tell us about the nature of photons?”
We coded this question as leading towards a both particle
and wave ontology because it explicitly asks students about
both the particle and wave nature of photons. Again, this
question leaves room for different ontological structures,
where particle and wave characteristics are kept separate
from one another (parallel) or blended together (blended).
The results for ontology codes for these two individual
questions are shown in Fig. 14. The ontological structure
results are given in the last two columns of Fig. 12.
The modal ontology code for each question is as

expected based on the leadingness of the prompts—some-
thing else and both particle and wave for HW6 Q21 and
HW7 Q3, respectively. The primary ontological structure
code for HW6 Q21 is blended, while the primary code for
HW7 Q3 is parallel. For HW6 Q21, the results suggest that
students were most often talking about wave and not-wave
characteristics blended together, not separating them out
(in time or by context). We also might have expected some
responses of both particle and wave if the students
identified particle characteristics as the not-wave elements.
The question does not explicitly guide students to a both
particle and wave ontology and we see that reflected in
the results. For HW7 Q3, the first half of the question
encourages a parallel ontology because of the focus on the
two separate experiments and “which type of photon
behavior would be observed,” suggesting separate particle
and wave behaviors. The end of the question asks about
how the delayed choice experiment combines the results of
experiments 1 and 2, thus possibly encouraging a blend of
the particle and wave behaviors. Because the parallel
structure dominates the results, it appears that the first part
of the question may have set the stage for students’

FIG. 14. Comparisons between HW6 Q21 and HW7 Q3 for
distributions of ontologies.
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responses. Either students did not answer the second part of
the question about the delayed choice experiment or they
answered it by keeping the particle and wave behaviors
separate. This leads us to wonder how the results may have
differed if the question had only asked about how the
photon behaved in the delayed choice experiment (i.e., the
second half of the question), or if the question has been
separated into multiple questions. Another possible factor
is the difficulty of the content. The delayed choice experi-
ment is often difficult for students to grasp and HW7 Q3
requires the synthesis of many different conceptual ele-
ments. It seems plausible that a student who was struggling
to understand the content might default toward a parallel
rather than a blended ontology, especially if the beginning
of the question encourages them to do so.

VI. CONCLUSIONS

We have refined and presented a holistic framework for
examining students’ dynamic ontologies and applied it to
individual responses about photons and electrons across
three topic areas. The first two major research questions of
this study are (i) Can we document evidence of dynamic
ontologies in individual written work? (ii) What are the
patterns of use of ontologies in these contexts?We initially
developed the framework from data of students’ collective
oral reasoning, a setting that might naturally lend itself to
nuanced and flexible reasoning. As such, it was not obvious
that we would see the same kind of dynamics in individual
work. Here we have extended prior work to investigate a
representative sample of one modern physics class, where
we do indeed see evidence of dynamic ontologies across
these data. The results show a variety of ontologies used for
each entity (photons and electrons), with some differences
by format of the question. We also see three ontological
structures (unitary, parallel, blended) used in the individual
written work, again with differences by the question
format, but also with some notable differences between
entities—we observe all three structures for photons, but
only unitary and blended ontological structures for elec-
trons. In the distributions of ontologies and ontological
structures we see strong interaction between entity, content
domain, and question format. Overall, in an environment
where students are encouraged to engage in nuanced
reasoning, we see that the students are capable of using
a variety of ontologies in a variety of ways.
To answer the third research question—How does the

wording and framing of prompts impact students’ onto-
logical reasoning?—we coded the prompts for their
leadingness toward specific ontologies or ontological
structures, and then compared the results between the
leading and nonleading prompts. We see significant results,
both overall and within each topic area, that the way we ask
questions impacts the way students answer them. When a
question is leading toward a both particle and wave
ontology or a blended ontological structure, student

responses are more likely to make use of a both particle
and wave ontology or blended ontological structure,
respectively. We see these results overall, in individual
questions, and across topic area.
Of course, there are many factors that influence student

responses and we have begun to examine the interrelated
factors of course structure, framing of the question prompt,
and sequencing of questions through two detailed exam-
ples. In one example, the leadingness of a particular
question, when considered individually, was quite different
than when considered as situated amongst a series of
questions. In another example, two questions that each
left room for parallel or blended ontological structures saw
different responses, possibly due to the beginning of one
question setting the stage for a parallel rather than a blended
ontology and overriding the remainder of the prompt and/or
the possibility that parallel ontological structures are more
accessible than blended structures for a difficult question
requiring synthesis of many concepts.
Not only do we document variation in students’ ontol-

ogies, but we take the position that such variation can be
productive for student learning. Experts often use multiple
ontologies for a given entity [11,14,17], with a fluency in
determining when each ontology is most appropriate or
useful and identifying the limitations of each ontology.
Student use of different ontologies and ontological struc-
tures within and across contexts could be an indicator of
such sophisticated reasoning, or meta-ontological compe-
tence. Our data suggest that students do make use of their
ontological toolkits, and as researchers and instructors we
ought to value and leverage this flexibility to support
student learning.
As instructors, we should be aware that students are

capable of flexible ontological reasoning (i.e., they are
capable of making use of a variety of ontologies in a variety
of ways within and across contexts). By documenting this
flexible use, we work towards leveraging students’ capa-
bilities in support of student learning and development.
Beyond recognizing students’ capabilities for flexible use
of ontologies, instructors should strive to support students’
dynamic (and sometimes messy) reasoning. This can be
done by asking questions that specifically focus on ontol-
ogy or that leave room for (or lead towards) a variety of
ontologies and structures. Additionally, instructors can
draw on resources like tutorials that work to support
students’ meta-ontological competence [40]. Future work
on supporting students’ flexible use of ontologies through
curricular materials or instructional practices could build on
these tools.
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