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This study shows that initial atomic velocities as given by thermodynamics play an important role in the
dynamics of phase transitions. We tracked the atomic motion during nonthermal laser-induced melting of
InSb at different initial temperatures. The ultrafast atomic motion following bond breaking can in general
be governed by two mechanisms: the random velocity of each atom at the time of bond breaking (inertial
model), and the forces acting on the atoms after bond breaking. The melting dynamics was found to follow
the inertial model over a wide temperature range.
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Melting processes are of fundamental interest and of
technological importance, as evidenced by melt-induced
permanent phase transitions used in optical recording and
phase-change memory devices [1]. Ultrafast melting is a
field of intense study, both experimentally [2,3] and
theoretically [4,5], in which the dynamics of melting reveal
the underlying physics governing the process, which differs
depending on the type of material that is studied. In laser-
induced melting of metals, the light interacts with electrons
in the conduction band, and the energy is subsequently
transferred to the lattice through electron-phonon coupling.
This lattice heating can result in thermal melting, which
occurs on the ps timescale [3,6]. A process similar to
thermal melting occurs in semiconductors at low laser
fluences. In contrast, nonthermal melting of semiconduc-
tors at high laser fluences is associated with bond breaking,
resulting in the loss of cohesion between the atoms in the
crystal [7].
The study of nonthermal melting started in 1979 when

Van Vechten et al. [8] investigated laser annealing of silicon
using nanosecond pulses, and predicted that melting was
not governed by thermal processes. Shank et al. [9] later
discovered that the optical reflection coefficient changed
from that of the solid to that of the liquid within a few
100 fs. The first structural studies were based on a
symmetry change in the signal resulting from optical
second harmonic generation when the crystal structure

was lost [10], and the first studies using x rays showed that
the structural disordering occurred at depths of tens of nm
[11,12]. By 2005, the signal-to-noise ratio and the temporal
resolution obtainable in such studies had become suffi-
ciently good to allow the determination of the temporal
shape of the x-ray scattering signal during nonthermal
melting of the III-V semiconductor InSb [2]. The resulting
Gaussian shape, together with the relationship between the
timescale of the decrease in the scattered x-ray intensity for
two different Bragg reflections led Lindenberg et al. to
formulate the inertial model [2]. This model describes the
temporal evolution of nonthermal melting of a semicon-
ductor. The idea behind the model is that the unbound
atoms move at the random velocity they had at the time
when the bonds were broken. This model has been disputed
by Zijlstra et al. [5] based on ab initio time-resolved density
functional theory (DFT) calculations. The authors con-
cluded that the atomic motion was instead governed by
forces acting on the atoms after bond breaking.
Understanding the physics governing nonthermal melt-

ing remains the subject of considerable interest [4,5,13,14].
In this study, we used ultrafast x-ray diffraction (XRD) to
investigate the importance of the initial atomic velocities
given by thermal equilibrium dynamics. We carried out
experiments under low laser excitation conditions, thereby
reducing the material-specific accelerating forces. By
changing the initial temperature before laser excitation
we were able to control the initial velocities and measure
the disordering time. We show that the timescale of a phase
transition can be influenced by the initial equilibrium
temperature before laser excitation. The measured time-
scales are in very good agreement with the inertial model
over the temperature range studied.
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The time dependence of x-ray diffraction signals in
structural studies allows the timescale of a phase transition
to be determined. Here, we refer to the time taken for the
diffracted x-ray intensity to fall from 90% to 10% of the
initial value as the “disordering time.” The inertial model [2]
allows the disordering time to be modeled by determining
the atomic velocity at thermal equilibrium using the equi-
partition theorem. The Debye-Waller formalism can then be
applied to determine the time-resolved x-ray intensity IðtÞ
scattered from an ensemble of atoms in which the individual
atoms are moving in different directions:

IðtÞ ¼ Ið0Þe−q2hu2ðtÞi=3; ð1Þ

where q denotes the magnitude of the momentum transfer
vector, and the average mean square displacement is
given by

hu2ðtÞi ¼ v2i t
2; ð2Þ

where t denotes time.
The initial (root-mean square) velocity is given by

vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2UKin=M
p

; ð3Þ
whereM is the atomic average mass. According to the virial
theorem, the average kinetic (UKin) and potential energy
UPot are equal

UKin ¼ UPot ¼ U=2: ð4Þ

The thermal vibrational energy (U) of a material [15] is
given by

U ¼ 9

8
kBTD þ 3kBTD3ðTD=TÞ; ð5Þ

where T is the temperature, kB is the Boltzmann constant,
and TD is the Debye temperature which is 160 K for InSb.
D3ðxÞ is the Debye function which at high temperatures
approaches 1, and the classical result of

U ¼ 3kBT ð6Þ

is recovered. In the low temperature limit, it can be seen
that Eq. (5) approaches U ¼ 9

8
kBTD, which is the zero-

point vibrational energy.
In theoretical studies [4,5,16], the initial velocity is

ignored, and the atomic velocities are obtained only from
the acceleration of the atoms along the modified potential
landscape. Time-resolved DFT calculations give the forces
acting on the ions as the derivative of the free electron
energy, used to predict the atomic velocities for different
laser energy densities.
To investigate the importance of inertial motion in

determining the timescale of a phase transition, we have

measured the disordering time for nonthermal melting of
InSb for a series of initial temperatures using ultrafast
XRD. One would expect the disordering time not to vary
with temperature if the initial velocities can be neglected.
However, the disordering time should vary and be dictated
by Eqs. (1)–(5) if the disordering process is dominated by
the initial velocities. In the classical limit, the disordering
time would scale inversely with the square root of the
temperature. To visualize the structural dynamics and
calculate the scattered x-ray intensity during nonthermal
melting obeying inertial motion, we performed molecular
dynamics (MD) simulations (Fig. 1). We used the well-
established open-source software, large-scale atomic or
molecular massively parallel simulator (LAMMPS), to
obtain the initial velocities used as input for the inertial
model after laser excitation. The calculations were per-
formed using a cell size of 8 × 8 × 8 unit cells, each
containing 8 atoms, although only 18 of the 4096 atoms
are shown in Fig. 1. Periodic boundary conditions were
applied. The simulations were carried out using the
empirical potential proposed by Shimojo et al. [15]. The
coefficients describing the potential for InSb were provided

FIG. 1. Illustration of the dynamics of laser-induced melting of
InSb when governed by thermal equilibrium dynamics. The
simulation is based on initial velocities given by a classical
molecular dynamics program package (LAMMPS). After laser
excitation, the atoms move at a constant velocity. (a)–(d) show
only 18 atoms for clarity. The atomic positions are shown for
(a) time ¼ 0 fs and T ¼ 500 K, (b) time ¼ 0 fs and T ¼ 70 K,
(c) time ¼ 350 fs and T ¼ 500 K, and (d) time ¼ 350 fs and
T ¼ 70 K. The time-resolved x-ray scattering intensity for 500
(e) and for 70 K (f) are also shown. The full molecular movie is
available online.
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by Rino et al. [16]. These potentials have previously
yielded correct cohesive energy and elastic constants.
They have also been used successfully to model pres-
sure-induced phase transitions in InSb [17]. The MD
simulation is classical and does not take quantum vibra-
tional effects into account. This is a valid approximation for
the two temperatures shown (500 and 70 K). The initial
velocities were given by the MD simulation at the time of
bond breaking and we subsequently tracked each unbound
atom, keeping the velocity constant. The illustrations in
Figs. 1(a)–1(d) are frames from a movie which is available
online. The structure of InSb is shown before laser
excitation, and the predicted structure of laser-excited
InSb is shown 350 fs after laser excitation for two different
temperatures. It can be seen that there is little or no
disordering after 350 fs for a sample temperature of
70 K, while strong disordering is observed at 500 K, as
predicted by the inertial model. The rms displacement of
the 4096 atoms was then used to calculate the resulting x-
ray intensity as a function of time based on the Debye-
Waller formalism [Figs. 1(e)–1(f)].
The experiment was carried out at the new short-pulse

beam line “FemtoMAX” at the MAX IV synchrotron
radiation facility. This incoherent, LINAC-based beam line
has been described previously by Enquist et al. [17]. New
undulators have recently been installed, which increased
the x-ray flux to 5 × 105 photons per pulse after an InSb
double-crystal monochromator at a photon energy of
3.56 keV and a bandwidth of 0.04%. Grazing-incidence
x-ray diffraction measurements were made in a UHV
chamber (<1 × 10−8 mbar) equipped with a He cryostat
to allow cooling and heating of the sample. The pump-
probe experiments were carried out as a series of single-
shot experiments in a crossed-beam arrangement [18]. The
sample was excited with an 800 nm, 100 fs laser at a 45°
angle of incidence. The x rays arrived at an incident angle
of 0.75° with respect to the sample surface. The x-ray
footprint on the sample was 18 mm × 0.2 mm. At this
angle, the depth probed by the x rays (1=e) is 28 nm. The
angle of incidence was verified using a surface reflection
after the sample had reached thermal equilibrium for each
temperature. A schematic of the crossed-beam excitation
geometry is shown in Fig. 2. The difference in the probe
and pump angles corresponds to a variation in the pump-
probe delay at the sample, thus the spatial extent of the
probed area along the extended dimension of the x-ray
profile can be mapped onto a time axis of the measurement.
The timescale is given by

t ¼ Lðcos θX − cos θLÞ=c; ð7Þ

where L is the position along the sample, c is the speed of
light in vacuum, θX denotes the incident angle of the x-ray
beam on the sample surface, and θL is the corresponding
angle for the laser beam. Additional technical details

regarding the experiment are given in the supplementary
information [19]. The x-ray pulse duration was less than
200 fs. The tabulated laser penetration depth
(1=e) at 800 nm is 100 nm. The size of the laser beam
over which the intensity was 120 mJ=cm2 � 25% was
10 mm × 0.15 mm. The x-ray signal that had interacted
with the central 0.1 mm in width was used to derive the
melting times. The timescale was calibrated by recording a
large number of images with different settings of the
relative time delay between x-ray and laser pulses [19].
It was found to agree with Eq. (7) when the projection from
the sample onto the camera was taken into account. The
incident laser fluence in the evaluated data was between 90
and 150 mJ=cm2, which is within the inertial regime
referred to by Hillyard et al. [20]. It is close to one of
the energy densities (0.259 Ry per atom pair, yielding an
electron temperature of 100 mRy) considered by Zijlstra
et al. [5]. The scattered x rays were detected using an Andor
iKon camera. A series of single-shot images of the 111
Bragg reflection were recorded. The temporal evolution of
this reflection was determined by fitting the decrease in
intensity along the temporal coordinate to a Gaussian
function:

IðtÞ ¼ Ið0Þe−ðt=τÞ2 ; t > 0: ð8Þ

Single shot recordings of the scattered x-ray intensity as
function of time for temperatures of 500, 150, and 70 K are
shown in Fig. 3. In order to reduce and estimate the
statistical error, we collected data from a series of such
shots, each on a pristine part of the sample. The number of
shots per series is given in Table I. The statistical analysis
was performed based on the disordering time. The average
and standard error were used as the measured value and
experimental uncertainty for the disordering time at each
temperature. In order to study the temperature dependence,
data were then acquired for five different sample

FIG. 2. Schematic of the experimental setup. Because of the
difference in incident angle between the laser and the x rays,
sample positions T1 and T2 will be exposed at different time
delays, converting the spatial extent of the sample (and detector
image) into a time axis.
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temperatures. The disordering times and atomic velocities
are given in Table I.
The laser pulse duration is 100 fs (FWHM), divergence

in the diffracted beam causes a broadening of 150 fs
(FWHM) and the duration of the x-ray pulse could be as
long as 200 fs (FWHM). The shortest measured disordering
time in the study is 380 fs (90%–10%). When convoluting
simulated data with all broadening mechanisms a broad-
ened curve would show a disordering time of 420 fs at
500 K. Since we just have an upper limit for the x-ray pulse
duration we have not compensated the values in Table I for
experimental broadening due to the finite time resolution.
Figure 4 shows the disordering time as a function of the

equilibrium sample temperature before laser excitation.
Within the temperature range 35–500 K, the disordering
time follows the inertial model when quantum vibrational
effects are taken into account (black solid line). The dashed
red line shows the disordering time when the classical

vibrational energy is used to retrieve atomic velocities. The
classical description of atomic thermal vibrations is
adequate down to 70 K. Tsipenyuk [21] described different
ways of measuring zero-point energy vibrations. We note
that experiments such as the present one may provide a new
way of probing zero-point vibrational dynamics.
Our measurements, the data from Lindenberg et al. [2]

(530 fs, green diamond), the inertial model, and the
calculation by Zijlstra et al. [5] are all in agreement at room
temperature. The fact that the experimental results agree is
not surprising, but since the two models are derived from
opposite assumptions, we conclude that the convergence of
the two models at room temperature is coincidental.
In order to obtain more information on the disordering

process, we used the Debye-Waller equation to calculate
the average atomic displacements, allowing us to track the
atomic motion as a function of time. To achieve an adequate
signal-to-noise ratio, we averaged all available data for each
temperature. Since there was jitter between the laser and x-
ray arrival times, the different shots for each temperature
had to be time stamped before the time-resolved intensities
for different shots could be added. The procedure described
by Lindenberg et al. was used to time stamp and average
the shots [2]. The procedure consists of three steps. First,
the single-shot data were fitted assuming the inertial model.
The time at which the x-ray intensity was reduced by a
factor two was then determined. Finally, this was used as a
timing marker, and the data were shifted before summing
the data from the single shots to calculate the average.
Figure 5 shows the average displacement derived from our
data. It can be seen that the data and the lines representing

FIG. 3. Single shot recordings showing the drop in scattered x-
ray intensity during nonthermal melting of InSb for temperatures
of 500, 150, and 70 K. 10–25 curves were recorded and evaluated
for each temperature. The data have been smoothed with a 60 fs
Gaussian window. The solid lines show the x-ray intensities
calculated from Eqs. (1)–(5). For intensities below 30%, the noise
gives rise to large errors in the calculated displacement. We have
plotted these points with lower reliability in gray.

TABLE I. Measured disordering times (τexp) following non-
thermal melting for several temperatures (T). The calculated
times (tmod) are based on the inertial model. The calculated times
(tcl) are based on the inertial model with classical vibrational
energy. The value of the disordering time in the study by
Lindenberg et al. [2] was calculated from the reported measured
average atomic velocity.

T (K) # of shots τexp (fs) tmod (fs) tcl (fs)

500 18 410� 40 380 380
300 10 470� 50 490 490
150 21 760� 60 670 690
70 10 960� 110 910 1010
35 12 1000� 80 1050 1430
300 [2] 530 490

FIG. 4. The disordering time was measured at different temper-
atures. The experimental results are the average of a number of
measurements (as given in Table I for each temperature), and the
error bars show the standard error. The black solid line shows the
trend predicted by the inertial model [2]. The red dashed line
shows the disordering times using the classical energy. The blue
dot-dashed line indicates the temperature-independent result at
the value predicted by Zijlstra et al. [5].
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inertial motion are in excellent agreement. This can be
expected since the disordering time is in agreement with the
inertial model.
We have shown experimentally that the atomic motion

during a phase transition depends on the initial temperature
of the material being studied. This leads to the conclusion
that thermal equilibrium dynamics must be considered
when predicting the timescale for ultrafast phase transi-
tions. The only parameters used to predict the disordering
time are the atomic masses, the temperature, and the Debye
temperature. Thus it can be expected that thermal equilib-
rium dynamics will play a role in determining the timescale
of a photo-induced phase transition, regardless of the type
of material, and how much energy is deposited in the
electron system during the excitation process. The inertial
model, which allows determination of the initial atomic
velocities, can be used to estimate the timescales of phase
transitions in solid materials. This approach was used in a
recent study of a phase transition in VO2 byWall et al. [22],
who interpreted reordering timescales in terms of inertial
motion. Including thermal equilibrium dynamics may be
important but it is not sufficient. It is known from previous
studies that the potential surface can accelerate unbound
atoms, and that the acceleration depends on the type of
material and the amount of energy transferred from the
optical excitation pulse to the electron system. This has
been observed, for example, in Bi [23] and InSb [20].
Previous theoretical studies [4,5,24] have shown that bond-
breaking processes such as nonthermal melting can be
accurately described by ab initio models predicting the
potential landscape following bond breaking. However,
the present study shows that such calculations do not tell

the whole story. Such calculations must be augmented with
MD simulations in which thermal equilibrium dynamics is
included. Lian et al. recently performed a calculation
including initial atomic velocities [13] for the description
of laser-induced nonthermal melting. However, other
aspects of their work have been disputed [14]. To directly
compare computed, nonequilibrium potentials to the results
of experiments, the initial velocities should be estimated to
determine whether measurements should be performed on
cryogenically cooled samples. Coherent control of phase
transitions in solids has been the ambition since it became
possible to carry out ultrafast, time-resolved structurally
sensitive measurements. Recent reports have demonstrated
significant steps in this direction [25,26]. The present study
highlights one of the difficulties by showing that random
thermal effects can be significant, but can be reduced to the
zero-point limit by cooling the material under investigation.
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