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A model of cosmological inflation is proposed in which field space is a hyperbolic plane. The inflaton
never slow-rolls, and instead orbits the bottom of the potential, buoyed by a centrifugal force. Though
initial velocities redshift away during inflation, in negatively curved spaces angular momentum naturally
starts exponentially large and remains relevant throughout. Quantum fluctuations produce perturbations
that are adiabatic and approximately scale invariant; strikingly, in a certain parameter regime the
perturbations can grow double exponentially during horizon crossing.

DOI: 10.1103/PhysRevLett.121.251601

Negative curvature makes geodesics diverge. When
aiming for a distant target, this makes it easy to miss:
the required accuracy grows exponentially with distance.
In this Letter, the “target” being missed will be the bottom
of the inflaton potential. By giving field space the geometry
of the hyperbolic plane, the inability of the inflaton to easily
find its minimum will prolong inflation long enough to
flatten the Universe.

In orthodox slow-roll inflation [1], field space is a line
¢(x,t) € R! and the field has action

o = [ axatey [—(1/2)(%«:&)2 vig)l.

where a(t) is the FRW scale factor ds?> = —dt* + a(t)*dx>.
The expansion of the Universe introduces “Hubble friction”
into the equation of motion for the homogeneous mode of

the field ¢ + 3H¢ = —V'(¢), which has the effect of red-
shifting away field velocity and thus slowing the inflaton’s
slide to the bottom of the potential. Nevertheless, for inflation
to last the required sixty e-folds, V(¢) must be tuned to
be flat.

The potential would not need to be so flat were Hubble
friction assisted by another retarding force. For example,
a centrifugal force may arise when field space is two-
dimensional:

Sg2 —/dtd3xa(t)3[—(1/2)(vﬂ¢)2
= (1/2)$*(V,p)* = V()] (2)
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Here ¢ is the “radial” field direction, y is the “angular”
field direction, and the rotationally symmetric potential
has a minimum at ¢» = 0. Rather than rolling straight down
the potential, the field now orbits the bottom, and inflation
cannot end until the inflaton has lost its angular momen-
tum. This prolongs inflation, but not by much: Hubble
friction makes all velocities exponentially redshift away, so
after a few e-folds angular motion is irrelevant [2].

In this Letter, I will show that angular motion can remain
relevant throughout inflation if field space is a hyperbolic
plane (with curvature length L):

Sip = / did®xa(1)*[—(1/2)(V,$)* — (1/2)L?sinh?(¢/L)
x (V)% = V()] (3)

The negative curvature plays an essential role. In R?, to
have exponentially large field-space angular momentum
@™y requires either the distance ¢ or the orbital kinetic
energy density p = (1/2)¢*j?> to be exponentially large.
In a negatively curved space this is no longer true. In H?,
the field-space angular momentum,

J = L?sinh?(¢p/ L)y, (4)

may be exponentially large even while both ¢ and p =
(1/2)L%sinh?(¢p/L)ys* stay moderate. Since the angular
momentum starts off exponentially large it can remain
relevant even as it redshifts.

The equation of motion for the homogeneous mode of y
gives a conserved quantity J(0) = a(¢)*J(¢). The equation
of motion for the homogeneous mode of ¢ is

¢ +3H¢ — L sinh(¢/L) cosh(¢/L)r> = -0V (h). (5)

Let us look at the attractor solution that asserts itself after a
few Hubble times when V is slowly varying (so that we

Published by the American Physical Society


https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.121.251601&domain=pdf&date_stamp=2018-12-17
https://doi.org/10.1103/PhysRevLett.121.251601
https://doi.org/10.1103/PhysRevLett.121.251601
https://doi.org/10.1103/PhysRevLett.121.251601
https://doi.org/10.1103/PhysRevLett.121.251601
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

PHYSICAL REVIEW LETTERS 121, 251601 (2018)

may neglect the ¢ term) and ¢ > L. When the slope is
shallow, (0,V/3H) < 3HL, the radial field velocity ¢ is
controlled by Hubble friction

. a,V
¢:_L

A W =0 for the slow-roll attractor. (6)

This is slow-roll inflation, as in Eq. (1). When the slope is
steep, (0,V/3H) > 3HL, the radial field velocity is con-
trolled by the centrifugal force

¢ = —3HL,
L sinh%zj/ =/L9,;V — (3HL)?
for the hyperbolic inflation attractor. (7)

In the hyperbolic inflation attractor, the rate at which ¢
approaches the origin is independent of the slope, and is set
only by how fast the field can dump angular momentum.

For (04V/3H) > 3HL, slow-roll inflation is unstable,
since any angular motion—even that sourced by quantum
fluctuations—gets exponentially magnified. The field will
soon find itself in the hyperbolic inflation attractor and stay
there for a number N of e-folds equal to

¢initial
-folds) = ——. 8
N (e-folds) 3L (8)
So long as L9,V <V, the kinetic energy density in the

homogeneous motion of the field,

p = (1/2)§ + (1/2)L3sink(p/L)j> = (1/2)Ld,V.
(9)

is much less than the potential energy, and the Hubble
constant, H> ~GV/3, varies only slowly. Hyperbolic
inflation can thus provide dozens of e-folds of exponential
expansion, solving the zeroth-order problems that first
motivated Guth [3].

Hyperbolic inflation can also solve the first-order prob-
lem of seeding structure. Perturbations in the logarithm of
the angular momentum are conserved outside the horizon,
and since it is precisely the angular momentum that is
delaying the end of inflation, these perturbations are
adiabatic. As shown in the Appendix, the resultant density
fluctuations have

op H? h H h
; ~ ? e ‘horizon exit ~ Z e |h0rizon exit»
0,V
where h =34/ ———1. (10)
9H-L

For sufficiently slowly varying 4 and H, the perturbations
are scale invariant.

The factor of ¢” is remarkable, and T will remark on it
now. As we will see in the Appendix, modes are well
behaved deep inside the horizon, and well behaved out-
side the horizon, but grow like ¢ during the log[v/2h]
e-folds immediately preceding horizon exit. This double-
exponential growth arises because angular momentum
and angular velocity are anticorrelated. At fixed radius
more angular momentum would mean more angular
velocity, but the radius is not fixed. Instead, more angular
momentum means more centrifugal force, which means
larger radius, which in turn means less angular velocity.
(This effect is familiar from orbital dynamics: if the
International Space Station fires a rocket to increase its
angular momentum, it gains altitude and its orbital period
lengthens.) Regions with larger angular velocity drag
along regions with smaller angular velocity, so gradient
couplings transfer angular momentum from patches with
less to patches with more, leading to explosive growth.

Tensor perturbations are not magnified (they are still
given by the standard formula A? ~ 2V /372M3, [4]) and
so for h z 5 the tensor-to-scalar ratio is unobservably
tiny.

Let us now examine the radiative stability of the action,
Eq. (3). Superficially it looks like, even ignoring the
potential, there is already a problem with the kinetic term.
Taylor expanding sinh(¢/L), the principal contribution
near ¢ = 3NL comes from the ¢*" term, which from
this perspective is a very nonrenormalizable operator.
However, what this naive power counting cannot see is
that the geometry of field space is maximally symmetric,
and that the three hyperbolic symmetries of H> are of
equal dignity with those of R? and protect the form of the
kinetic term against quantum corrections. The only
correction against which this symmetry cannot protect
is the only correction that does not break the symmetry:
renormalization of L.

Since L is the scale in the denominator of an irrelevant
operator, it is natural to expect it to be of order of the UV
cutoff of the effective field theory. Quantum gravity tells us
that this UV cutoff should be no larger than the Planck
scale, but there is no reason the cutoff cannot be smaller,
which is good because for small-field hyperbolic inflation
we desire L < 107>Mp,. (This situation is directly analo-
gous to that of the axion decay constant, which is another
energy scale that appears in the denominator of an
irrelevant operator: while it is difficult for the decay
constant to be super-Planckian [5], there is no difficulty
for it to be sub-Planckian.) Indeed, a similar situation arises
in the model of compact hyperbolic extra dimensions
considered in Ref. [6], where, as in my model, the curvature
scale (in units of the brane tension) is meant to be much
shorter than the four-dimensional Planck scale Mp. In
Ref. [6] this is achieved by the intercession of a third scale,
M,, the fundamental scale of the higher-dimensional
theory, which provides a natural cutoff on the running of
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L. The hyperbolic geometry of the extra dimensions means
that even at moderate linear size the extra dimensions have
exponentially large volume, which helps stabilize M, «
Mp; and so L < Myp,. It would be interesting to embed
hyperbolic inflation in this model and further explore the
radiative stability of the kinetic term (see also Ref. [7]).

The potential term breaks the hyperbolic symmetry, and
so can induce even radiative corrections that do not respect
the hyperbolic symmetry. As a foil, consider slow-roll
inflation in a potential

V(p) = a’*Mj {1 +ﬂ¢+1n<¢>2 + ] (11)
" Mp 27 \Mp

In small-field slow-roll inflation, « is tiny, let us say
1072°, For modes that cross the horizon near ¢ =0,
the scalar perturbation amplitude is (5p/p) ~ (H?/¢) ~
(a*M3,/appM3) ~ 1073, so the potential must be shallow
S ~ 10°a. More troublingly, not only must the potential be
shallow, it must remain shallow for many Hubble times:

each e-fold the field advances by A¢ = H‘1¢~ﬂMpl,
which is observationally constrained to change the pertur-
bation amplitude by only a few percent (n; ~0.97), so
n(A¢p/Mp) ~ 10724 and therefore 5 ~ 1072, That 7 needs
to be smaller than its “natural” value of 1 is known as the “%
problem.”

Now let us consider hyperbolic inflation in the same
potential. In hyperbolic inflation, f# does not need to be
nearly so small, since even if the perturbations start off
unacceptably tiny, they can be exponentially magnified
during horizon crossing. However, the same exponential
magnification makes the size of the perturbations very
sensitive to changes in the slope of the potential. In order to
get only a gentle percent-level running of the magnitude of
perturbations, we need & to change by no more than 1072
per e-fold. Since during a single e-fold A¢ = 3L, this
means that 5~ 1072. Unlike in slow-roll inflation, the
potential does not need to be shallow to get suitably sized
perturbations; but like in slow-roll inflation, approximate
scale invariance means the potential does need an unnatu-
rally small second derivative.

Quite how much of a problem this is hard to say. A
symmetry-breaking V(¢) will induce loop corrections both
to itself and to the kinetic term. However, radiative
corrections arise from large field deviations, and are
therefore sensitive to the curvature of field space, so the
standard R? analysis is unreliable. Since this is a question
of radiative stability in the face of Planck-scale corrections,
it can only definitively be addressed in the context of a
UV-complete theory of quantum gravity. Hyperbolic field
spaces are known to arise in such theories [6,8] and it
would be interesting to try to embed hyperbolic inflation in
such a setting.

Finally, notice that even though the action Eq. (3) makes
reference to an exponentially large field range, the range

actually expressed over the course of inflation is safely sub-
Planckian [9].

The exponential dependence on /4 means that small
changes in the potential can give rise to large changes in the
perturbation magnitude. As we have seen, this can make the
flatness of the power spectrum delicate; but also this bug
can become a primordial feature—for example, a late burst
of large-h hyperbolic inflation could dump energy into
small black holes [10].

Another natural place to look for a signature of hyper-
bolic inflation would be higher-point perturbation statistics.
The exponential magnification of the power spectrum does
not in of itself produce non-Gaussianities since multipli-
cation (even by an exponentially large number) is linear.
Indeed, the squeezed limit of the bispectrum should be
small and satisfy the single-field consistency condition
[11,12]

5(n,—1)

fNL: 12

(12)
However, the other bispectrum shapes are not so con-
strained and it would be interesting to investigate, for
example, the equilateral non-Gaussianity (using techniques
drawn from Refs. [13-22]).

Noncanonical kinetic terms are by now a familiar part of
inflationary model building, and ideas with some of the same
ingredients as hyperbolic inflation include Refs. [2,22-29]
and particularly Ref. [30]. A prominent example of a
hyperbolic inflaton field space is the a-attractor scenario
of Ref. [31], but for that model the potential is so flat that it is
firmly in the slow-roll regime of Eq. (6).

Hyperbolic inflation can both flatten the universe [Eq. (8)]
and seed its structure [Eq. (10)]. In the appropriate parameter
regime it is not optional, it is compulsory—when hyperbolic
inflation is an attractor, slow-roll is a repeller (see also
Ref. [32]). Two natural next steps have been discussed:
investigating the radiative stability against Planck correc-
tions; and exploring potential observational signatures from
higher-point primordial statistics. Hyperbolic inflation is
dramatically different from slow-roll inflation: the kinetic
motion is now always relevant; the field now never slow-
rolls; and perhaps most strikingly, during horizon exit, as the
scale factor exponentially inflates, the perturbations double-
exponentially hyperinflate.

Thanks to Daniel Baumann, Robert Brandenberger,
Daniel Green, Shamit Kachru, Renata Kallosh, Andrew
Liddle, Andrei Linde, David Marsh, Mehrdad Mirbabayi,
Subodh Patil, Diederik Roest, Eva Silverstein, an anony-
mous referee, and the hosts of PrimoCosmol3 at KITP.

Note added—Readers may also find it interesting to read
Ref. [7], a follow-up study to (the preprint of) this Letter,
which confirmed the results above and explored some
aspects in more detail.
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Appendix: Perturbations.—For a sufficiently slowly
varying potential, we may treat the background as fixed
de Sitter space,

. —dr* + d7?
ds®> = —di* + e*'dz7* = —pa (A1)
where Hr = —e™"', and treat the slope 9,V as fixed.

Then for ¢ > L the action Eq. (3) becomes

S = / did®ze3H! [(1 J2)* — e2H1(1/2)(0=¢)?

L2 (120 — e 21(1/2) (D)) — <a¢v>¢} .
(A2)

For 0,V > 9H 2L, this gives rise to the hyperbolic
inflation attractor [As explained around Eq. (7), the hyper-
bolic inflation path is very different from the slow-roll path:
rather than slumping to the bottom via gradient descent, the
field now spirals in on a decaying orbit. But note that,
constrained to the hyperbolic inflation path, a slow-roll
relation does link the field velocity to the rate of change of
V.], Eq. (7),

¢ =-3HLt+ e "'D(X, 1), (A3)
\/LO,V — 9H*L?
W= S LT12HP (X 1), (A4)

3HL
|

Fourier transforming ®(X,7) = | dl;e”“}CD];(t) and then
expanding the action to first order in the perturbations
gives a total derivative (as it must, since we are perturbing
around a classical solution); expanding to second order
gives

1., lon 2 . 1+h?
S:Z/d7<2¢f+2‘l’%—f¢k‘{’k+fztbz
3

4h

1 1
— 0,0, +=P2 ——
+Tz k k"'Tz k

2

1
Rt — Ekzq‘i),

where dots differentiate with respect to 7 and h=
3\/ (04V/9H?L) — 1. The equations of motion are

2h? 2

. 2h. 4h
(I)k +—1Pk——2lyk——2q)k——2q)k+k2q)k:0, (AS)
T T T T

2h . 2 2h

q]k——¢k——2lpk——2q)k+k2qlk:0. (A6)
T T T

[Equation (A6) may also be expressed in terms of the
Fourier modes of the angular momentum,
d (CZSJ k)
dr

= —H’k*7*Y,, (A7)
confirming that a®J is conserved far outside the horizon
(k= 0)].

Perturbations well inside the horizon (|kz| > 1) are
given by

— ikt+ihlog k ikt—ihlog k —ikt+ihlogk —ikt—ihlog k
q)k_clez 7+ihlog 1+C26111 og T+C3e tkr+ihlog T+C4€ ikt—ihlog r’

ka — C1 ieikr+ih log kt + Cz(_i)eikf—ih log kt + C3 ie—ikr+ih log kt + C4(_l')e—ikr—ih10gkr

Perturbations well outside the horizon (Jkz| < 1) are
given by

/i 2
P, = _g 1 9—-8h" -3 63(_1)(1/2)+(1/2)\/9—8h2
h(-7) 4h
/i 3
L IVIZ8R S pyan-aveER
4h
¥, — (Cl> +oo(=1)? + Cg(_T)(l/2)+(l/2)\/9—8h2
_T =

+ c4(—1)<1/2)_<1/2)‘/9_8h2. (A9)

The c; term time shifts the unperturbed trajectory; this is
the adiabatic perturbation. The ¢, term translates y; shifts
in y are conserved outside the horizon, but since vy itself is
exponentially accelerating the relative perturbation rapidly

(A8)

[
becomes irrelevant. The c¢; and ¢, terms are massive modes
that do not change the angular momentum (dJ; = 0) and
soon decay away.

To match the subhorizon C;s onto the superhorizon c;s
requires numerically integrating Eqgs. (AS5) and (A6)
through horizon crossing. Performing this integration
reveals curious behavior. C; and C, get mapped to
exponentially large (in %) c¢;, whereas C, and C; get
mapped to exponentially small ¢;. The perturbations
blamelessly follow their deep-inside-the-horizon forms
Eq. (A8) until kt = v/2h, then they abruptly start growing
(or shrinking) exponentially in 7z, and then innocently
follow their superhorizon forms Eq. (A9) after kr = —1.

The onset of the rapid growth can be partially understood
by diagonalizing the potential term in the second-order
action; this gives eigenvalues m% =(1/7%)(k*?=2—h* +
hv/16+h?), so that m2 becomes tachyonic for k7> < 2h>.
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However, this analysis misses the essential role of the
Coriolis @,}i’k term, which arises because of the motion
of the background field and is relevant throughout. Instead,
the rapid growth is best understood in terms of the
anticorrelation between angular momentum and angular
velocity, as is explained below Eq. (10). (Note that the rapid
growth occurs during horizon crossing, not after as in
Ref. [33].)

Finally, all that remains is to fix the initial values of the C;s
by promoting the field to a quantum operator and insisting
that on very short scales we recover the regular Bunch-
Davies vacuum. As in slow-roll inflation, insisting that there
be no particles present at early times puts C; = C, = 0;
Heisenberg’s uncertainty principle then gives

1
V2k'
Numerically integrating this initial condition gives density

fluctuations after inflation that are well approximated by
Eq. (10).

C3 - C4 - (AIO)

“adambro @stanford.edu
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