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We report nonequilibrium molecular simulations of the vibration-induced heating of nanoscale-thick
water layers on a metal substrate. In addition to experimentally confirmed acoustothermal evaporation, we
observe hitherto unmapped nucleate and film boiling regimes, accompanied by the generation of
unprecedented heat fluxes [∼Oð109Þ W=m2]. We develop a universal scaling parameter to classify the
heat-transfer regimes and to predict the thickness of the residual nonevaporating liquid layer. The results
find broad application to systems involving drying, coatings, and sprays.
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When a solid substrate supporting a film of liquid is
vibrated using high-intensity ultrasound [Fig. 1(a)], the
liquid can be induced to disintegrate into a fine mist of
droplets. This ultrasonic “atomization” of liquids was first
discovered in the early 20th century for heavy oils [1]; it has
since been demonstrated with liquids of various viscosities
and densities [2,3], and is now routinely used in numerous
industries [4–6]. However, the current theoretical under-
standing of atomization phenomena is incomplete at
smaller length scales, where thermal effects gain impor-
tance. As this Letter will show for the first time using high-
fidelity molecular simulations, vibration-induced heating
can be used to evaporate or boil a water nanofilm, and the
heat fluxes observed in the process are higher than any
previously reported values. This is broadly relevant to
applications involving acoustofluidics, thin-film heating,
and surface-driven phase change.
The experimental study of atomization is challenging, as

acoustic effects occur at a shorter time scale, ta ¼ 1=f,
when compared to the hydrodynamics, th ¼ μh0=γ, where
f is the ultrasonic frequency, μ is the liquid viscosity, h0 is
the initial height of the film, and γ is the interfacial tension
of the free surface. For a macroscopic water film of height
h0 ¼ 10−3 m, however, the ratio of time scales is large
[tR ¼ th=ta ∼Oð102Þ], assuming the megahertz-order
frequencies commonly employed in atomization applica-
tions. Consequently, the underlying physical mechanisms
have been deduced by visual examination of high-speed
camera images, and measurements of atomized drop
velocities and size distributions [7–9]. The consensus is
that atomization results from a conjunction of unstable

capillary-wave formation at the liquid interface, along with
acoustic-cavitation bubble formation and collapse in the
liquid bulk [10,11] [Fig. 1(b)].
Despite the fact that heating of the liquid film due to

viscous dissipation is inevitable following the application of
ultrasound [12], the phenomenological conjunction theory
outlined above disregards vibration-induced heating (or
“acoustothermal”) effects. This is because the experimen-
tally observed rise in film temperature (Tf) during atomi-
zation is typically small at themacroscale (ΔTf < 10 K [9]),
which is not entirely surprising as inertial effects occur only

FIG. 1. Schematics of (a) typical ultrasonic atomizer setup,
(b) macroscale conjunction theory of atomization, with cavitation
inside the fluid and capillary waves at the surface, (c) nanoscale
acoustothermal heating and atomization, and (d) the NEMD
problem setup for the simulations in this work.
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in a thin Stokes boundary layer of height hSt ¼
ffiffiffiffiffiffiffiffiffiffiffi
μ=ρω

p
[13]

adjacent to the substrate, where ρ is the liquid density and
ω ¼ 2πf. Analogous to the time-scale ratio tR, a ratio of
length scales can be defined as hR ¼ h0=hSt; for a film
of height h0 ¼ 10−3 m vibrated at f ¼ 1 MHz, hR ∼ 103,
indicating that viscous heating is confined to a negligible
region of the macroscale liquid initially. However, acousto-
thermal heating can be influential in the latter stages of
atomization once the film height approaches the microscale
and below (i.e., as hR → 1). Recent experimental studies
aimed at drying wet fabric by atomizing the contained liquid
ultrasonically [14] have observed that surface-capillary
waves stop forming on the liquid surface once its volume
falls below a critical limit, but the volume continues to
decrease. Infrared images showed ΔTf ¼ 40–50 K, dem-
onstrating that the conjunctionmechanisms had givenway to
acoustothermal evaporation at this point. Acoustothermal
effects are also important for applications where hR is
initially small, such as micro- or nanofluidic devices using
high-frequency surface or bulk acoustic waves [15]. In such
systems, significant heating (ΔTf ¼ 50–100 K [21,22]) has
been observed, which can be exploited for biological and
chemical applications [23,24].
Despite being key to applications as disparate as ultra-

sonic dryers and lab-on-a-chip devices, micro- or nano-
fluidic acoustothermal phenomena remain difficult to study
experimentally. Some (separate) experiments have shown
that focused ultrasonic nebulisers can cause local super-
heating in liquid fountains (ΔTf ¼ 175–225 K [25,26]),
but little theoretical understanding exists of the mechanics
or limits of acoustothermal phenomena. The scope of this
Letter is to (1) introduce the use of particle-based simu-
lations to investigate acoustothermal effects in liquid nano-
films at high frequencies, and (2) characterize the observed
(and hitherto unmapped) acoustothermal evaporation,
nucleate boiling, and film boiling regimes.
To the authors’ knowledge, this Letter represents the first

numerical investigation of acoustic atomization phenomena
at any scale; this is a formidable problem due to the length-
scale and time-scale disparities, as well as modeling
challenges such as the complex fluid-structure interactions
and rapid topographical changes of the free surface. We are
able to circumvent the former issue by focusing on nano-
scale systems where the acoustic and hydrodynamic scales
coincide (tR, hR ∼ 1). We resolve the latter issues by using
nonequilibrium molecular dynamics (NEMD), which is the
application of classical mechanics to the dynamics of
molecular systems, wherein the equations of motion for
each molecule are derived from Newton’s second law of
motion. NEMD has accurately calibrated solid-fluid inter-
action forces, allows for a simulation time-step much
smaller than ta, and is well established for problems
involving heat transfer in nanofilms.
The simulation domain [shown in Figs. 1(c) and 1(d)],

which is periodic in all three directions, contains a liquid

nanofilm initialized on a substrate of height ∼1.2 nm.
Following the applications that motivate this study
[14,23,24], we use water as the working fluid and a
hydrophilic metal for the vibrating substrate. The substrate
and film are initialized at T0 ¼ 300 K; while no restriction
is placed on the film temperature during the simulation, the
substrate is maintained at 300 K to physically represent a
portion of a larger bulk solid that acts as a heat sink.
Additional details about the NEMD equations, interaction
parameters, and other simulation setup or operation details
are provided in the Supplemental Material [27], which
includes Refs. [28–33]. In the remainder of this Letter, we
focus on discussing our results.
A film of side dimension Lf ¼ 11.76 nm and height

h0 ¼ 2.17 nm containing N0 ¼ 10 000 water molecules
was used as a base case; the effect of varying film
dimensions is explored later. The substrate was vertically
oscillated at a velocity v ¼ aω cosðωtÞ, where a is the
oscillation amplitude. A systematic study was performed
across a wide range of oscillation frequencies and ampli-
tudes, and the number of atomized molecules, NA, was
identified using a simple criterion described in the
Supplemental Material [27]. The time evolution of the
normalized atomization (N� ¼ NA=N0) for various f and
a ¼ 0.25, 0.5, and 0.75 nm are shown in Figs. 2(a)–2(c),
and for various a and f ¼ 70, 100, and 130 GHz are shown
in Figs. 2(d)–2(f). Regardless of whether f or a is
increased, the observed atomization occurs via three dis-
tinct modes; here, we identify the modes using N� (Fig. 2)
and classify the cases into regimes I, II, and III in order of
increasing vibrational energy. These regimes physically
correspond to distinct heat-transfer mechanisms as dis-
cussed later. Cases in regime I present as sigmoid curves,
with negligible change inN� initially, followed by a region of
monotonic increase where ∂2N�=∂t2 ¼ 0, and a subsequent
leveling off to an equilibrium value, N�

∞ (0 < N�
∞ < 1).

(a) (b) (c)

(d) (e) (f)

FIG. 2. Time evolution of the normalized atomization N�, over
a range of vibration frequencies f and three vibration amplitudes
(a) a ¼ 0.25 nm, (b) a ¼ 0.50 nm, (c) a ¼ 0.75 nm; and over a
range of vibration amplitudes a and three vibration frequencies
(d) f ¼ 70 GHz, (e) f ¼ 100 GHz, (f) f ¼ 130 GHz.

PHYSICAL REVIEW LETTERS 121, 104502 (2018)

104502-2



For cases in regime II, the time lag preceding the onset of
atomization is absent, and the equilibrium N�

∞ is higher, but
is otherwise identical to regime I. Finally, for cases in regime
III the atomization is qualitatively different and manifests as
one or a series of abrupt jumps in N�; also, unlike regimes I
and II, all film molecules are atomized (N�

∞ ¼ 1) in some
cases.
Figures 3(a)–3(c) show snapshots of the atomization

process for typical cases in the previously identified
regimes I–III, along with line plots showing the evolution
of film temperature Tf and film height hf. Here, Tf is
calculated using the equipartition theorem,

Tf ¼ 1

Nf

XNf

i¼1

2

3kB

X3
n¼1

1

2
miðvi;n − v̄nÞ2; ð1Þ

where Nf ¼ N0 − NA is the number of film molecules, kB
is the Boltzmann constant,mi is the mass of molecule i, vi;n
is the velocity of molecule i in the n (¼ x, y, z) direction,
and v̄n is the mean flow velocity in the n direction due to
the induced oscillations. The time evolution of Tf in
Fig. 3(a) indicates film superheat (Tf;max ∼ 500 K); despite
this, images i–iv indicate that boiling is absent and the
atomization in regime I results from acoustothermal evapo-
ration. Note that the mass flux appears to be highest in
Fig. 3(a), iii, which coincides with the peak film temper-
ature, as expected. In contrast to Fig. 3(a), the images in
Fig. 3(b) show transient cavitation, i.e., the formation of
one [Fig. 3(b), i] or multiple [Fig. 3(b), ii] cavitated bubbles
which subsequently collapse [Fig. 3(b), iii]. Regime II

thus corresponds to nucleate boiling (see more info in
the Supplemental Material [27]), and the maximum film
superheat observed (Tf;max ∼ 550 K) is close to the exper-
imental limit of 553–583 K for superheated (metastable)
water at atmospheric pressure [34]. Therefore, a first-order
phase transition occurs instantly; the radius of the bubbles
formed in Fig. 3(b), i and ii are roughly rb ∼ 1 nm. As
cavitation is suppressed when rb is smaller than the
minimum film dimension [35,36], boiling (transient cav-
itation) gives way to evaporation (viscous dissipation) in
the latter stages of atomization when rb < hf [Fig. 3(b), iii
and iv]. Finally, for regime III [Fig. 3(c)], larger bubbles are
formed compared to regime II [Figs. 3(c), i, rb ∼ 3–4 nm]
and, rather than collapsing, they coalesce to form a film
of vapor separating the substrate and liquid [Fig. 3(c), ii].
This vapor then drives the film away from the substrate
[Figs. 3(c), iii; 3(c), iv], and the insulation it provides also
reduces the heat flux into the film, resulting in reduced
superheating (Tf;max ∼ 410 K); this regime is classified as
film boiling [37].
The heat flux into the film (qf), measured up to the

inflection point on the Tf curves (see Fig. 3 for examples),
can be estimated using qf ¼ mfcpΔTf=L2

fΔt, where cp is
the specific heat capacity and ΔTf ¼ Tf;max − T0. We
obtain values ranging from qf ∼ 108–109 W=m2 (regime
I) to a maximum of qf;max ∼ 5 × 109 W=m2 (regime II), the
latter of which is more than an order of magnitude higher
than qf;max values observed in NEMD studies of thermal
boiling [38–41], and close to the theoretical limit achiev-
able in a phase-change process of qf;max ∼ 2 × 1010 W=m2

calculated from kinetic theory [42]. While this is consistent
with the superheating observed, an interesting question
arises: Why would the fluxes generated acoustothermally
be higher than corresponding thermally generated values?
Note that qf is limited primarily by the onset of film
boiling, which reduces the film wetting area and hinders
heat transfer. It is well established that the application of
ultrasound is effective at delaying (thermal) film boiling,
because transient acoustic cavitation prevents the growth
and coalescence of bubbles that precede vapor-film for-
mation [43]. The same mechanism, namely, acoustically
delayed film boiling, is likely acting here. However, there is
one crucial distinction: in our case, both the heat generation
within the film as well as enhancement of its transfer occurs
acoustothermally.
Figures 3(a), iv and 3(b), iv show that the evaporation

process in regimes I and II culminates in a residual
nonevaporating layer of thickness h∞ [for Figs. 3(a) and
3(b), h∞ ∼ 0.65 nm]. It is reasonable to assume that the
acoustic energy is dissipated isothermally and the system is
at equilibrium when hf ¼ h∞. Ignoring the effects of
interfacial tension (due to negligible film curvature), the
force balance across the liquid-vapor interface at equilib-
rium simplifies to Pf − Pv − PD ¼ 0, where Pf and Pv are

FIG. 3. Time-lapse images (left to center), along with line plots
(right) showing evolution of film temperature Tf (red) and film
height hf (blue), for acoustothermal atomization via (a) evapora-
tion with a ¼ 0.1 nm and f ¼ 200 GHz, at t ¼ 0.25, 0.5, 0.75
and 1 ns; (b) nucleate boiling with a ¼ 0.375 nm and
f ¼ 100 GHz, at t ¼ 0.06, 0.15, 0.35, and 0.7 ns; (c) film boiling
with a ¼ 0.5 nm and f ¼ 100 GHz, at t ¼ 0.02, 0.05, 0.1, and
0.25 ns.
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the pressures on the liquid and vapor sides adjacent to the
liquid-vapor interface, and PD is the disjoining pressure
due to solid-fluid intermolecular forces. While Pf and Pv

depend on acoustic parameters, PD, for a given solid-fluid
combination, is primarily determined by the film height.
The expression for PD in a thin liquid film on a flat surface
is PD ¼ −Π=6πh3f, where Π is the Hamaker constant. In
Fig. 4(a) this equation is used to plot PD, using Π ¼
5.99 × 10−21 J [44]. Figure 4(a) indicates that, once
hf < 1 nm, the intermolecular forces gain importance
and likely suppress evaporation to achieve equilibrium,
consistent with NEMD studies of thermal nonevaporating
layers [45,46]. An interesting consequence is that h∞ is
independent of the initial film dimensions, and depends
only on the balance between acoustic and intermolecular
forces. This is demonstrated in Fig. 4(b), where the time
evolution of hf for fixed a ¼ 0.2 nm and f ¼ 130 GHz is
tracked for films of varying heights (h0) and lengths (Lf ),
and h∞ ¼ 0.77 nm is observed in all cases. In addition,
when scaled by the initial film height h0 using t� ¼ t=th,
the time evolution of Tf is similar for all films [Fig. 4(c)]
with divergence only observed once films with lower h0
achieve equilibrium, indicating that qf is also independent
of film dimensions. This is true for cases in regimes I and II.
While developing an analytical model that fully describes

the acoustothermal dynamics in the film is challenging,
wenote that the force applied by thevibrating substrate scales
as Fvib ∼mfaω2, where mf is the mass of the film. The
kinetic energy of these oscillations is converted into internal
energy of the water molecules, raising the film temperature;
for viscous dissipation this process can be approximated by,

Φ ¼ μ

�∂vx
∂y þ ∂vy

∂x
�

2

; ð2Þ

where ∂v=∂ðx; yÞ are the rate-of-strain components within
the film.Φ thus scales as ∼μðvref=LrefÞ2, where vref and Lref
are the characteristic velocity and length scales of the energy

dissipation in the fluid.Here, we assume the thermal speed of
water as the reference velocity scale (vref ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT0=mi

p
),

and the Stokes boundary-layer thickness (hSt) as the refer-
ence length scale. A “viscous” force Fvis ∼mμv2refta=L

3
ref

can then be defined from Eq. (2). Dividing Fvib by Fvis, we
formulate a nondimensional acoustothermal atomization
parameter A�:

A� ¼ Fvib

Fvis
¼ K

ffiffiffiffiffiffiffiffi
2πμ

ρ3

s
mi

kBT0

af3=2; ð3Þ

where K is a nondimensional scaling prefactor (here
K ¼ 6.268 × 104). Physically, increasing A� can be inter-
preted as increasing the applied acoustic energy.
In Fig. 5(a), we plot for all our simulations the maximum

temperature rise (ΔT�
f ¼ ΔTf=T0), a measure of heat flux

(qf), against A�. Figure 5(a) can be interpreted as an
acoustothermal boiling curve; despite the inherent noise in
NEMD temperature measurements, A� provides a reason-
able classification of the three regimes reported here,
tracing the rise in qf as evaporation gives way to nucleate
boiling, and then the subsequent drop below qf;max

coinciding with the onset of film boiling. In Fig. 5(b),
we plot the nonevaporating layer thickness (h∞) against A�.
A noteworthy outcome of this analysis is that A� provides
an excellent estimate of h∞; a universal relation h∞ ∝ −A�
is obtained, valid across all three regimes. We also observe
that all water molecules are atomized once A� > A�

cr
(here A�

cr ¼ 1.1).
Given their fundamental nature, the results presented in

Fig. 5 have broad areas of application. First, we observe
film evaporation for A� < 0.45, and our measurements
show that this is accompanied by film superheating. Such
fine control of thin-film evaporation has applications to
evaporative self-assembly [47], while superheating can
enhance reaction rates in lab-on-a-chip devices [48].
Second, we see that nucleate boiling can be achieved for
0.45 < A� < 0.9; the heat fluxes and film superheat
observed are close to the theoretical and experimental

FIG. 4. (a) Variation of the disjoining pressure with film
thickness; time evolution of (b) film thickness and (c) film
temperature for films of different lengths and heights; a ¼
0.20 nm and f ¼ 130 GHz for all cases. Snapshots of films
included as insets in (b).

FIG. 5. Plot showing (a) maximum film temperature rise (ΔT�
f )

and (b) nonevaporating layer thickness (h∞) for all our simu-
lations, scaled using the parameter A� of Eq. (3). The same color
scheme as in Fig. 4 is used to identify the different films.
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limits, respectively, and higher than that possible by
alternative methods. Enhanced nucleate boiling is relevant
to many industries, including power generation, refriger-
ation, and desalination [49–51]. Third, film boiling is
observed for A� > 0.9 and all film molecules are atomized
if A� > A�

cr, which is useful for drying applications [14].
Also, the flow of water over thin gas nanofilms entrapped
on a surface can produce large slip, which has application
to self-cleaning surfaces or drag-reducing or antifouling
marine coatings [52]; inducing acoustothermal film boiling
(i.e. A� > A�

cr) on specialized surfaces could be a novel way
to generate such gas nanofilms. Finally, our presented
findings could spur more research into the physics of high-
frequency acoustic streaming within the Stokes boundary
layer, and eventually enable the incorporation of acousto-
thermal effects into continuum fluid models.

All data within this publication can be freely accessed
in Ref. [53].
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