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We model the superfluid flow of liquid helium over the rough surface of a wire (used to experimentally
generate turbulence) profiled by atomic force microscopy. Numerical simulations of the Gross-Pitaevskii
equation reveal that the sharpest features in the surface induce vortex nucleation both intrinsically (due to
the raised local fluid velocity) and extrinsically (providing pinning sites to vortex lines aligned with the
flow). Vortex interactions and reconnections contribute to form a dense turbulent layer of vortices with a
nonclassical average velocity profile which continually sheds small vortex rings into the bulk. We
characterize this layer for various imposed flows. As boundary layers conventionally arise from viscous
forces, this result opens up new insight into the nature of superflows.
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At sufficiently low temperatures, liquid helium has two
striking properties. First, it flows without viscosity. Second,
its vorticity is constrained to thin minitornadoes, charac-
terized by fixed circulation κ (the ratio of Planck’s constant
to the mass of the relevant boson—one atom in 4He and one
Cooper pair in 3He-B) and microscopic core radius ξ
(0.1 nm in 4He and 10 nm in 3He-B). In contrast, the
eddies in everyday viscous fluids can have arbitrary shape,
size, and circulation.
Of ongoing experimental and theoretical study is the

nature of turbulence in superfluids [1–4], a state consisting
of an irregular tangle of quantized vortex lines. Despite
fundamental differences between superfluids and classical
fluids, the observations of Kolmogorov energy spectra
(famed from classical isotropic turbulence) in superfluid
turbulence [1] are suggestive of a deep connection between
them. Superfluid turbulence is nowadays most commonly
formedbymovingobstacles, includinggrids [5],wires [6–9],
forks [10,11], propellers [12,13], spheres [14], and other
objects [15]. Despite progress in visualizing the flow of
superfluid helium in the bulk [16,17], including individual
vortex reconnections [18], the study of flow profiles [19,20]
is still in its infancy and there is no direct experimental
evidence about what happens at boundaries. Here, vortices
are believed to be generated by two mechanisms. First,
vortices can nucleate at the boundary of the vessel or object
[21]. When the relative flow speed is sufficiently low, the
flow is laminar (potential) and dissipationless. Near curved
boundaries, however, intrinsic vortex nucleation occurs if the
local flow velocity exceeds a critical value. Second, the

vortices can be procreated (extrinsically generated) by the
“vortex-mill” mechanism [22] from so-called “remanent
vortices” which are present in the system since cooling
the helium through the superfluid transition. Remanent
vortices can be avoided using judicious, slow experimental
protocols [23].
The nanoscale vortex core in superfluid helium is

comparable in size to the typical roughness of the boun-
daries of the vessel or stirring object. Unfortunately, the
lack of direct experimental information about vortex
nucleation at the boundaries and the subsequent vortex-
boundary interactions, limit the interpretation of experi-
ments. Theoretical progress is challenging and to date has
focussed on smooth and idealized surfaces. In principle, the
superfluid boundary conditions are straightforward: the
superfluid velocity component, which is perpendicular to
the boundary, must vanish at the boundary, whereas the
tangential component (in the absence of viscous stresses)
can slip. For the latter reason, in superfluids we do not
expect boundary layers typical of viscous flows.
Implementing these superfluid boundary conditions, it
was found [24,25] that one or more vortices sliding along
a smooth surface can become deflected or trapped by small
hemispherical bumps. Such bumps can also serve as
nucleation sites for vortices; the local superfluid velocity
is raised at the pole of the bump and more readily breaks the
critical velocity for vortex nucleation [26]. Indeed, our
recent simulations [27] have shown that, if the bump is
elliptically shaped and elongated perpendicular to the
imposed flow, the superfluid velocity v at the pole is
enhanced, reducing the critical Mach number for vortex
nucleation from v=c ∼ 1 to smaller values v=c ∼ ϵ−1 ≪ 1
(where ϵ ≫ 1 is the ellipticity of the bump), and increasing
the intrinsic vortex nucleation rate (for a given super-
critical imposed flow). We expect, therefore, that micro-
scopically small surface roughness may promote the
nucleation of vortices at a surface. For preexisting vortex
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lines in the vicinity of the surface, there is also indirect
experimental evidence of a vortex mill mechanism which
continuously feeds vorticity into the flow by stretching any
preexisting vortex lines. This mechanism only works if the
spooling vortex, held by pinning sites at the surface, is
aligned in the streamwise direction [22]. In summary,
boundary roughness potentially affects both the intrinsic
and extrinsic mechanism to create new vortices.
To shed light on the problem, we work with the 3D

profile of a rough surface [Fig. 1]. This corresponds to a
(ð1 μmÞ2 region of the surface of a thin NbTi wire used to
generate quantum turbulence at Lancaster University, as
profiled via atomic force microscopy (AFM) [28]. The
surface is rough, with a height up to around 10 nm, and
features sharp grooves and steep ridges, likely to have
arisen during the etching phase of the wire preparation. We
assume that such a “mountain” landscape is typical of the
wires and similar objects used in experiments.
We model the flow of superfluid helium over this surface

through the time-dependent Gross-Pitaevskii equation
(GPE) for a weakly interacting Bose superfluid [29].
The GPE describes a fluid, of density nðr; tÞ and velocity
vðr; tÞ, which follows a classical continuity equation and a
modified Euler equation (the modification being the pres-
ence of a quantum pressure term, arising from zero-point
motion of the particles and responsible for vortex nucle-
ation and reconnections). While the GPE provides only a
qualitative model of the strongly interacting superfluid
helium (for example, the GPE’s excitation spectrum lacks
helium’s roton minimum), it nevertheless contains the key
microscopic physical ingredients of our problem: finite-size
vortex core, vortex interactions, and vortex reconnections.
The more traditional vortex filament model [34], used to
model the motion of vortex lines in the presence of smooth
spherical [35,36], hemispherical [24,25], and cylindrical

boundaries [37,38], is less appropriate for a number of
reasons: it assumes that the vortex core is infinitesimal
compared to any other length scale (which is not the case if
vortex core and wall roughness are comparable); it does not
contain vortex nucleation and kinetic energy losses due to
sound emission; and it is difficult to generalize from
smooth, geometrically simple (cylindrical or spherical)
boundaries to rough boundaries.
The bulk fluid has uniform average density n0, with the

surface imposed as an impenetrable region. The character-
istic scales of length and speed are healing length ξ
(the vortex core size) and speed of sound c, respectively.
A characteristic time scale follows as τ ¼ ξ=c. We simulate
the superfluid flowing at an imposed speed v over the entire
AFM surface, in a 3D domain, periodic in x and y. The
surface area ð1 μmÞ2 is mapped onto the largest practical
healing length area of ð400ξÞ2 [29].
In the vicinity of the surface the local fluid speed is

enhanced by the surface’s roughness, with the maximum
values occurring near the tallest mountains. Up to a critical
speed, vc, the flow remains vortex-free. For increased
imposed flow velocity, vc is first exceeded at the highest
mountain, leading to vortex nucleation [Figs. 2(a)–2(c)],
and then at other high mountains on the surface. The critical
velocity for vortex nucleation across this surface occurs for
an imposed flow vc ≈ 0.2c; this is considerably smaller
than, say a hemispherical bump for which vc ≈ 0.5c [26],
indicating the significant role of the surface roughness in
enhancing the breakdown of laminar flow.
We focus on the imposed flow speeds v ¼ 0.3c, 0.6c, and

0.9c, each well exceeding vc. Nucleated vortices either peel
off the boundary or,more frequently, slide down the slopes of
the mountains in the form of partially attached vortex loops
(carried by the imposed flow). Nucleated vortex loops are of
the same circulation and form clusters (manifesting as
partially attached vortex bundles) on the leeward side of
the mountains, see Fig. 2(b). The velocity field of vortex
bundles and the nucleation of small vortex loops throughout
the surface cause vortex stretching and reconnections,
distorting the bundles of vortices and small rings into a
complex tangle downstream of the mountains. The tangle is
continuously fed by further vorticeswhich aregenerated. The
formation of the tangle is shown in Fig. 2(c), and the fully
developed turbulent layer near the surface is seen inFigs. 2(d)
and 2(e). A movie [39] shows the full evolution of the
turbulent layer.
As the number of vortices increases, the turbulent region

remains strongly localized near the surface, up to approx-
imately the height of the tallest mountain, forming a distinct
layer [Fig. 2(d)]. Vortex reconnections cause a continuous
ejection of vortex ringswhich spread into the bulk [Figs. 2(d)
and 2(e)]. These small rings, predicted by Refs. [40,41], play
an important role in turbulent cascades [42].
The turbulent layer and ejected vortex rings are not

isotropic: on average, vortex lines tend to be flattened,

FIG. 1. AFM image of a section of the NbTi wire rough surface,
smoothed by a Gaussian blur (standard deviation 6 nm) so as to
remove discontinuities in the surface profile.
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parallel to the surface; the ejected rings also tend to lie more
in the xy plane (and travel vertically away from the layer).
We monitor the vortex line length below the tallest

mountain (z ≈ 100ξ), L0, and above it, L1 [Fig. 3 (inset)].
For v ¼ 0.6c, L0 increases with time and saturates.
Meanwhile, L1 rises slowly, as small rings are continually
shed by the turbulent layer into the bulk. Repeating for
slower (v ¼ 0.3c) and faster (v ¼ 0.9c) imposed flows
reveals the same qualitative behavior, but where the layer
forms at a slower and faster rate, respectively. The resulting
vortex line length distribution is shown in Fig. 3. The
vortices are predominately located near the surface of the
wire, with a faster imposed flow leading to denser turbulent
layers.
At early times, vortex lines which become aligned along

the flow direction may twist and generate further vortices.
Surface roughness favors this effect by providing pinning

sites for streamwise-aligned vortices which develop Kelvin
waves and reconnect, spooling new vorticity. An example of
this vortex-millmechanism [22] can be seen inFig. 2(c). This
confirms that the vortex tangle which develops can be
interpreted as generated either intrinsically, or extrinsically
by thevortex-millmechanism: in both cases vortices nucleate
at the tallest mountains before filling the layer below.
At later times (when the turbulent layer of vortices has

saturated) and/or for higher imposed flow velocities, the
critical velocity is exceeded across greater areas of the
surface. However, the highest mountains continue to domi-
nate vortex generation; here the fluid velocity is always the
highest and vortex shedding occurs at the fastest rate. To
maintain equilibrium, vortex line length is continuously
ejected from the top of the turbulent layer by vortex twisting
and reconnectionswhich create small vortex rings that detach
and travel upwards in the positive z direction. An example is
seen in Fig. 4, and highlights the role of reconnections (hence
of the quantum pressure) in creating new vortices.
To characterize the turbulent layer in a quantitative way,

we determine the average turbulent velocity hvi [43] as a
function of height z for the three imposed flow speeds
[Fig. 5]. In all cases, the turbulent layer consists of three
regions. In the top region, 100ξ≲ z≲ 200ξ, hvi is equal to
the velocity of the applied flow, showing that, above the

FIG. 3. Average vortex line length, L (bottom scale), as a
function of height, z (left scale), for v ¼ 0.3c (solid red line),
v ¼ 0.6c (dashed blue line), and v ¼ 0.9c (dot-dashed green line)
in the saturated regime. A 2D slice (y ¼ 0.1 μm) of the 3D
surface along x (top scale) is shown in grey to visualize the height
of the highest mountains. Inset: Vortex line length below (L0,
solid line) and above (L1, dashed line) the height of z ¼ 100ξ
(approximately the height of the highest mountain) for imposed
flow speeds v ¼ 0.3c (top), 0.6c (middle), and 0.9c (bottom).

FIG. 2. Vortex nucleation and formation of the turbulent
boundary layer for imposed flow v ¼ 0.6c. (a)–(c) Isosurface
density plots (0.25n0), showing the surface (yellow) and vortices
(red) in the vicinity of the two tallest mountains (view taken along
y for 15ξ ≤ x ≤ 125ξ) at times t ¼ 20, 30, 100τ. In (c) note three
vortex lines which are aligned along the imposed flow and
develop unstable Kelvin waves which will reconnect and create
new vortex loops. (d)–(e) Isosurfaces of the entire surface in the
saturated turbulent regime at late times (t ¼ 1220τ). Note the
turbulent layer up to approximately the height of the tallest
mountains and the region of small vortex rings above it.
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height of the tallest mountain, the flow is unaffected by the
rough surface underneath. In the middle region, 40≲
z≲ 100ξ, the presence of vortices near the surface creates
a velocity field that counteracts the imposed flow: the closer
to the surface one is, the slower hvi is. In the bottom region,
0≲ z≲ 40ξ, most of the computational volume is below
the average surface, and only the fluid in the valleys
contributes to hvi, which rapidly drops to near zero.
The difference between the energy which is fed into the

turbulent layer by the incoming (uniform) flow profile and
the energy removed by the (approximately linear) profile is
the energy dissipated into sound waves [44,45]. In classical
turbulence, the energy dissipation can be related to the
kinematic viscosity ν of the fluid. In our problem, we
estimate [29] that the emergent ν is ν=κ ≈ 2.4, 1.5, and 1.1
at the three imposed flow speeds, larger than ν=κ ≈ 0.1
reported in He4 experiments [46]. However, in our problem
the vortex lines are much closer to each other, relative to the
vortex core size: the ratio of the average vortex distance
δ ≈ L−1=2 and vortex core radius a0 at the three imposed
speeds is δ=a0 ≈ 13.8, 7.4, and 5.1, whereas δ=a0 ≈ 2 ×
106 is typical of He4 experiments [29]. Stronger acceler-
ations and more frequent reconnections justify the larger
dissipation in our problem.
The analogy with classical fluids was recently pursued

by the introduction of the superfluid Reynolds number
[47,48] Res ¼ ðv − vcÞD=κ (where D is the length scale of
the problem), Quasiclassical flows (such as von Kármán
vortex street configurations for the flow past an obstacle
[27,47,49,50]) appear only if Res is sufficiently large.
Two-dimensional simulations [47] suggest that turbulence
onsets for Res > Rec ¼ 0.7 (the von Kármán vortex streets

becoming irregular). In our case, D ¼ 60ξ and κ ¼ 2πcξ;
for the three applied flow speeds we find Res ≈ 1.0, 3.8,
6.7, all larger than the cited Rec, which is to be expected
since we have developed turbulence.
In classical fluid dynamics, boundary layers arise from

viscous forces which are absent in low temperature super-
fluid helium. A classical fluid boundary layer is either
laminar or turbulent, and it is natural to ask whether there
is any transition from a laminar to turbulent boundary layer
for our problem. In classical laminar flow, sheets of fluid slide
past eachother, smoothly exchangingmomentumand energy
only via molecular collisions at the microscopic scale; in the
turbulent case, eddies induce mixing across sheets which are
macroscopically separated from each other. The superfluid
analog of laminar flow is potential (vortex-free) flow. Our
simulations show either vortex-free flow or turbulent flows
past the rough surface, so they describe a transition from
laminar flow to developed turbulence. The bottom region of
fluid (0≲ z≲ 40ξ) is a poor analog to a classical laminar
viscous sublayer because it contains irregular vortex lines
which terminate at the boundary.
In conclusion, our findings illustrate a deep analogy

between classical and quantum fluids in the presence of
boundaries, besides the analogies already noticed [1] in
homogeneous isotropic turbulence. Our results also suggest
that the walls which confine the flow of superfluid helium
and the surfaces of moving objects used to generate
turbulence (wires, grids, propellers, spheres) may be
covered by a thin layer of tangled vortex lines. The
experimental implications of such a “superfluid boundary
layer” on macroscopic observables need to be investigated,
particularly in 3He-B, where, due to relative large healing
length, it is possible to control surface roughness.
Data supporting this work is openly available following

the link in Ref. [51].

FIG. 4. Extrinsic nucleation of a vortex ring (highlighted in
blue) from the boundary layer, which escapes into the bulk. As
for Fig. 2 but zoomed up on a ð76ξÞ2 region of the surface at times
t ¼ 730, 640, 750, and 770τ.

FIG. 5. Average superfluid velocity, hvi (bottom scale), as a
function of height, z (left scale), for v ¼ 0.3c (solid red line),
v ¼ 0.6c (solid blue line), and v ¼ 0.9c (dot-dashed green line)
in the saturated regime. The grey surface silhouette is as in Fig. 3.
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