
Detection of Zeptojoule Microwave Pulses Using Electrothermal Feedback
in Proximity-Induced Josephson Junctions

J. Govenius,* R. E. Lake, K. Y. Tan, and M. Möttönen
QCD Labs, COMP Centre of Excellence, Department of Applied Physics, Aalto University,

P.O. Box 13500, FIN-00076 Aalto, Finland
(Received 22 December 2015; revised manuscript received 4 May 2016; published 15 July 2016)

We experimentally investigate and utilize electrothermal feedback in a microwave nanobolometer based
on a normal-metal (AuxPd1−x) nanowire with proximity-induced superconductivity. The feedback couples
the temperature and the electrical degrees of freedom in the nanowire, which both absorbs the incoming
microwave radiation, and transduces the temperature change into a radio-frequency electrical signal. We
tune the feedback in situ and access both positive and negative feedback regimes with rich nonlinear
dynamics. In particular, strong positive feedback leads to the emergence of two metastable electron
temperature states in the millikelvin range. We use these states for efficient threshold detection of
coherent 8.4 GHz microwave pulses containing approximately 200 photons on average, corresponding to
1.1 × 10−21 J ≈ 7.0 meV of energy.
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Superconducting qubits coupled to microwave trans-
mission lines have developed into a versatile platform
for solid-state quantum optics experiments [1,2], as well
as a promising candidate for quantum computing [3,4].
However, compared to optical photodetectors [5–7], detec-
tors for itinerant single-photon microwave pulses are still
in their infancy. This prevents microwave implementations
of optical protocols that require feedback conditioned on
single-photon detection events. For example, linear optical
quantum computing with single-photon pulses calls for
such feedback [8]. Photodetection and feedback can also
act as a quantum eraser [9] of the phase information
available in a coherent signal, as we recently discussed
in Ref. [10]. Note that, given sufficient averaging, linear
amplifiers can substitute for photodetectors in ensemble-
averaged experiments [11,12], but the uncertainty principle
fundamentally limits the success probability in single-shot
experiments.
We focus on thermal photodetectors, i.e., detectors that

measure the temperature rise caused by absorbed photons.
Thermal detectors have been developed for increasingly
long wavelengths in the context of THz astronomy [13],
the record being the detection of single 8 μm photons [14].
In the context of quantum thermodynamics [15], thermal
detectors have recently been proposed [16] and developed
[17–20] as monitorable heat baths.
The other main approach to detecting itinerant

microwave photons is to use a qubit that is excited by

an incoming photon and then measured [21–30]. Very
recently, Ref. [29] reported reaching an efficiency of 0.66
and a bandwidth of roughly 20 MHz using such an
approach. Use of qubit-based single-photon transistors as
photodetectors has also been proposed [31,32]. If the pulse
is carefully shaped, it is also possible to efficiently absorb a
photon into a resonator [33–37]. There it could be detected
with established techniques for intraresonator photon
counting [38,39].
The main advantage of thermal detectors is that they

typically present a suitable real input impedance for
absorbing photons efficiently over a wide bandwidth and
a large dynamic range, in contrast to qubit-based detectors.
However, a central problem in the thermal approach is the
small temperature rise caused by individual microwave
photons. The resulting transient temperature spike is easily
overwhelmed by noise added in the readout stage. One
potential solution is to use a bistable system as a threshold
detector that maps a weak transient input pulse to a long-
lived metastable state of the detector. This is conceptually
similar to, e.g., early experiments on superconducting
qubits that used a current-biased superconducting quantum
interference device (SQUID) [40]. Conditioned on the
initial qubit state, the SQUID either remained in the
superconducting state or switched to a long-lived nonzero
voltage state.
In this Letter, we show that an electrothermal bistability

emerges in the microwave nanobolometer we introduced
in Ref. [41] and that it enables high-fidelity threshold
detection of 8.4 GHz microwave pulses containing only
200 × h × 8.4 GHz ≈ 1.1 zJ of energy. This threshold is
more than an order of magnitude improvement over
previous thermal detector results [14,42]. The bistability
in our detector arises from the fact that the amount of power
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absorbed from the electrical probe signal used for readout
depends on the measured electron temperature itself.
Previously, such electrothermal feedback and the associ-
ated bifurcation has been studied in the context of kinetic
inductance detectors [43–46]. Analogous thermal effects in
optics are also known [47,48]. The main difference to our
device is the relative strength of the electrothermal effect,
which in our case leads to strongly nonlinear behavior
at attowatt probe powers. Electrothermal feedback is
also commonly used in transition edge sensors [13], but
typically the feedback is chosen to be negative because that
suppresses Johnson noise and leads to fast self-resetting
behavior [49].
The central component of our detector (Fig. 1) is a

metallic AuxPd1−x nanowire (x ≈ 0.6) contacted by three
Al leads (H, P, and G) and seven Al islands that
are superconducting at millikelvin temperatures [50].
The longest superconductor–normal-metal–superconductor
(S-N-S) junction (H-G) provides a resistive load (36 Ω) for
the radiation to be detected [51], while the shorter junctions
(P-G) function as a proximity Josephson sensor [52,53].
That is, the shorter junctions provide a temperature-
dependent inductance in an effective LC resonator used
for readout. Because the inductance increases with electron
temperature Te in the nanowire, the resonance frequency
shifts down as the heating power Ph increases. Therefore
the detector transduces changes in Ph into changes in
the reflection coefficient Γ [Fig. 1(c)]. For simplicity, we
limit the bandwidth of the heater line using a Lorentzian
bandpass filter, but replacing it with a wider band filter
should be straightforward.
We first characterize the detector by measuring the Ph

dependence of the admittance Z−1 between P and G. To do
so, we fit the measured Γ to a circuit model in which we

parametrize Z−1 as R−1 þ ðiωLÞ−1, where ω=2π ¼ fp is
the probe frequency. The circuit model shown in Fig. 1(a)
predicts Γ ¼ ðZL − Z0Þ=ðZL þ Z0Þ, where

ZL ¼ ðiωCgÞ−1 þ fiωC2 þ ½ðiωC1Þ−1 þ ZðTeÞ�−1g−1;

Z0 ¼ 50 Ω, C1 ≈ 87 pF, C2 ≈ 70 pF, and Cg ≈ 1.5 pF.
This fits reasonably well to the linear response data shown
in Fig. 1(c). However, in order to reproduce the asymmetry
in the measured line shape, we add a small frequency-
dependent correction to the model [50]. Here, linear
response refers to the use of a probe power Pp low enough
to ignore both the electrical and electrothermal nonlinear-
ities, i.e., the nonlinearity of the Josephson inductance as
well as the variation of Te as a function of the absorbed
probe power ð1 − jΓj2ÞPp. We note that the uncertainty in
Ph is roughly 1 dB [50], and that dissipation in the
capacitors is negligible.
Figure 2(a) shows the extracted linear response L and R

for heating powers up to a femtowatt. Figure 2 also shows
the bath temperature dependence of L, the thermal

FIG. 1. (a) Simplified diagram of the detector, including (b) a
micrograph of the S-N-S junctions formed by a AuxPd1−x
nanowire contacted by Al islands and leads (H, P, and G). Here,
Z−1 is an admittance, Te is the temperature of the electrons in the
nanowire, and Γ is the probe signal reflection coefficient. The
micrograph is from a device nominally identical to the measured
one. (c) Reflected fraction of probe power versus probe frequency
fp for steady-state heating power Ph of 1.9, 66, and 290 aW.
They are measured at low probe power Pp ≪ Ph. The solid
curves are fits to the circuit model with a small phenomenological
correction term [50]. The heater input is bandpass filtered
(8.41� 0.02 GHz).

FIG. 2. Linear (Pp ≪ Ph) response. (a) The effective induct-
ance (circles) and resistance (squares) of the short S-N-S
junctions as functions of external steady-state heating power
Ph. The bath temperature Tb is 12 mK. The curves are
phenomenological fits that allow mapping a measured reflection
coefficient into an equivalent Ph. (b) The effective inductance
(circles) and thermal relaxation time after a short (filled squares)
or long (open squares) heating pulse. (c) Measured differential
thermal conductance ~G, the expected electron-phonon contribu-
tion ~Ge-p (dashed line), and the quantum of thermal conductance
GQ (solid line).
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relaxation time τ, and the differential thermal conductance
~G ¼ −∂Tb

Pe-bðTe; TbÞ [50]. Here, Pe-bðTe; TbÞ is the heat
flow between the electrons in the nanowire and the cryostat
phonon bath at temperature Tb. The measured ~G is in rough
agreement with the prediction for electron-phonon limited
thermalization ~Ge-p¼5ΣV0T4

b, where Σ≈3×109W=m3K5

is a material parameter [54] and V0 ≈ ð240 nmÞ3 is the
volume of the part of the nanowire not covered by Al. We
can use these results to estimate Ce above 100 mK, where
Te ≈ Tb and Ce ≈ τ ~G ≈ γV0Tb, with γV0 ¼ 8 aJ=K2 [50].
Below 100 mK, the relaxation toward the stationary state

is faster after a short (1 μs) heating pulse than after a long
(≫τ) heating pulse [50]. Therefore, the simplest thermal
model of a single heat capacity Ce coupled directly to the
bath is not accurate below 100 mK. Instead, the second
time scale can be phenomenologically explained by an
additional heat capacity C0 ≫ Ce coupled strongly to Ce

but weakly to the bath, as compared to ~G. Since ~G falls
far below the quantum of thermal conductance GQ ¼
π2k2BTb=3h [55] at low temperatures [Fig. 2(c)], even weak
residual electromagnetic coupling [56–58] between Ce and
C0 would suffice. However, we cannot uniquely determine
the microscopic origin of C0 or the coupling mechanism
from the data. Also note that a similar second time scale
was observed in Ref. [19].
At high probe powers, the linear-response behavior

studied above may be drastically modified by the absorbed
probe power. Below we focus on the stationary Te
solutions, so we choose to neglect the transient heat flows
to C0 that give rise to the shorter time scale in Fig. 2(b).
Similarly, we neglect the contribution of electrical tran-
sients to Γ, as they decay even faster (in ≲100 ns). Under
these approximations, Te is the only dynamic variable and
evolves according to

CeðTeÞ _Te ¼ −Pe−bðTe; TbÞ þ Px þ Ph

þ (1 − jΓðTe;ωÞj2)Pp; ð1Þ
where Px accounts for the average heat load from uncon-
trolled sources.
Determining Te from Eq. (1) and the measured Γ would

require additional assumptions about Pe-b and Px, as they
are not directly measurable. However, we avoid making
such assumptions by instead analyzing the increase in the
heat flow from the electrons to the thermal bath, as
compared to the case Ph¼Pp¼0. That is, instead of Te,
we analyze

ΔðTeÞ ¼ Pe-bðTe; TbÞ − Px; ð2Þ
which is monotonic in Te. Given this definition, we can
rewrite Eq. (1) as

τðΔÞ _Δ ¼ −Δþ Ph þ (1 − jΓðΔ;ωÞj2)Pp; ð3Þ

where τðΔÞ ¼ CðΔÞ=∂Te
Pe-b(TeðΔÞ; Tb). In contrast to

the unknown parameters in Eq. (1), ΓðΔ;ωÞ and τðΔÞ
are directly measurable in linear response. Specifically,
we can determine ΓðΔ;ωÞ from the data in Fig. 2(a) since
Δ ¼ Ph when Pp; _Δ → 0. By inverting ΓðΔ;ωÞ, we can
then extract Δ from the measured Γ. Also note that, since
all parameters in Eq. (3) are determined in linear response,
no free parameters remain in the theoretical predictions for
the nonlinear case discussed below.
The emergence of bistability is the most dramatic con-

sequence of increasing the probe power. Experimentally,
we map out the bistable parameter regime by measuring the
difference Δh − Δl as a function of fp and Pp [Fig. 3(a)].
Here, Δh ðΔlÞ corresponds to the ensemble-averaged Δ
measured 5 ms after preparing the system in a high-Δ
(low-Δ) initial state. We then identify the region of nonzero
Δh − Δl as the regime where Δ (and hence Te) is bistable.
This method is approximate mainly because the lifetimes of
the metastable states may be short compared to 5 ms.
Figure 3(b) shows the theoretical prediction for the

bistable region in white. We generate it by numerically
finding the stationary solutions of Eq. (3), with ΓðΔ;ωÞ
determined from the fits shown in Fig. 2(a) [50]. The
qualitative features of the prediction agree well with the
experimental results. Quantitatively, the measured bistable
regime broadens in frequency faster than the predicted one.
This discrepancy is most likely due to imperfect impedance
matching of the probe line and the imperfect correspon-
dence between bistability and Δh − Δl ≠ 0.
The nonwhite areas in Fig. 3(b) show the prediction

for the susceptibility of the stationary-state Δ to external
heating, i.e., χ ¼ ∂Δ=∂Phj _Δ¼0. It is a convenient dimen-
sionless way to quantify the importance of the electrother-
mal nonlinearity. Besides characterizing susceptibility to

FIG. 3. (a) Bistable parameter regime, as indicated by a nonzero
difference Δh − Δl in the power absorbed from the probe signal
in high and low-temperature stationary states. (b) Numerically
simulated values of the dimensionless susceptibility to external
heating χ in the single-valued regime. The bistable regime is
indicated in white.
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heating, χ also gives the ratio of the effective thermal
time constant to its linear response value. Figure 3(b) shows
that both positive ( χ ≫ 1) and negative ( χ ≪ 1) feedback
regimes are accessible by simply choosing different values
of fp and Pp.
There are two distinct ways to operate the device

as a detector in the nonlinear regime. Approaching the
bistable regime along line A in Fig. 3, the system undergoes
a pitchfork bifurcation preceded by a diverging χ.
Analogously to the linear amplification of coherent pulses
by a Josephson parametric amplifier [59,60], our device
could in principle detect heat pulses in a continuous and
energy-resolving manner in this regime preceding the
bifurcation. However, the focus of this Letter is threshold
detection, which uses the imperfect pitchfork bifurcation
encountered along line B in Fig. 3 and bears a closer
resemblance to the Josephson bifurcation amplifier [61,62].
In the threshold detection mode, we modulate the probe

signal amplitude as shown in Fig. 4(a) while keeping the
probe frequency fixed at fp ¼ 757 MHz. The amplitude
modulation pattern first initializes the system to a low-Δ
state, then makes it sensitive to a transition to the high-Δ
state for roughly ts ≈ 4.5 μs during which the heating
pulse is sent, and finally keeps the system in a long-
lifetime part of the bistable regime for another 7 ms in order
to time average the output signal. During the last stage
Pp ≈ −131 dBm. This is similar to how Josephson bifur-
cation amplifiers operate [62]. Note, however, that the
probe and heater signals do not interfere coherently due to
the transduction through electron temperature. That is, at
heater frequencies well above τ−1, the output signal is
independent of the phase of the heater signal.
The histograms in Figs. 4(b) and 4(c) show that the

detector switches reliably to the high-temperature state
with a heating pulse energy Epulse ≳ 1 zJ, while it
typically remains in the low-temperature state if no
heating is applied. The histograms are plotted against
s ¼ Re½e1.482πi R 6.4 ms

0.8 ms dtΓðtÞ=ð5.6 msÞ�, i.e., a projection
of the time-averaged reflection coefficient. Few switching
events occur during the averaging time, as indicated by the
scarcity of points between the two main peaks in the proba-
bility density PðsÞ. Instead, the errors arise from spurious
early switching events and eventswhere the detector does not
switch despite a heating pulse. In particular, for a heat pulse
of approximately 200 photons, the readout fidelity is F ¼
0.56 [Fig. 4(b)]. Here, F¼1−Pðs>−0.25jnoheatpulseÞ−
Pðs≤−0.25jheatpulseÞ. For a heat pulse of 530 photons,
F ¼ 0.94 [Fig. 4(c)]. For 330 photons, F ¼ 0.75 [50].
The observed pulse energy dependence of F is in

agreement with the errors arising mainly from Gaussian
fluctuations in the energy of the nanowire electrons.
Such fluctuations limit F to F̄ ¼ erfð2−3=2Epulse=ΔErmsÞ,
even for ideal instantaneous threshold detection. For rms
fluctuations ΔErms ¼ 0.7 zJ, F̄ agrees well with the above
mentioned values of F. This phenomenological ΔErms

should be compared to the thermodynamic fluctuations
ΔE0

rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT2

eCe

p
in the absence of electrothermal feed-

back [63]. For Te ¼ 50 mK, we estimate Ce ≈ 400 zJ=K,
leading to ΔE0

rms ≈ 0.12 zJ ≈ Ce × 0.29 mK. This suggests
that the thermodynamic fluctuations are a significant,
even if not the dominant, fidelity-limiting factor. Note
that, although the feedback during the pulse sequence in
Fig. 4(a) is strong and positive, all signals are kept off
for at least 400 ms before each probe pulse. Therefore,
the fluctuations just before the brief period relevant for
switching (ts ≪ τ) are not affected by the electrothermal
feedback.
In conclusion, we have experimentally investigated the

electrothermal feedback effect in a microwave photodetec-
tor. The results are in agreement with a simple model which
we used to highlight that both strong positive and strong
negative feedback is available by adjusting the probe power
and frequency. We demonstrated that bistability emerges in
the limit of extreme positive feedback and that it can be
used for efficient threshold detection of weak microwave
pulses at the zeptojoule level. This is more than an order of
magnitude improvement over previous thermal detector
results, and therefore an important step toward thermal
detection of individual itinerant microwave photons. To
reach the single-photon level, we should further reduce the
nanowire volume and possibly replace AuxPd1−x by a
material with lower specific heat. This would reduce the
time constant as well as the thermodynamic energy
fluctuations, which contribute significantly to the achieved
fidelities according to our estimate. Furthermore, there
seems to be room for technical improvement in shielding

FIG. 4. (a) Amplitude modulation (AM) of the probe pulse used
for detecting weak 1 μs heating pulses (also shown). The carrier
frequencies are 757 MHz and 8.4 GHz for the probe and heating
pulses, respectively. (b) Normalized histograms of the single-shot
measurement outcome s with a heating pulse energy of zero or
200 × h × 8.4 GHz ≈ 1.1 zJ. The pulses for the two histograms
were interleaved in time. (c) Same as (b) but for 3.0 zJ and
ts ¼ 2.5 μs.
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and filtering, which would bring the observed ΔErms closer
to the thermodynamic fluctuations and would, most likely,
lead to a lower electron temperature. Finally, a state-of-the-
art amplifier [64–66] on the probe output should reduce
the required averaging time by at least two orders of
magnitude [50].
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