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Pore-scale micro-computed-tomography imaging: Nonwetting-phase cluster-size
distribution during drainage and imbibition
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We investigated the cluster-size distribution of the residual nonwetting phase in a sintered glass-bead porous
medium at two-phase flow conditions, by means of micro-computed-tomography (μCT) imaging with pore-scale
resolution. Cluster-size distribution functions and cluster volumes were obtained by image analysis for a range of
injected pore volumes under both imbibition and drainage conditions; the field of view was larger than
the porosity-based representative elementary volume (REV). We did not attempt to make a definition for a
two-phase REV but used the nonwetting-phase cluster-size distribution as an indicator. Most of the nonwetting-
phase total volume was found to be contained in clusters that were one to two orders of magnitude larger than
the porosity-based REV. The largest observed clusters in fact ranged in volume from 65% to 99% of the entire
nonwetting phase in the field of view. As a consequence, the largest clusters observed were statistically not
represented and were found to be smaller than the estimated maximum cluster length. The results indicate that
the two-phase REV is larger than the field of view attainable by μCT scanning, at a resolution which allows for
the accurate determination of cluster connectivity.
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I. INTRODUCTION

Multiphase flow in porous media is highly relevant to
geology, hydro-geology, and petroleum engineering disci-
plines. This is usually described on a macroscopic level with
continuum mechanics approaches, often based on empirical
observations such as the two-phase extension of Darcy’s law
[1–5], which lacks a fundamental basis [6]. Most approaches
in porous-media flow depend on indirect and/or macroscopic
observations. These macroscopic flow properties, however, are
ultimately defined by microscopic processes, i.e., fluid flow at
the pore scale (see, e.g., Ref. [7]). There is therefore significant
interest in the direct observation of the pore-scale fluid
behavior, aimed at determining how macroscopic properties
depend on the pore-scale distribution of the associated fluid
phases and defining a representative elementary volume (REV)
for two-phase flow, important for numerical simulations and
experimental imaging techniques.

Over the past decade, micro-computed-tomography (μCT;
synchrotron-based and bench-top instruments) has become a
frequently used technique to study porous media and geolog-
ical samples [8–11]. Together with nuclear resonance (MRI)
and acoustic techniques, X-ray-based tomography is one of the
few nondestructive techniques that give detailed insight into
the structure of porous media over length scales ranging down
to a few hundred nanometers [12,13]. The resolution of MRI
depends primarily on the strength of the applied magnetic field
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gradient and can theoretically be increased to the wavelength
of the scattering vector. Currently MRI voxel resolution is
limited to around 0.05 × 0.05 × 1 mm, which is not sufficient
to image the pore scale [14]. At the pore scale, μCT images
of real rocks have been used to construct three-dimensional
(3D) networks for modeling of fluid flow by pore-network
modeling [15], but also for direct modeling of fluid flow in the
pore space, by, e.g., Lattice Boltzmann [16] or Stokes flow [17]
methods.

A fundamental understanding of fluid flow in porous media,
and the verification of pore-scale modeling, however, requires
direct observation of different fluid phases in the pore space.
Currently, the state of the art method is imaging of static fluid
distributions at pore scale, which is not entirely new. The study
by Coles et al. [18,19] in 1998 combined synchrotron-based
pore-scale imaging of oil and water, coupled to numerical
simulations with a Lattice Boltzmann code. Since 1998 a
rapid development in μCT has made the quality and spatial
resolution of the 1998 synchrotron capabilities currently
available for laboratory use with bench-top μCT scanners.

Youssef et al. [20,21] conducted a μCT study on
Fontainebleau sandstone at spatial resolutions of 10 and 5 μm
while conducting a two-phase flow experiment. The trapped
nonwetting phase distribution was imaged as a function
of interfacial tension. The observation represents capillary
desaturation, i.e., the decrease of the residual nonwetting phase
saturation with increasing capillary number (Ca > 10−5),
which is the principle often employed in enhanced oil recovery
processes. Somewhat similar studies were conducted by the
ANU group [22,23], who investigated the spatial distribution
of a residual gas phase in Fontainebleau sandstone, and by
Iglauer et al. [24] who studied Clashach and Doddington sand-
stones, following an oil-brine drainage-imbibition sequence.
The observations were similar and qualitatively confirm earlier
observations in two-dimensional micromodels [25] showing
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that over substantial saturation ranges, the nonwetting phase
does not flow as a continuous phase, but as distinct ganglia.
The size distribution functions show that these ganglia are
not restricted to the pore scale but can extend over many
pores ranging up to the length scale of the sample. This is
an interesting finding, in particular relating to the fundamental
concept of the representative elementary volume (REV) as
introduced by Bear in 1972 [4] (see also Ref. [26]). In
porous-media flow, the transition from pore-scale physics to
continuum mechanics is performed by averaging over an REV.
This concept is based on the observation that in homogeneous
rocks, at a certain length scale and above, average properties
such as the porosity of a sample become independent of
the averaging volume. While this concept may apply in
single-phase flow, it is not clear if it holds for multiphase
flow, as clusters may span over many length scales.

Interfacial properties of fluids in porous-media flow largely
determine macroscopic properties; their effect is commonly
not taken into account explicitly, but lumped together with
other pore-scale properties. Recent work on linking between
pore- and core-scale observations [27–30] indicates that
advances in imaging techniques and analysis allows for explicit
accounting of such local pore-scale effects.

In the present study we investigated the development of
n-decane clusters in a glass-bead porous medium by means of
μCT imaging with pore-scale resolution. We obtained cluster-
size distribution functions and cluster volumes by image
analysis, for a range of injected pore volumes, under both
imbibition and drainage conditions; the field of view was larger
than the porosity-based REV. Porous glass was used as a model
rock with well-defined surface properties and suitable pore
size for μCT imaging. n-decane was used as a model for the
nonwetting phase, and the n-decane-brine interfacial tension
γ was varied by surfactant addition over a range of values
representative for CO2-brine systems [31–35]. The focus of
the study was the detailed cluster analysis and the comparison
of single-phase REV with the characteristic cluster-size and
saturation distribution in both drainage and imbibition.

II. MATERIALS AND METHODS

A. Porous medium and μCT imaging

The flow experiments were carried out using a sintered
glass-bead sample (core) with 10 mm diameter and a length
of 20 mm. The porosity and permeability of the sample was
experimentally determined at φ = 0.318 and K = 20–24 D,
respectively. We embedded the core in a polycarbonate core
holder by a shrinking process for a tight fit to avoid fluid
bypassing. A vertical flow geometry was used with fluid
injection from top to bottom. The fluids were injected by
means of two high-precision displacement pumps (Quizix),
one dedicated for the n-decane and the other for the brine
phase. The connections from the injection pumps to the core
holder and the production vessel were made of flexible PTFE
tubing allowing a full 360o rotation of the core as necessary
for the tomographic scans. All wetted parts were thor-
oughly cleaned by sonication in isopropanol (purity >99.5%)
to guarantee well-defined interfacial properties during the
experiments.

FIG. 1. Cross section of a high-resolution μCT scan of the porous
glass sample at 4.2 μm/voxel and 3 h scanning time with an edge
length of 1.6 mm (left), and of a scan with a resolution as actually used
throughout this study with 11.5 μm/voxel and 10–20 min scanning
time (right). The edge length is 5.1 mm.

The core holder was placed in a μCT scanner (CT-ALPHA,
ProCon X-Ray GmbH) for in situ imaging of the pore space
and the fluid distribution in the pores during the core flood.
The scanner was operated at 100 kV and 60 μA, which gave
a good contrast between the fluids and porous medium of the
given relatively large sample size. We recorded μCT scans at
a resolution of 4.2 μm (voxel size) for characterization of the
pore space and at 11.5 μm during two-phase flow experiments.
Figure 1 shows a high-resolution μCT cross section of the
porous glass sample on the left. At 4.2 μm resolution the grain
and pore space are resolved in great detail. This detail is lost by
increasing the voxel size to 11.5 μm, but a larger field of view
is gained, which is essential for two-phase flow experiments
as will be discussed further in the following section. The
compromise between high spatial resolution and large field of
view is adjusted as long as the ability to determine whether the
pore space or fluid clusters are connected or not is maintained,
information which is used in the present study.

A 3D subvolume of the porous glass at high resolution
(left side) and the extracted pore space (right side) are shown
in Fig. 2; individual pores are colored differently. In further
characterizing the porous medium, and subsequently the fluid
distribution in the pore space, several steps of data analysis
were involved. In general the following steps were required:
reconstruction of the tomographic image, image filtering, seg-
mentation of pore space and fluid phases, skeletonization, and
network extraction or statistical cluster analysis. Depending
on the experiment and application, not all steps are required.
For the high-resolution scan of the present study the pore
space was segmented by a water shading algorithm (Avizo).

FIG. 2. (Color online) High-resolution image of the porous glass
sample (left) and the respective pore space (right) rendered with
Avizo.
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FIG. 3. (Color online) Pore radius distribution calculated from
the high- and flooding-resolution scan settings from the same sample
shown in Fig. 1.

For the flooding-resolution scans the raw images acquired
were filtered by an FFT bandpass filter and segmented by
thresholding using Li’s method (ImageJ) as further outlined
below.

In Fig. 3 the pore-radius distribution (computed with the
Avizo XSkeleton package, which is a skeletonization package
that uses an Euclidean distance map and thinning) as extracted
from the flooding- and the high-resolution scans of the dry
sample are displayed. The distributions are quite similar, with
the flooding-resolution distribution being slightly broader,
validating the workflow (scan settings and image analysis)
for the flooding-resolution scans.

Based on the segmented pore space, we estimated the
permeability using a single-phase flow numerical simulation,
and compared the results to the experimentally determined
permeability. We computed the apparent permeability (Avizo
plug-in) by simulating a flow experiment in a specific spatial
direction by attaching inlet and outlet distribution elements.
The simulation used a finite volume scheme to simulate Stokes
flow and was performed on the segmented pore structure on
a length scale larger than the porosity-based REV (discussed
below). A snapshot of the simulation is displayed in Fig. 4
where the flow was from right to left, by applying a pressure

FIG. 4. (Color online) Snapshot of a single-phase stokes flow
simulation in a segmented volume larger than the single-phase REV.
Red lines represent the flow lines. The injection is from right to left.

gradient of 0.03 MPa, and using a fluid of 1 cP viscosity. The
apparent permeability was computed at 15.5 D, which is in
the same permeability range as, and hence in agreement with,
the experimental results of K = 20–24 D, measured on larger
samples. Potential reasons for the difference between simu-
lated and experimental values could be sample heterogeneity;
medical CT scans of the sintered glass-bead showed porosity
variations in the order of 10%–20% on a larger length scale,
which can lead to a large permeability variation at the smaller
length scale. This would be in addition to uncertainties in the
image analysis, e.g., filtering and thresholding.

B. Two-phase flow experiments

During the core flood experiments, nonwetting and wetting
fluid phases were injected in different sequences. n-decane
(purity >99%) was used as the nonwetting phase. The
aqueous phase (wetting phase) used was demineralized water
with 4 wt-% CsCl (purity >99%) doping for enhancing the
fluid-fluid μCT contrast. The surfactant docecyl trimethyl
ammonium bromide (DTAB, purity >99%) was introduced
into the aqueous phase for selected experiments at concen-
trations ranging both above and below the critical micelle
concentration. The addition of DTAB allowed a lowering
of the interfacial tension, representing changes equivalent to
those that would occur in the CO2-brine system over different
thermodynamic conditions [31–35], but without influencing
other fluid properties such as density and viscosity. The
n-decane-DTAB-brine interfacial tension was measured using
the du Noüy ring method.

Prior to every experiment, the glass-bead core was cleaned
by flooding at least 200 PV (pore volumes) of isopropanol and
was subsequently dried under vacuum. Before fluid injection,
the core was scanned in a dry state. Subsequently, the sample
was saturated with brine and/or n-decane under initial vacuum
condition and finally flooded at 0.5 MPa pore pressure. All
ensuing flooding experiments were performed at a constant
flow rate of 1 ml/min, with a back pressure of 0.2 MPa.
During the μCT scans injection was ceased and the inlet
and outlet valves were closed. μCT scans at three different
positions along the core were then recorded, each requiring
approximately 20 min to complete. Following the completion
of the scans for all three positions, injection continued until a
different PV value was obtained and μCT scans were repeated.

III. EXPERIMENTAL RESULTS

A. Image processing

During the core flood experiments, μCT scans were
recorded at flooding resolution. The raw images acquired were
filtered to reduce noise and then segmented to extract the
pore space and fluid saturation. The data processing steps
are shown in Fig. 5. The upper row shows a μCT cross
section of the sample under vacuum, and from left to right:
raw image, FFT filtered image with the upper and lower
threshold being set at 5 and 640 voxels, respectively, and
image segmented by Li thresholding using ImageJ. The 3D
pore space was derived from the segmented vacuum data sets,
giving a porosity of 0.327, which is in good agreement with the
experimentally measured porosity of 0.318. This, together with
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FIG. 5. (Color online) Upper row: μCT cross section in the dry state (flooding-resolution, under vacuum). Lower row: μCT cross section of
the sample saturated with n-decane-brine (same slice). From left to right: raw images, images after FFT filtering and images after segmentation.
In the upper right, segmented images of the pore space and the fluid phase are superimposed. The lower right image shows the 3D visualization
of the fluid phases: brine in blue and n-decane in white.

the well-reproduced permeability and pore-radius distribution
(as discussed in Sec. II A), validated the image filtering and
thresholding applied. The lower row of Fig. 5 shows the same
cross section after injection of 1 PV of n-decane in the initially
brine-saturated sample (primary drainage). To achieve a good
X-ray contrast, the brine phase was doped with CsCl at a
concentration where the contrast between glass beads and
brine is minimized, achieving a clear contrast between the
glass-brine initial system and the injected n-decane system.
As a consequence, the nonwetting phase volume can be
directly derived by segmentation with a single threshold. The
nonwetting phase clusters in this work were all derived from
the segmentation of the μCT data taken at the respective
saturation states. The cross section of the pore space combined
with the extracted nonwetting phase distribution and a 3D
representation of both fluid phases (with the porous medium
being transparent) are shown in the rightmost images in Fig. 5.

B. Cluster analysis

A range of flooding experiments were conducted by varying
(a) the flooding sequence to establish the initial saturation and
(b) the concentration of DTAB to adjust the interfacial tension
corresponding to capillary number (Ca) ranging from 10−5 to
10−4. The nonwetting phase saturations obtained for different
capillary numbers are within a range in which the residual
saturation starts to become a function of Ca (see capillary
desaturation curve [5]).

For the experiments I (γ = 50.5 mN/m), IV (γ =
8.6 mN/m), and VI (γ = 27.2 mN/m) the core was pre-
saturated with brine and subsequently drained with 200 PV
n-decane (primary drainage) before the imbibition was started.

In experiments II (γ = 50.5 mN/m), III (γ = 8.6 mN/m), and
V (γ = 27.2 mN/m) the sample was initially presaturated with
n-decane and brine was injected thereafter. μCT scans were
recorded from the respective initial state and after injection of
volumes as indicated in the respective figures (in PV).

In Fig. 6 the 3D fluid distribution derived from the
segmented images during drainage is shown. The brine is
displayed in blue and the n-decane in white, showing the
growth of the n-decane clusters as a function of injected
volume. The flow direction is from top to bottom. After the
injection of 1 PV, clusters of different sizes spanning across
multiple pores are clearly visible. The image on the right
shows the same distribution, but with the individual clusters
colored differently, visualizing clusters of different sizes
(rotated view). The larger clusters show a disklike shape with
the truncated length along the flow direction. The continued
injection leads to a clear increase of n-decane saturation.

Of particular interest is the size and the volume of the
various trapped clusters. Their volume and length distributions
are shown in Fig. 7 on a double logarithmic scale. The
cluster-volume distribution shows more scatter than the length
distribution, following a power-law behavior in accordance
with invasion percolation theory [36,37] given by the form

N (s) ∝ s−τ , (1)

where N (s) is the number frequency of cluster size s.
An exponent τ = 2.189 has been found by Monte Carlo
simulation on different lattices [38], which best agrees with
most of the cluster-size distribution obtained. Deviation from
the power-law behavior was observed for large clusters, a
fact associated with clusters growing at values away from
the percolation threshold [38]. A power law with exponent
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FIG. 6. (Color online) 3D fluid saturations during drainage. The images are recorded with 11.5 μm/voxel. The length of the
base line corresponds to 7.6 mm. Clearly visible is the growth of the n-decane clusters (white). The image on the top right shows the
n-decane clusters individually colored after injection of 1 PV n-decane (the image is rotated with respect to the image on the left).

τ = 2.189 is also plotted in Fig. 7 showing agreement with
the results obtained in the present study, but also the range
where the larger cluster distribution deviates. Comparable
observations were made by Iglauer et al., who obtained an
exponent τ = 2.05 for (n-octane + brine) system in water-wet
sandstone [24], and τ = 2.12 for (n-decane + brine) system in
oil-wet sandstone [39]. Pentland et al. [40] found exponents
ranging from (2.004 to 2.0137) for CO2 trapped phases in
brine-saturated glass and sand packs, at reservoir conditions.
It should be noted that the total volume of the largest clusters
may be underestimated due to possible truncation associated
with field of view limitations.

The cluster-length distribution, shown in the lower part
of Fig. 7, corresponds to the diagonal length of the cluster
bounding box. The data appear less scattered than the volume
distribution, and both show characteristics of a power-law
behavior. In order to put the cluster lengths into perspective, the
pore radius distribution and the single-phase porosity-based
REV are also displayed. Even the smaller clusters are clearly
dispersed over several pore lengths, and apparently there are
clusters extending even far beyond the porosity-based REV,
which raises the question about the two-phase flow; an inherent
attribute of the μCT analysis arises from the fact that the
REV for two-phase flow is larger than the field of view
(see discussion in Secs. III C and III D).

Figure 7 clearly shows that the cluster size does show
a power-law distribution only for the smaller clusters but
deviates from the power-law distribution at larger cluster sizes.
Since data for a larger field of view are inaccessible without
losing resolution (required to determine the connectivity of
clusters), we can only speculate whether for a larger field of
view the power-law range would increase or even span the
whole dynamic range and thus indicate a two-phase REV.
Instead we rather concentrate on some implications on the

non-power-law tail of the cluster size distribution and the
computation of the power-law exponent. Since N (s) displayed
in Fig. 7 spans more than three orders of magnitude, in a
power-law fit the much larger N (s) for the smaller s would
have a much higher weight. Therefore, commonly the M(s)
distribution, given by the form

M(s) =
∞∑

s=s ′
s ′N (s ′) ∝ s2−τ , (2)

is used [24] because M(s) varies by less than one order of
magnitude. Computing the M(s) according to Eq. (2), however,
implicitly assumes that N (s) has the form of a power-law
distribution over the whole range, which is not the case. When
computing the M(s) the sum also includes the non-power-law
tail with a non-negligible weight. That is illustrated for one
data set taken as example (1 PV, drainage) displayed in Fig. 8.
In the top panel we show the N (s) distribution, and a power law
superimposed at an exponent of τ = 1.95 that visually fits the
data over the largest range. The M(s) distribution computed
over the whole range displayed in the bottom panel is well
fitted with an exponent of τ = 2.23, which is still compatible
with the N (s) data but not an optimum fit anymore. Truncating
the N (s) distribution when computing the M(s), cutting off the
non-power-law tail (vertical line in top panel), leads then to a
very different M(s) fitted with τ = 2.34, which clearly shows
that the non-power-law tail has a large influence on the M(s)
and the fitting exponent. It therefore becomes questionable
whether fitting the M(s) for a distribution with non-power-law
tails leads to reliable results.

Apart from that, already the binning when computing the
N (s) histogram has an influence on the power-law exponent.
The maximum likelihood estimator [41,42] is a direct method
that does not rely on binning or the computation of N (s)
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FIG. 7. (Color online) Top: normalized volume distribution of
the nonwetting phase (n-decane) clusters. Bottom: pore-radius distri-
bution compared to the cluster-length distribution. Data of different
pore volumes of injected n-decane during drainage and imbibition
are plotted.

and M(s). The associated power law computed using the
MATLAB R© script from Refs. [41,42] for the cumulative
distribution M(s) displayed in Fig. 8 is shown with a red
continuous line. The power-law exponent estimated in this
way is τ = 2.10, which shows very good agreement with
the data. We performed this data analysis for all data sets
in our study and display the resulting exponents in Fig. 9. The
exponents obtained had a standard deviation of 0.11, which
is in the same range as the exponents between 1.95 and 2.2.
All are somewhat compatible with the N (s) data in Fig. 8
and present an estimate of the uncertainty in the data. Within
this uncertainty, no clear trends are visible, and overall the
data are, within the uncertainty, compatible with a percolation
model that predicts exponents of τ = 2.189.

In Fig. 10 the volume of the largest cluster is plotted versus
the total nonwetting phase saturation. For both drainage and
imbibition, the data follow a similar trend. The volume of
the largest cluster grows monotonically with the nonwetting
phase saturation and shows relative values between 65 to
99%; i.e., the majority of the nonwetting phase is contained
in the largest cluster, in agreement with similar findings
in the literature [43,44]. This is significant as the largest
clusters in a porous medium bear the highest potential of
being mobilised. Induced pressure gradients created by viscous
forces during flow will act along the length of a large cluster
more effectively compared to smaller ones, thus potentially
rendering more mobile the majority of the nonwetting trapped
phase. The lower graph of Fig. 10 shows the behavior of the

FIG. 8. (Color online) Normalized cluster volume (top) and
cumulative distribution (bottom) for different regions of interest.
Computed exponent τ = 2.10 (thick red line) derived by maximum
likelihood (max. L.) estimator for power-law determination using the
MATLAB R© script from Refs. [41,42].

six largest clusters in drainage and imbibition as a function of
the nonwetting phase saturation. When the nonwetting phase
saturation is increased (drainage), the largest cluster grows
at the expense of smaller clusters. A similar behavior, but
in the reverse direction, is observed during imbibition. When
the nonwetting phase saturation is decreased (imbibition), the
largest cluster breaks apart and fragments into smaller clusters.

C. Cluster length estimation from Ca

In the course of this study we observed clusters with
lengths over the range of several millimeters, i.e., range of
the dimension of the experiment (10 mm). An interesting
question is whether or not the observed cutoff is a property
of the finite size of the experiment (sample and field of view),
as we would expect for a true power-law behavior suggesting
clusters on all length scales, or whether there is a maximum
cluster size that cannot be exceeded independent of the size of
the experiment. Both cases lead to a dilemma, since a further
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FIG. 9. (Color online) Power-law exponents fitted to the individ-
ual data sets using the maximum likelihood estimator [41,42], as a
function of injected pore volumes.
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FIG. 10. (Color online) Cluster volume development during
drainage and imbibition. Top: volume of the largest n-decane cluster
over the total n-decane volume in the field of view. Bottom: length of
the six largest clusters as a function of brine saturation for different
drainage and imbibition cycles.

increase of sample and field of view would lead to a decrease
of CT resolution, and consequently to the inability to decide
whether an observed cluster is actually connected or not.

According to Hilfer and Øren [45], a maximum cluster
length can be estimated via the macroscopic capillary number
Ca, defined as the ratio between the viscous Fvisc = Acl�P =
AcllclμwνDarcy/K and capillary Fcap = AclPb forces, given by
the form

Ca = lclμwνDarcy

KPb
, (3)

where Acl is the cluster cross-sectional area, lcl the cluster
length along the viscous pressure drop, K the permeability, μw

the viscosity of the aqueous phase, νDarcy the Darcy velocity,
and Pb the breakthrough pressure from the capillary pressure
curve, defined as Pb = Pc(Sw = Sb). Unlike the microscopic
capillary number, Ca depends explicitly on the length scale,
i.e., on the cluster size. For a mobile cluster the viscous forces
would overcome capillary forces, thus Ca � 1. By rearranging
the terms in this inequality the maximum cluster length lcl,max

may be determined by the form

lcl,max � PbK

μwνDarcy
. (4)

The maximum cluster size is estimated to be in the order
of 0.2 m and thus one order of magnitude larger than the total
size of the experiment for this specific porous medium, i.e.,
the larger clusters are likely to be truncated by the size of the
experiment.

FIG. 11. (Color online) Porosity and n-decane saturation as a
function of averaging window.

D. Representative elementary volume

As illustrated in Figs. 7 and 10, there are only few large
nonwetting phase clusters in the field of view with a size in
the order of the experimental dimensions (or even larger). This
fact raises immediately the question of how representative this
particular field of view is for the representation of a two-phase
system. In Fig. 11 the porosity and the total nonwetting phase
saturation are shown as a function of the averaging window.
The porosity data indicate an REV around 2–3 mm (the high
resolution scan gives about 2 mm), but at this length scale
the saturation still increases substantially, indicating that a
two-phase REV is substantially larger, also consistent with the
observations in Secs. III C and III E.

This is best illustrated in Fig. 6, where the nonwetting
phase saturation is obviously determined by only a few large
clusters in the field of view. Since we have established from
the porosity that our field of view covered more than twice the
length of the REV, we should be able to take 8 subsamples
and find the same saturation value. But as is obvious from
Fig. 6, this depends entirely on the sampling. For 5 PV
injected, for instance, when a sample cube with half length
from the upper left corner at the front is selected, a high
nonwetting phase saturation is obtained. However, if the same
volume is sampled from the upper right corner at the back,
a very low nonwetting phase saturation is found, which is
reflected in the increase of the saturation in Fig. 11 beyond
the porosity-based REV. While the porosity becomes almost
constant for averaging windows that are approximately half
the field of view, the saturation still shows a large variation.
This means in practice that a two-phase REV can be much
larger than a single-phase porosity-based REV.

This links to the observed cluster size distribution both in
this work (Figs. 7 and 8) and in the literature [24,36,37,39,40]
with regard to the apparent power-law distribution and the
non-power-law tail for large clusters. According to a power-
law distribution of cluster number N (s) ∝ s−τ , it should follow
that the cluster volume must scale as sN (s) ∝ s1−τ . This means
that the volume fraction of the largest clusters (s → ∞) should
vanish (s1−τ → 0) for percolation exponents τ . In other words,
even though percolation does not provide an upper bound for
large clusters, a two-phase REV may still be defined due to the
ever-insignificant contribution of large clusters to saturation,
should a power law hold throughout [46]. Yet observed
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FIG. 12. (Color online) Influence of interfacial tension on the
total nonwetting phase saturation after imbibition of 1, 5, and 30 PV.
The data are plotted as a function of the capillary number varied
by the interfacial tension between both fluid phases. The red and
black symbols represent different flooding sequences: black circles:
n-decane (presaturation) to brine; red squares: brine (presaturation) to
n-decane to brine. The capillary desaturation curve (lower-black) [5]
and the same curve scaled by a factor of 5/3 (upper-red) are plotted
for comparison.

cluster size distributions with non-power-law tails are found
in porous media flow, which further appear to depend on the
morphology of the pore space; media with low pore-throat to
pore-body aspect ratios seem to have more clear non-power-
law tails than sandstone rock [46], as seen in the present work.
This signifies that large clusters become significant and do in
fact affect the two-phase REV.

E. Influence of surfactant

For some experiments we added surfactant (DTAB) to the
brine phase in order to reduce the interfacial tension and
as a consequence to increase the capillary number Ca. Ca

was varied from 10−5 to 10−4 over the range of capillary
de-saturation. The capillary desaturation curve [5] as well as
the experimental nonwetting phase saturations after 1, 5, and
30 PV of brine imbibition are plotted in Fig. 12. The data are
from two types of experiment, the first starting at initial brine
saturation followed by a primary drainage of 200 PV n-decane
and a subsequent imbibition process, and the second starting
at a 100% n-decane saturated core (no initial brine) followed
by brine imbibition.

The nonwetting phase saturations for the two different
initial states show a similar behavior and follow approximately
the trend of the capillary desaturation curve. The absolute
saturation of the brine and n-decane presaturated experiments
tended however to be larger, compatible with the desaturation
curve scaled by a factor of 5/3. The absolute observed
nonwetting phase saturation might be a property of the

individual sample and the finite volume injected, i.e., true
residual saturation is not yet reached.

The data of the individual experiments show a large scatter,
which is only partly related to the additional displacement by
the injection of more brine. The scatter could be mainly related
to the fact that the field of view is not sufficient to measure
macroscopic saturations (see REV discussion in Sec. III D).
The total measured saturation depends on whether the large
clusters have moved into or out of the field of view in the
specific measurement.

IV. SUMMARY AND CONCLUSIONS

We performed two-phase flow experiments in a porous
medium to investigate the nonwetting phase distribution during
drainage and imbibition on the pore scale. The distribution was
imaged by in situ μCT scanning with a pore-scale resolution
and a maximized field of view. Large nonwetting-phase
clusters were observed, dispersed from the size of a single
pore to the size of several-hundred pore volumes and pore
lengths. The maximum cluster size was estimated to be much
larger than the obtainable field of view, compatible with
the experimental data. The cluster size distribution shows a
signature of a power-law behavior between 10 and 100 μm
with an experimental cutoff thereafter. The consequence
of the experimental cutoff is that the largest clusters are
statistically not well represented, which is a principal problem.
However, the largest clusters contain the majority of the total
nonwetting phase, with the volume of the largest cluster
observed varying from 65% up to 99% of the total nonwetting
phase volume. This seems to be currently a limitation of μCT
scanning, which is the preferred if not only method to image
fluid distributions in 3D porous media; physically relevant
clusters are only deficiently represented, while clusters that
are statistically well represented are physically less relevant.
The question of what constitutes a representative elementary
volume of two-phase flow is not only relevant for the scale
of experiment and imaging, but also for numerical modeling
of pore-scale processes, since the respective volumes at a
sufficient resolution require a yet or not always feasible
computational power.
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