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We propose using high-purity lab-grown diamond crystal for the detection of sub–giga electron volt dark
matter. Diamond targets can be sensitive to both nuclear and electron recoils from dark matter scattering in
the mega-electron-volt and above mass range as well as to absorption processes of dark matter with masses
between sub–electron volts to tens of electron volts. Compared to other proposed semiconducting targets
such as germanium and silicon, diamond detectors can probe lower dark matter masses via nuclear recoils
due to the lightness of the carbon nucleus. The expected reach for electron recoils is comparable to that
of germanium and silicon, with the advantage that dark counts are expected to be under better control.
Via absorption processes, unconstrained QCD axion parameter space can be successfully probed in
diamond for masses of order 10 eV, further demonstrating the power of our approach.
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I. INTRODUCTION

The identity of the dark matter (DM) in the Universe is
one of the most pressing puzzles of modern-day physics.
Guided by the weakly interacting massive particle (WIMP)
paradigm, experimental efforts have focused for decades on
tracking down DM at the giga-electron-volt (GeV) mass
scale and above. As sensitivity to this mass range continues
to increase with large-scale detectors and reduced thresh-
olds, the lack of observation of WIMP particles stresses the
importance and timeliness of searching for lighter DM
beyond the WIMP.
Indeed, recent years have seen a surge in ideas for sub-

GeV DM detection, including the use of atomic ionization
[1], semiconductors such as germanium (Ge) and silicon
(Si) [1–3], scintillators, color centers [4], two-dimensional
targets such as graphene [5] and carbon nanotubes [6],
superconductors [7–9], Dirac materials [10], polar crystals
[11,12], and superfluid helium [13–15]. Some of these
proposals make use of DM-electron interactions, and some
make use of DM-nucleon interactions, while some are
sensitive to both.
Here, we propose the use of diamond detectors for sub-

GeV DM. Such detectors can probe both electron and

nuclear recoils from DM scattering in the mega-electron-
volt (MeV) and above mass range, as well as sub–electron
volts to tens of electron volt (eV) DM masses via
absorption processes. Given that the detector requirements
of sub-GeV DM are similar to those for measurement of
coherent neutrino nucleus scattering, such diamond detec-
tors would also be attractive for use in the growing field
of low energy-transfer neutrino physics (see e.g., Ref [16]
and references therein).
Compared to other proposals, diamond detectors have

several advantages. First, the light nucleus of carbon
enables detection of lower DM masses compared to other
heavier targets for nuclear recoils. Second, compared to
other semiconductor targets, diamond has excellent iso-
topic purity; more energetic and long-lived phonon modes
with higher velocities; and long phonon mean free paths,
which should allow for larger crystals, and is radiation hard.
Diamond targets can also hold large electric fields (greater
than 20 MV=cm). Finally, the absence of electrical impu-
rity states below 0.5 eV is suggestive of low dark count
rates. In addition, much of the current techniques and
technology developed for silicon and germanium targets
can be ported over to diamond with minimal modification,
placing diamond detectors in an excellent position to
broadly probe and detect DM in the near future.
This paper is organized as follows. In Sec. II, we discuss

aspects of diamond as a detector medium, including
particle interactions in diamond, charge and phonon col-
lection efficiency, and resolution. In Sec. III, we briefly
discuss potential limiting backgrounds, as compared
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to Si and Ge. Our projected reach for dark matter
absorption, electron recoils, and nuclear recoils is presented
in Sec. IV. We conclude with a discussion in Sec. V.

II. DIAMOND AS A DETECTION MEDIUM

Diamond, like silicon and germanium, is a semiconduc-
tor with a tetrahedral lattice symmetry and an indirect
band gap [17–20]. The strong nature of the carbon-carbon
covalent bonds leads to a larger band gap energy (5.4 eV)
and more energetic optical phonon modes (approximately
160–190 meV) than Si, but the p-orbital dominated band
structure is qualitatively very similar to Si, in that the
energy valleys are highly anisotropic, and the minima occur
along the X-valleys in the Brillouin zone (see Fig. 1).
These properties theoretically give high-purity diamond

very high carrier lifetime, thermal conductivity, and high
resistivity to much higher temperatures than either Si or Ge.
The large band gap also makes diamond transparent to IR
and optical photons, and the dominant impurity states all
have binding energies much larger than that found in Si or
Ge, giving diamond much lower IR-induced dark counts.
Some lattice properties of diamond, as compared to Si and
Ge, can be found in Table I.
The semiconducting nature of diamond was well estab-

lished theoretically around the time that Si and Gewere first
being used to create transistors [17], but the development of
diamond electronics was slowed by the cost of scaling
diamond as a technology as well as the lack of an adequate
donor impurity, which rendered all early diamond devices
implicitly n type [19]. Despite these limitations, natural
diamond was successfully used in the late 1970s to produce
an avalanche-type particle detector [28].1 As sufficiently
high-purity synthetic crystals2 have become available in the
past two decades [23], diamond has shown success both as
an x-ray detector and as a particle detector for high-
intensity nuclear radiation environments (see Ref. [29]
and references therein). In this time, the field of diamond
electronics has become much more mature [23,30], and as
the industry has begun to produce lower-cost synthetic
diamond substrates, these devices have come into broader
use in particle physics, most recently as upgrades to both
the ATLAS and CMS detectors [31]. Lattice vacancies in
diamond have also become interesting to the quantum
sensing community as potential qubit storage media, which
may allow the use of diamond as a directional dark matter
detector when used in conjunction with conventional
technologies [32].

Here, we explore the possibility of producing diamond
detectors with sub-eV energy thresholds by employing
cryogenic phonon, charge, or light readouts similar to those
used by the SuperCDMS, CRESST, and EDELWEISS
experiments to achieve eV-scale thresholds in Si [33], Ge
[34,35], CaWO3 [36], and Al2O3 (sapphire) [16], respec-
tively. We will touch on the ionization yield model for
diamond and discuss relevant aspects of the charge-phonon
dynamics, before discussing reference designs capable of
achieving the performance shown in our sensitivity pro-
jections later in this paper. The theorist interested primarily
in the expected reach of diamond into dark matter param-
eter space can move directly to Sec. IV.

A. Particle interactions in diamond

In the energy range of interest for sub-GeV dark matter
searches (below 1 keV), there is a large difference in
detector response between nuclear and electronic recoils.
For a pure calorimeter, the only quantity of interest is the
recoil energy, which does not depend on the partition of
energy into phonons (often called displacement energy)
and free charge carriers (ionization energy). For many dark
matter detectors, however, the difference in this partition is
a useful way to discriminate between types of detector
interactions, and the amount of discrimination ability in this
channel is an important property of a potential diamond
detector.

FIG. 1. Band structure of diamond in the reduced-zone scheme,
reproduced from Ref. [17].

1In this case, type IIa diamond, which is the purest grade of
natural diamond, was used. The limitation of this experiment was
finding a natural diamond with sufficient purity, given the
variability between diamonds. Type IIa diamonds have nitrogen
as their primary impurity.

2Standard quantum-grade synthetic diamonds suitable to these
applications typically have N and B concentrations less than
10 ppm and are free of crystal defects in the single-crystal region.
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At very high energies, on the MeV scale, the vast
majority of the initial energy lost in the interaction between
the incident particle and the diamond substrate is lost to
charge production [25,37]. Reference [38] demonstrated
that α particles with energies in the MeV range and β
particles down to energies of approximately 200 keV
produce an average of one electron-hole pair per 13 eV
of recoil energy in diamond. In this paper, we refer to this
energy as Eeh. Subsequent follow-up experiments with
proton, neutron, ion, and electron beams have shown this is
true for a wide range of particles and energies (see, e.g.,
Refs. [29,37,39,40]). Calculations of the Lindhard partition
function yðERÞ in diamond, defined as

yðERÞ ¼
Eionization

Erecoil
¼ Eehneh

Erecoil
; ð1Þ

where neh is the number of electron-hole pairs produced,
suggest that the energy partition is very similar to that
found in Si [37,41]. From these studies, we see that for all
nuclear recoils with energies above ∼1 MeV, we can
expect both electronic and nuclear recoils to produce the
same ratio of charge carriers to phonon energy, yðERÞ ¼ 1.
The ratio of electron-hole pair production energy Eeh to
band gap energy Egap means that a charge yield of 1 is
slightly misleading and that the actual energy stored in the

charge system is given by the ratio Egap=Eeh, the remainder
of the energy shed by the initial charge carriers into the
phonon system.
The fraction of energy dissipated in nuclear recoils by

charge production drops to around 50% of its high-energy
value by 10 keVand is expected to exactly match that of Si
by approximately 100 eV [37]. This comes with the caveat
that the ionization yield for nuclear recoils in both Si and
diamond are essentially unmeasured below 1 keV, which is
an outstanding challenge for the upcoming generation of
dark matter searches [26].
The electron-recoil response of diamond, however, is

well validated over our entire energy range of interest,
maintaining a value of yðERÞ ¼ 1 across this range. There
is a large community interested in the potential application
of diamond to UV and x-ray photon detection [42], and
recent work has demonstrated full charge collection (con-
sistent with the 13 eV per pair energy) for a range of
photons both near the band gap [43] and in soft x-rays, for
energies between 200 eV and 2 keV [44]. These measure-
ments are well matched by models of secondary electron
cascades in Si [25]. The lack of explicit calibration in the
energy range between approximately 10 and 200 eV can be
attributed to the difficulty in producing calibration sources
in this energy range and in subsequently propagating these
photons to the bulk of the detector through electrodes

TABLE I. First and second columns: material properties of diamond, Si, and Ge (from Refs. [21–23] unless
otherwise stated). Last three columns: Phonon figures of merit in the three materials at low temperatures (below
30 mK) for a millimeter-scale crystal. Transmission coefficients are calculated according to the model in Ref [24].
See the text for more details.

Parameter Description Diamond (C) Si Ge

Z Atomic number 6 14 32
A Average atomic mass 12.01 28.09 72.64

Stable isotopes 12,13 28,29,30 70,72,73,74
Natural radioactive isotopes 14 32 76

a (A) Lattice spacing 3.567 5.431 5.658
N (cm−3) Number density 1.76 × 1023 5 × 1022 4.42 × 1022

Egap (eV) Band gap energy 5.47 1.12 0.54
Eeh (eV) Average energy per e−hþ pair ∼13 [25] 3.6–3.8 [25,26] 3.0 [26]
ϵr Relative permittivity 5.7 11.7 16.0
ΘDebye (K) Debye temperature 2220 645 374
ℏωDebye (meV) Debye energy 190 56 32
ℏωTO (meV) Transverse optical phonon energy 141 59 � � �
ℏωLO (meV) Longitudinal optical phonon energy 163 63 37
cs (m=s) Average phonon speed 13360 5880 3550
vd;sat, e− (m=s) Electron saturation velocity ∼2 × 105 1.35 × 105 1.2 × 105

EBd (MV=cm) Dielectric breakdown field >20 [27] 0.3 0.1

l (cm) Phonon mean free path 25.6 11.4 6.9
τlife (μs) Phonon lifetime 19.2 19.4 19.5
fW Phonon transmission (W) 80.6% 42.1% 62.6%
csfW (m=s) Effective speed (W) 10773 2473 2221
fAl Phonon transmission (Al) 63.7% 90.0% 80.9%
csfAl (m=s) Effective speed (Al) 8513 5290 2872
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(which is also a challenge for similar Si and Ge detectors).
In the case of a dark matter search, this intrinsic shielding is
actually a highly desired property, though it will continue to
present a challenge for calibration. Compton recoils from
higher-energy gamma rays show promise as a reliable
means to calibrate the energy scale and electron-recoil
ionization yield for future low-threshold detectors, includ-
ing diamond.
We note that interactions in high-purity diamond are not

limited to energies above the band gap. Nuclear recoils can
excite phonons of arbitrarily low energy; however, such
small momentum transfers will not generate a crystal defect
since the displacement energy of a nucleus from its lattice
site is 40 eV [37]. But subgap interactions can kinemat-
ically excite a nucleus, producing athermal phonons until
the system returns to thermal equilibrium. Photon scatter-
ing can also occur through multiphonon excitations for
phonon energies up to the Debye temperature of the crystal
[45] and through coherent scattering with an atom [46]. In
addition, impurities in the lattice can create subgap bound
states, which we will consider as sources of backgrounds
in Sec. III.
Given an estimate for the charge and phonon production

from an interaction of known energy, it is important to
consider the long-term stability of these excitations, which
will determine how useful they will be for particle
detection. In the next two subsections, we consider the
long-term stability of charge carriers and phonons in high-
purity diamond and consider the efficiency and precision
with which these excitations can be collected and measured
based on recent developments in low-threshold detector
technologies.

B. Charge readout

1. Charge collection efficiency

The first demonstration of sufficient charge mobility in
synthetic diamond, initiated the development of diamond-
based sensors, showed a charge carrier lifetime in excess of
2 μ sec [23], which allows us to get a sense for the charge
collection efficiency (CCE) possible in a diamond device of
different sizes. For a field strength of 1–10 kV=cm, charge
drift velocity is on the order of 107 cm= sec or 10 cm=μ sec
[20]. Thus, a charge carrier has a mean free path, at room
temperature, of at least 10 cm; this is in fact the maximum
collection distance measured by Ref. [23] for high-quality
chemical vapor deposition (CVD) diamonds at room
temperature, though it is by no means a fundamental limit.
It is likely that as CVD diamond continues to improve in
purity these collection lengths will only increase.
If we note that carrier lifetime and drift velocity both

increase at lower temperature and higher crystal purity
[20,47], we infer that high-quality CVD diamond can in
principle offer perfect charge collection over macroscopic
crystal sizes; certainly larger than any commercially

available CVD crystals. For example, Ref. [29] demon-
strated that charge collection in diamond is primarily
determined by nitrogen defects by observing CCE as a
function of time in a high radiation environment. Thus,
sufficiently pure, low-temperature CVD diamond should
provide highly efficient charge collection, which can be
enhanced and the bandwidth of which can be increased,
by cooling the diamond to moderate cryogenic temper-
atures (approximately 4 K or higher, possibly up to liquid
nitrogen temperatures). The applications discussed below
assume low temperatures (less than 100 mK) to minimize
readout noise for existing amplifiers, but for the charge
readout, the fact that these properties should be maintained
to higher temperature is promising for extending these
techniques to regimes with less demanding thermal
constraints.

2. Charge resolution

The simplest extension of past work producing diamond
detectors (see e.g., Refs. [22,28,29,38,44]) is to consider
how advances in Si and Ge charge detectors can be
leveraged to produce a charge-quantum sensitive diamond
detector.
We first consider a simple model of the solid-state

ionization “chamber.” In this model, a single nondoped
monolithic crystal is sandwiched between two electrodes,
and a bias is applied to drift the electron-hole pairs to the
electrodes when an interaction occurs in the crystal. It has
already been demonstrated that full charge collection
(without losses due to trapping or recombination), even
without explicit cooling, can be achieved for events
occurring in the bulk of a high-purity CVD crystal [44].
The only challenge then is to couple a sufficiently

pure substrate to a readout with adequate resolution. In
addition, the characteristic collection time is given by
τq ∼ η=vdðE; TÞ, where η is the crystal thickness and
vdðE; TÞ is the drift velocity at a given electric field
strength and temperature. CVD diamonds, with thickness
on the order of 0.1 cm and drift velocities of approximately
107 cm= sec can expect to have τq ≲ 10 nsec [20]. The
charge collection will therefore almost always be faster
than the charge readout circuit, and for small crystals, we
can ignore charge collection time to a very good approxi-
mation.
For the ionization chamber model, there is negligible

current noise contributed by the system itself, given that
it is completely frozen out. Any thermionic emission of
charge shows up as a signal event rather than contributing
to the charge noise budget, as shown in Ref. [33]. The
standard way of detecting charge is using an integrator
circuit. The minimum resolution of a charge integrating
readout is completely determined by the noise properties of
the amplifier, the bias circuit, and the capacitance of the
detector (Cdet) and amplifier (Cin) (see e.g., Ref. [48]),
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σq ≥
NvðCdet þ CinÞ

ϵq
ffiffiffi
τ

p ; ð2Þ

where Nv is assumed to be a flat voltage noise spectral
density of the amplifier in V=

ffiffiffiffiffiffi
Hz

p
, ϵq is the CCE, and τ is

the response time of the detector and readout. For an
integrator, the readout time τ is determined by the rate at
which the input is drained by some bias resistor Rb, and
thus τ ¼ RbðCdet þ CinÞ.
In principle, the readout time can be arbitrarily long by

taking Rb → ∞, but in practice, the readout time is always
limited by either pileup events or by rising noise at low
frequency (often called 1=f noise), presumably caused by
stochastic transitions in two-level systems. Recent work
using high electron-mobility transistors (HEMTs) by the
SuperCDMS and EDELWEISS collaborations demon-
strated a charge readout with a noise corner of around
4 kHz (τ ≈ 40 μ sec) and a white noise floor of Nv∼
0.2 nV=

ffiffiffiffiffiffi
Hz

p
, resulting in a charge resolution of approx-

imately 35 electron-hole pairs for Cdet ≈ 150 pF and Cin ≈
100 pF [49]. These amplifiers can be produced with
variable Cin down to less than 10 pF, and it has been
shown that the 1=f noise scales as C−1=2

in , while the white
noise is invariant to gate capacitance [50]. This means that
τ ∝ C1=2

in , and the charge resolution scales as

σq ≈ ð35 e−hþ pairsÞ ðCdet þ CinÞ=ð250 pFÞ
ðCin=100 pFÞ1=4 : ð3Þ

A typical CVD diamond crystal with a 4 × 4 mm face and
0.5 mm thickness has a capacitance of 2–5 pF; the
reduction in capacitance comes from both the smaller
physical size and the lower relative permittivity of diamond
as compared to Si and Ge (see Table I). Matching the input
gate capacitance to the detector capacitance therefore
predicts a charge resolution of 1–3 electron-hole pairs
(depending on the actual crystal capacitance) for ideal
operating conditions in an ionization chamber mode. This
is likely near the best achievable charge resolution for a
cryogenic diamond detector of the proposed size using

current readout electronics and is nearing subelectron
resolution.
In contrast to the single-channel ionization chamber

model of charge readout, we can consider the more common
paradigm ofmassively parallel readout used in CCDs. Recent
advances in Si CCD technology have enabled single-read
resolution per pixel of 2 e− and allow for multiple reads on a
single pixel in order to reduce charge resolution below the
single-read level (see e.g., Refs. [51,52]). This multiple-read
strategy allows these CCDs to overcome the 1=f noise issues
that otherwise limit the gains of longer integration time.
The single-read resolution is achieved by using small, low
capacitance read nodes (less than or equal to 100 nF) coupled
to more conventional amplifiers. The ability to sequentially
read pixels allows for scaling this technique to gram-scale
detector masses.
A hybrid design of O(10) charge sensitive segments on a

small diamond crystal could achieve subelectron resolution
with a HEMT amplifier design, assuming the charge could
be concentrated within the area of a unit cell and assuming
the HEMT design can attain sufficiently small input gate
capacitance. Charge transport imaging measurements made
in Si demonstrate that at high field strength, both electrons
and holes can be focused along charge lines and confined to
within 1 mm of the original event location [53,54]. Thus,
individual cells can be defined with a maximum size of
1 mm2, reducing the capacitance, and therefore resolution,
of an individual pixel, at the cost of readout complexity. It is
likely that for a dark matter application, this complexity
would result in diminishing returns until the segmentation
rivaled that of a CCD. It is worth emphasizing that, while
the development of diamond CCDs is beyond the scope of
this paper, there is a lot of synergy between dark matter and
many adjacent fields that would all benefit from work
toward this end. The crystal dimensions and resolutions of
the two proposed detector designs are shown in Table II.

C. Diamond calorimetry

1. Phonon collection efficiency

Phonon lifetime in diamond can be estimated following
the approach in Ref. [55]. At low temperatures, the phonon

TABLE II. Summary of the detector designs discussion. Voltage bias for the charge designs should be high enough to ensure full
charge collection and need not be higher. For the phonon designs, the voltage sets the charge resolution, but for low enough resolution,
the primary region of interest is below the band gap, meaning no applied voltage is necessary. Crystal sizes are by those currently
available combined with the assumption that centimeter-scale crystals are attainable.

Readout Design Dimensions Mass (mg) Temperature VBias σE σq

Charge Single cell 16 mm2 × 0.5 mm 28 4.2 K 10 V 13–39 eVee 1–3e−
segmented 1 mm2 × 0.5 mm 1.8 1.3–3.9 eVee 0.1–0.3e−=segment

Phonon A 16 mm2 × 0.5 mm 28 40 mK 40 V 0.2 eV 5 × 10−2e−

B 100 mm2 × 0.5 mm 275 20 mK 30 V 30 meV 1 × 10−3e−

C 16 mm2 × 0.5 mm 28 10 mK 0 V 2 meV � � �
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mean free path is completely dominated by boundary
scattering and is thus a strong function of crystal dimension
and surface quality. In order to compare the phonon mean
free path across different materials under the same geometry
and surface quality, we first fit experimental measurements
of thermal conductivity [55,56] to the Callaway model, and
then replace the fitted parameters related to boundary
scattering for Si and Ge by the corresponding fitted
parameters of diamond. The results are plotted in Fig. 2.
The flattening of the mean free path at low temperatures is a
result of the dominance of boundary scattering under which
the mean free path is limited by the size of the crystal; for
diamond, the crystal is on the order of 1 mm in character-
istic size.
To understand the large differences in phonon mean free

path shown in Fig. 2, we note that for Ge, Ref. [57]
demonstrated that the phonon lifetime is limited by isotopic
scattering of phonons. This scattering is due to slight
differences in the local potential surrounding Ge atoms of
differing atomic weight, which violate lattice symmetry and
allow phonons to decay or scatter. As shown in Table I,
diamond has only two stable isotopes, and natural diamond is
about 98.9% 12C, while Si has three stable isotopes, and Ge
has four. This results in a much smaller number of isotopic
scattering sites for typical diamondcrystals, as compared to Si
and Ge. Isotopically-enriched diamond would have an even
higher phonon mean free path. For example, it was demon-
strated that in diamond crystals that are isotopically enriched
by a factor of 15, the thermal conductivity, and thus the
inferred phonon mean free path, increased by two times [22].
We note that under the same geometry and surface

quality, the phonon mean free path in diamond is still
several times higher than that in Si and Ge. The phonon
lifetime τlife can be estimated from the mean free path l via
a simple conversion

τlife ¼ l=cs; ð4Þ

where cs is the average speed of sound. Both values are
listed in Table I for diamond, Si, and Ge. At low temper-
atures, this gives a phonon lifetime of approximately
20 μ sec in diamond for a millimeter-sized crystal.
The phonons produced need to be read out via some

phonon sensor. Here, we use as a point of reference the
quasiparticle trap–assisted electrothermal-feedback transi-
tion edge sensor (QET), which uses aluminum phonon-
absorbing fins to channel phonon energy into a highly
sensitive temperature sensor, the transition edge sensor
(TES) [33,54]. The collection efficiency across the sub-
strate-absorber interface has to be high to maintain good
energy resolution. A good benchmark is to aim for phonon
collection times below 1 μ sec, as typical low-Tc TESs
typically have response times of a few microseconds. Here,
we will calculate this collection time as it scales with the
sensor geometry to quantify the impact on both resolution
and energy efficiency.
Let us estimate this efficiency for a diamond substrate

with an aluminum/tungsten (Al/W) QET like that described
in Ref. [54]. The time constant for phonon collection at
the interface is given by [8]

τcollection ¼
4Vcrystal

AWcsfW þ AAlcsfAl
; ð5Þ

whereVcrystal is the volume of the crystal, AW;Al is the surface
area of the absorber (tungsten or aluminum), cs is the
average speed of sound, and fW;Al is the transmission
probability across the crystal-tungsten or crystal-
aluminum interface. The transmission probability can be
estimated using the acoustic mismatch model described in
Ref. [24]. The corresponding values for different materials
are tabulated in Table I. We note that the high speed of sound
in diamond leads to a short collection time.
The overall collection efficiency and phonon pulse time

can be obtained by combining the phonon collection time
with the phonon lifetime as [8]

τ−1pulse ¼ τ−1life þ τ−1collection; ð6Þ

where, as a result,

fcollection ¼
τlife

τlife þ τcollection
: ð7Þ

To determine the overall energy efficiency of the QET, we
also need to include the phonon-to-quasiparticle conversion
efficiency fconversion in the aluminum fin as well as
quasiparticle collection efficiency fqp at the Al-W interface.
From past experience with CDMS detectors, these effi-
ciencies are approximately 60% and 75%, respectively
[54]. Thus, the overall energy efficiency is given by

FIG. 2. Estimated mean free path using the Callaway model
fitted to experimental data [55,56] and normalized to the same
geometry (lb ¼ 2.6 mm) and surface quality (P ¼ 4 × 10−4). The
model is described in Ref. [55], with the modification that the
specular reflection probability P is a constant rather than a
function of phonon frequency.

KURINSKY, YU, HOCHBERG, and CABRERA PHYS. REV. D 99, 123005 (2019)

123005-6



ϵ ¼ fcollectionfconversionfqp ð8Þ

≈ 0.6 × 0.75 × fcollection: ð9Þ

For a millimeter-sized diamond crystal with 70% aluminum
coverage, the overall efficiency is estimated to be
around 44%.
For the resolution estimates in our reference designs, we

take this to be an upper limit and assume crystal purity and
sensor nonidealities reduce the efficiency somewhat. As a
means of contextualizing this number, efficiencies in excess
of 20% have been achieved in large Si and Ge detectors,
and an absolute limit of approximately 60% is expected due
to the phonon down-conversion process [54].

2. Energy resolution

The main limitation of a charge readout for diamond is
its larger band gap compared to many materials already
employed by other direct detection searches. The real
strength of diamond as a future detector material is,
however, the combination of high carrier mobility and
long-lived, high-energy phonon excitations.
To see how these qualities factor into the energy

resolution of the device, consider the energy resolution
of a diamond calorimeter with a TES [58] readout as part
of a QET array [54], as described earlier. The minimum
resolution (limited only by thermal fluctuation noise) for a
given detector design obeys the relation [54]

σe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kbT2

cG
ϵ2

�
τpulse þ

2

5
τTES

�s
; ð10Þ

where Tc is the TES critical temperature, G is the thermal
conductance of the TES to the crystal, ϵ is the phonon
collection efficiency, τpulse is the decay time of the phonon
pulse, and τTES is the TES response time in electrothermal
feedback. This last term depends on both the thermal
conductance G and heat capacity C of the TES as well as
the electrothermal closed-loop gain L (which is directly
related to the slope of the TES transition curve) as

τTES ¼
C
G

1

L − 1
: ð11Þ

This means that for an arbitrarily fast collection time, we
have a minimum QET resolution of

σe ≥
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kbT2

cC
p

ffiffiffi
5

p
ϵ

≈
1

ϵ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2kbγT3

cVTES

ðL − 1Þ

s
; ð12Þ

where γ is the specific heat of the TES in the normal state
and VTES ¼ NTESlTESwTESηTES is the volume of the sensor,
with dimensions described in Table III. An additional factor
of 2.4 is due to the jump in heat capacity at the super-
conducting transition predicted by Bardeen-Cooper-
Schrieffer (BCS) Theory [58]. The clear trade-off for

TABLE III. Calorimetric detector parameters used for resolution calculations. Parameters from detector A were
taken from Ref. [54] based on current photolithography and physical constraints and the performance of recent
R&D devices. In particular, all devices made to this point have had a minimum line width of 2.4 μm and thickness of
40 nm. Dimensions smaller than this represent advances in our photolithography process. In addition, Tc of 30 mK
and higher have been achieved in R&D detectors, but we have not yet fabricated and tested devices with Tc below
this level. Efficiencies are all below or equal to measured efficiency of test devices. Fall time for these designs is
calculated according to Eq. (5) using the values in Table I.

Design

Parameter Description A B C

γ Specific heat 108 Jm−3 K−1

L − 1 Transition sharpness 30
ηTES TES thickness 40 nm
NTES Number of TES in array 100
ξAl Aluminum coverage (AAl=wcrystallcrystal) 70%
τlife Phonon lifetime 19.2 μs
τcollect Phonon collection time 335 ns
τpulse Phonon pulse time 330 ns
fcollect Phonon collection efficiency 98.3%
ϵ (ideal) Ideal energy efficiency 44%
wTES TES width 2.4 μm 1.2 μm 400 nm
lTES TES length 50 μm 25 μm 10 μm
Tc Critical temperature 60 mK 40 mK 15 mK
Tb Crystal temperature ≤30 mK ≤20 mK ≤8 mK
τTES TES response time 20 μs 70 μs 1.3 ms
ϵ Design energy efficiency 10% 20% 25%
σE Energy resolution 200 meV 30 meV 2 meV
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energy resolution is thus between critical temperature and
sensor volume, and the transition becomes sharper for a
TES with bulklike critical temperature. Using magnetic
impurities to alter Tc has been shown to work well [59–61],
but this doping process can reduce the sharpness of the
transition by creating a variance in Tc throughout the film,
so it is preferable to use films as close to intrinsic Tc as
possible.
Over the past two decades, significant progress has been

made in producing detectors with sub-eV resolution using
TESs made of tungsten [62] as well as molybdenum and
titanium bilayers (see e.g., Refs. [63–65]). The success of
these materials comes primarily from their small electron-
phonon coupling and low critical temperatures, which
allow for low thermal fluctuation noise, on the order of
1 aW=Hz1=2 [66]. This low thermal conductance is limited
by the small electron-phonon coupling within the tungsten
and not by the interface with the absorber, resulting in a
device performance largely independent of the properties of
the coupled absorber [54,58,63]. It is thus straightforward
for us to apply scalings to diamond based on performance
of tungsten QETs on Si and Ge, with the only difference
being the interaction of the phonons with the QETabsorber.
These are easily extensible to other TES materials in terms
of thermal performance, though the efficiency of transport
from the Al fins to the TES for these materials is hard to
estimate.
Table III gives the parameters for three progressively more

aggressive diamond detector designs targeting milli-elec-
tron-volts (meV)–eV scale resolutions, assuming Al=W
QETs. The scalings employed to compute the expected
resolution are shown in Fig. 3, in comparison with other
resolution measurements. Design A represents the imple-
mentation of demonstrated device performance on a Si
1 cm2 × 1 mm crystal optimized for the smaller diamond
crystal and assuming upgrades to the SuperCDMS
SNOLAB cold electronics already demonstrated on TES
test structures [34,54]. To be conservative, design A also
assumes a lower efficiency than has been achieved in QETs
on Si and Ge (20%–25% for ideal devices [34]) due to the
phonon impedance mismatch and the potential for increased
boundary scattering losses.
Designs B and C assume the same readout electronics

but depend on improvements in the fabrication process to
achieve progressively smaller TES line width in photoli-
thography, and the ability to improve QET efficiency
without increasing the effective heat capacity or thermal
conductance of the TES. The line width assumed for design
B has been achieved by SuperCDMS for past devices and
requires a refresh of those techniques but would not be a
fundamentally new capability. The power noise required for
design B, roughly 300 zW=

ffiffiffiffiffiffi
Hz

p
, is challenging, but this

power noise has been achieved for TES readouts in similar
electronics schemes, and lower power noise (as low as
20 zW=

ffiffiffiffiffiffi
Hz

p
) in similar low-temperature technologies has

already been demonstrated (see e.g., Ref. [68] and refer-
ences therein). Thus, the technical requirements for this
middle design have all been separately demonstrated, and
the remaining challenge is to combine them into one
device; this no small challenge but is one with a well-
determined development strategy.
Design C is very aggressive, and we assume there is no

additional resolution limitation from phonon quantization;
this is approaching the limit of this technique given that
bulk tungsten is expected to have a Tc of 15 mK, and the
TES volume employed is likely approaching a lower
volume limit. This lower volume limit is set by limitations
on the inductance and resistance of SQUID input coils used
as the first-stage current amplifiers and the minimum
feature size necessary to achieve a stable (and operable)
Tc in tungsten films. An alternative way to achieve meV-
scale resolution is by employing a TES multiplexing
scheme (see e.g., Ref. [64]), in which each small TES
has a low resolution, and employing the position depend-
ence of the signal to reduce the amount of TES area
necessary to integrate.
As an aside on the optimal QET design for a given target

material, the phonon energy scale determines the maximum
Tc of the superconducting absorber as

Eg ¼
7

2
kbTc: ð13Þ

For example, for Si and Ge, a mean athermal acoustic
phonon energy of around 3 meV [69] means that Nb (with a
Tc of approximately 9 K and an energy gap of 3 meV) will

FIG. 3. Energy resolution scaled according to Eq. (12) using the
parameters in Table III. These are shown along with the scaling
relations for the given volume and efficiency as a function of Tc
(solid line for design A, dashed for design B, and dot-dashed for
design C). Also shown are the resolution demonstrated in a
tungsten TES photon detector [62] and a Si detector with tungsten
QET readout [67]. The corrected resolution of the Si detector for
upgraded readout electronics is also shown, compared to its ideal
scaling relation (dotted red line).
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have a much lower collection efficiency than Al, which has
an energy gap of approximately 0.3 meV and a Tc of
approximately 1 K [58]. The energy scale of the acoustic
phonons scales with the sound speed cs, and phonon
momentum q, as Eac ¼ ℏqcs [21,54,69]. The higher drift
momenta (higher q) and larger sound speed in diamond
suggest a mean phonon energy in excess of 10 meVeven at
moderate field strength, meaning high-purity supercon-
ducting films of Tc up to approximately 10 K may be
employed as efficient phonon absorbers.
In addition, as previously mentioned, the phonon col-

lection time and efficiency are greatly influenced by the
boundary impedance at the target/absorber interface. This
impedance is larger for mismatched atomic mass and
becomes transparent as the atomic weight of the absorber
and target approach parity. An interesting prospect would
be the use of superconducting diamond (produced by
heavily doping diamond thin films with boron [70,71])
as the QET absorber. Superconducting diamond thin films
show tunable Tc in the range 4–11 K [71]. If a long
quasiparticle lifetime can be demonstrated in these films,
the possibility of achieving down conversion–limited QETs
with efficiency exceeding 50%, and faster fall times, would
allow diamond QETs to achieve their ultimate bandwidth
and efficiency limits.

III. BACKGROUNDS

While we do not include a background model in the
sensitivity projections we present below, it is nevertheless
prudent for us to include a discussionof possible backgrounds
in this first paper.We leave a more detailed background study
to a future work, due to the dependence of such a study on
details of the experimental setup. For a more in-depth
discussion of backgrounds relevant to low-mass dark matter
searches, we refer the reader to Refs. [15,26,72].

A. Excitation of subgap states

The largest internal background in terms of the raw event
rate that affects single-charge and photon counting devices
is the “dark rate”—the random occurrence of single and
multiple charge events due to the decay or excitation of
low-energy states. The three current electron-recoil dark
matter searches of Refs. [2,72,73] were all background
limited only due to such dark rates at low mass.
For CCDs, there is a well-established correlation

between operating temperature and dark rate, indicating
that shallow impurity sites and crystal defects are the
dominant contribution to this leakage. Smaller band gap
semiconductors also tend to have shallower impurity wells,
making them more susceptible to thermal carrier gener-
ation. Almost all shallow-level impurities in a given
semiconductor will have binding energies of the same
order of magnitude as a hydrogenic impurity. Thermal
excitation of charge from impurity states of energy ET, with

number density nI, by a low-temperature (below 10 K)
blackbody of temperature T, yields an event rate Γ that
obeys the proportionality [34]3

ΓðnI; ET; TÞ ∝ nIT4E3
T exp

�
ET

kbT

�
: ð14Þ

Moving to a semiconductor with a larger band gap and
deeper impurity wells thus reduces this dark rate substan-
tially, at the expense of a larger energy threshold. The
characteristic binding energies for several impurities in Si
and diamond are given in Table IV. Also included are the
binding energies of neutral impurities, in which an extra
charge may be bound to an otherwise neutral impurity
atom. These are only stable at very low temperatures but are
important for cryogenic detectors.
To give someconcrete numbers, theDAMICCollaboration

recently achieved a dark rate of 4e−mm−2 d−1, using a
science-grade CCD fabricated on a high-purity silicon sub-
strate cooled to ∼105 K [75]. Converting this to more
conventional units, for a 675 μm active depth, this corre-
sponds to a leakage rate of ∼6e−mm−3d−1 in Si, or
30mHz=g.
Given the same impurity density and temperature, if

we assume this is driven by e.g., lithium impurities, the
change in binding energy gives a rate reduction of 3 orders
of magnitude in leakage. The much lower leakage current
in diamond electronics than comparable Si electronics is
evidence of this effect at work [22]. It is therefore possible
that at cryogenic temperatures for sufficiently pure
diamond substrates, leakage rates less than 10−4 Hz=g
(103e− g−1 yr−1) may be achievable.

B. Electronic recoils

The largest background in most dark matter searches at
higher masses stems from electron recoils from minimum

TABLE IV. Energies of common residual impurities in dia-
mond, Si, and Ge in units of meV [22,74]. Given the difficulty to
controllably dope Si and Ge with nitrogen, the impurity energy is
not well determined for Si and essentially unmeasured for Ge,
though it should be on the order of the other shallow impurities.

Binding energy (meV)

Type Element Diamond Si Ge

Donor N 1700, 4000 15–50 � � �
P 500 45 12
Li 230 33 9.3

Acceptor B 370 45 10
Neutral � � � ∼10 2 0.5

3For higher temperature blackbody radiation, this is still a good
approximation but is no longer exact.
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ionizing radiation and radioactivity in the laboratory. While
most minimum ionizing particles will deposit energies
much larger than the energy range of interest, high-energy
photons can deposit small energy deposits due to Compton
recoils. For a given background, the rate of these recoils
depends on the photon cross section in diamond as
compared to Si and Ge, which in turn is proportional to
the electron density. The higher-energy band gap of
diamond limits the energy of these recoils to above
5.5 eV, meaning that the nuclear-recoil space below this
energy is by definition free of electron recoils. In addition,
the fact that diamond has fewer total electrons per lattice
site leads to fewer scattering sites per nucleon and thus a
smaller photon cross section per gram. For these reasons, a
diamond detector, placed in the shielding of an existing
experiment, will always be less susceptible to high-energy
photons than heavier elements in the energy region of
interest for low-mass DM searches.
For nuclear-recoil searches for dark matter, the cryogenic

detector designs discussed in the previous section benefit
from the larger band gap in diamond due to the fact that a
small voltage across the crystal will ensure that all electron
recoils, which produce at least one electron-hole pair, can
be boosted outside of the energy range of interest. In
contrast, nuclear recoils at this energy scale (less than
100 eV) have very low charge yield and will be predomi-
nantly zero-charge events. This is thus true of any detector
with an energy resolution much less than the energy of its
charge quanta. In addition, the ability of these detectors to
highly resolve electron-hole pairs in larger field strengths,
or by varying the field strength, allows for reconstruction of
charge yield and recoil energy. This means that electron
recoils can be rejected in a way analogous to the two-phase
detectors currently in use.

1. Cosmogenic backgrounds

Following the example of Ref. [26], we recognize that
the ultimate sensitivity limit of this technique will depend
on the radiopurity of the crystal. As with Si and Ge,
cosmogenically produced tritium will be an irreducible
background, though the exact content will depend on
crystal history and initial composition.

14C, on the other hand, is likely to present an acute
challenge. This isotope decays by β− with a broad energy
distribution with a mean energy of 48 keVand a maximum
energy at 160 keV [76], with a half-life of about 5700 years.
The natural abundance of 14C, around 1 part per trillion
(14C=C ∼ 10−12) [77], therefore implies an event rate of
around 0.2 Hz=g. The vast majority of these events will be
outside the energy range of interest; we only care about
events with energies below about 100 eV, which will occur
at a rate of about 100 μHz=g, equivalent to about ten events
per gram-day. Thus, without any ability to reject these
events, this concentration of 14C would limit diamond
detectors to gram-day exposures.

The 14C concentration can be greatly reduced, however,
by employing sources of carbon with a large overburden
which prevents cosmogenic production of 14C, which there-
fore have a much smaller abundance of the radioisotope.
Underground sources of carbon, such as methane deposits,
have been shown to have natural abundances of
14C=C ∼ 10−18, and mass spectroscopy methods promise
to reduce the 14C=C ratio even further, to 14C=C≲ 10−21

[77]. These improved abundances would correspond to only
about ten events per kilogram-year and one event for 100 kg-
yr, respectively, which allow for background-free searches
for the exposures considered in this paper. Given that the
seed material for CVD diamond can be very precisely
controlled and that impurities are removed in a subsequent
refinement step, it is likely that CVD diamonds with much
lower than the natural abundance of 14Ccan bemadewithout
much additional effort. Careful selection of seed material
will thus be important to obtaining low activation diamonds.
For arrays of small crystals, or a segmented charge

design, it is possible that the electron track from a 14C decay
may extend between multiple detectors, allowing for a
multiples veto, but some fraction of these electrons will
only deposit a small amount of energy. These events will
always generate at least the initial charge, so they will not
be a background for the nuclear-recoil (NR) searches
proposed here below the band gap energy but will be
the ultimate limit for the dark photon and electron-recoil
dark matter searches. The expected 14C abundance there-
fore helps determine the optimal size of each diamond
detector, in that the rate must be low enough to reduce dead
time from high-energy events, and we would like to
maximize the probability of observing a multiple scatter
from low-energy 14C events.

C. Nuclear recoils

The one area in which backgrounds may be worse for
a diamond detector are for nuclear recoils, in particular
neutron backgrounds. The smaller atomic weight of carbon,
which makes diamond more attractive for low-mass dark
matter, also allows these particles to more efficiently
transfer momentum by nuclear recoils, resulting in a
background that extends to higher energies for a given
neutron flux and energy. In addition, the neutron scattering
cross section for thermal neutrons on carbon atoms is about
2.5 times higher than for silicon atoms [78]. This means
that there will be both a higher rate and larger energy
dispersion, making neutrons a more insidious background
for carbon-based detectors. Helium, another candidate
material for light dark matter detection, has a four times
lower cross section, despite having a higher energy-transfer
efficiency [15].
An additional consideration, as with other DM search

media, is the impact degraded alphas will have on the
background spectrum for diamond detectors. These alphas
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are not necessarily intrinsic to diamond but instead origi-
nate from high-energy decays in the detector housing
which produce an alpha particle. If moderated, this alpha
particle can deposit a small amount of energy at the surface
of a detector and, if not fiducialized, could lead to a smooth,
DM-like background, which is hard to reject. This is
distinctly different than the neutron background, which
is irreducible and isotropic, but this background is unlikely
to be rejectable without full fiducialization ability. Both
charge and phonon readout methods are, in principle,
capable of some degree of position reconstruction in three
dimensions, either taking advantage of anisotropic charge
propagation or phonon diffusion [54], but a more quanti-
tative statement would depend on the specific design
chosen. It is, on the other hand, possible to reduce this
background by careful design of the detector housing
with high-purity copper and similar materials as is being
done for the next generation of DM experiments (see
e.g., Ref. [26]).

IV. SENSITIVITY PROJECTIONS

In this section, we discuss the reach of diamond detectors
for the absorption of bosonic dark matter (Sec. IVA),
detection of electron-recoiling dark matter (Sec. IV B), and
nuclear-recoil dark matter (Sec. IV C). We do not neces-
sarily assume a particular detector design out of those
described in this paper but instead rely on them as a proof
of principle that the detection thresholds we employ in our
projections are realistic. The exception is for the purely
calorimetric measurement described in Sec. IV C, in which
the exact threshold will impact the physics reach of the
detector. In all other cases, we assume subelectron thresh-
olds, in which case the actual threshold value is not
important in the background-free limit.
We will consider projections with background-free

exposures from 1 g-day to 1 kg-yr, corresponding to the
exposure possible with a first-generation R&D detector up
to a large-scale diamond-based experiment. A background-
free exposure of 1 kg-yr is equivalent to an experimental
background of about 1 dru, which is 1 event=kg=keV=day
or 0.1 event=kg=eV=year. This is comparable to the back-
ground requirements for the upcoming generation of
SuperCDMS, DAMIC, and CRESST experiments (see
e.g., Ref. [26]).
For all of our reach calculations, the local dark matter

density ρχ is taken to be 0.3 GeV=cm3; the dark matter is
assumed to follow a Maxwell-Boltzmann velocity distri-
bution [79] with mean velocity of 220 km= sec and escape
velocity of 500 km= sec [7,8]. All our projections are
95% C.L., which corresponds to three signal events.

A. Dark matter absorption

We begin with the potential of diamond detectors
to probe bosonic dark matter via an absorption process.

The rate for DM absorption (in counts per unit time per unit
mass) is given by [45]

Rabs ¼
1

ρT

ρχ
mχ

hnTσabsvreliDM; ð15Þ

where ρT is the target mass density, ρχ is the DM mass
density,mχ is the DMmass, nT is the number density of the
target, σabs is the absorption cross section, and vrel is the
relative velocity between the DM and the target.
By relating the absorption cross section of DM to that of

photons, it is possible to translate measurements of optical
conductivity in the material into the projected reach for DM
absorption. For photons, the optical conductivity is related
to the absorption cross section via the optical theorem:

hnTσabsvreliγ ¼ −
ImΠðωÞ

ω
¼ ω Imϵr: ð16Þ

Here, ω is the energy of the incoming photon, and ΠðωÞ is
the in-medium polarization tensor in the relevant limit of
jqj ≪ ω. For DM absorption, the incoming energy is
ω ∼mχ , and the incoming momenta jqj ∼ 10−3mχ , such
that the longitudinal and transverse parts of the polarization
tensor are roughly equal and ΠL ≈ ΠT ≡ Π ¼ ω2ð1 − ϵrÞ,
with ϵr the complex permittivity, related to the complex
index of refraction ñ via ϵr ¼ ñ2 ¼ ðnþ ikÞ2. The sensi-
tivity of the material to absorption of DM is thus obtained
by relating the absorption process of DM to that of photons
in the material through the permittivity.

1. Dark photons

For a kinetically mixed dark photon A0, with L ⊃
− ϵγ

2
FμνF0μν, the effective mixing angle between the photon

and dark photon is medium dependent and is given by

ϵ2γ;eff ¼
ϵ2γm4

A0

½m2
A0 − ReΠðmA0 Þ�2 þ ½ImΠðmA0 Þ�2 ; ð17Þ

withm0
A the mass of the dark photon. The rate of absorption

is then

RA0
abs ¼

1

ρT
ρχε

2
γ;eff Imϵr: ð18Þ

We use measurements of the complex index of refraction in
carbon from Refs. [80,81], including above-gap and subgap
processes, in a spirit similar to that in Ref. [45]. We assume
the dark photons to compose the entirety of local dark
matter density. Our results are presented in Fig. 4. The solid
black curves indicate the 95% C.L. expected reach in
diamond for a kilogram-year exposure, corresponding to
three events, via electronic and subgap phonon excitations.
For comparison, also shown in the dotted curves are the
projected reach of superconducting aluminum targets [9],
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semiconductors such as silicon and germanium [45], Dirac
materials [10], polar crystals [12], and molecules [82].
Stellar emission constraints [83,84] are shown in shaded
orange, while the bounds from DAMIC [85], SuperCDMS
[72], and Xenon data [84] are shown in shaded green,
purple, and blue, respectively.
Figure 4 shows the subgap absorption typical of poly-

crystalline CVD diamond using measurements from
Ref. [81], which is identical to single crystal diamond
aside from the large number of grain boundaries, which
increases IR absorption. Single crystal diamond is expected
to have the same resonance structures but a somewhat
reduced IR absorption, translating to a higher limit below
100 meV. We expect to produce both single and poly-
crystalline detectors, with the latter having more reach for
subgap absorption.

2. Axionlike particles

For an axionlike particle a with mass ma that couples to
electrons,

L ⊃
gaee
2me

ð∂μaÞēγμγ5e; ð19Þ

the absorption rate on electrons can be related to the
absorption of photons via the axioelectric effect and is
given by

Ra
abs ¼

1

ρT
ρχ

3m2
a

4m2
e

g2aee
e2

Im ϵr: ð20Þ

We use the measurement of Ref. [80] of electronic
excitations, together with the semianalytical theoretical
computations of Henke et al. [86] for carbon. The resulting
projected reach of a diamond detector on the absorption
parameter space of axionlike particles for a kilogram-year
exposure is shown in Fig. 5 by the solid black curves. For
comparison, the reach of superconducting aluminum [9]
targets as well as silicon and germanium [45] is also shown
by the dotted curves. Constraints from white dwarves [87]
and Xenon100 data [88] are indicated in the shaded orange
and red regions, respectively. Constraints arising from the
model-dependent loop-induced couplings to photons are
shown in shaded blue and green [89,90]. The QCD axion
region of interest is depicted by the shaded gray area. As is
evident, diamond detectors can reach unexplored parameter
space below stellar emission constraints, probing the QCD
axion itself at masses Oð10 eVÞ.

B. Electron-recoiling dark matter

We now present the expected sensitivity of diamond
detectors to electron recoils sourced by DM scattering. The
event rate due to dark matter particle scattering off electrons
is given by [91]

dR
d lnE

¼ ρχ
mχ

mdet

mcell
σ̄eα

m2
e

μ2χe
IcrystalðE;FDMÞ; ð21Þ

FIG. 4. Projected reach at 95% C.L. for absorption of kineti-
cally mixed dark photons with mass greater than 1 meV. The solid
black curves indicate the expected reach for a kilogram-year
exposure of diamond. Projected reach for germanium and silicon
[45], Dirac materials [10], polar crystals [12], molecules [82], and
superconducting aluminum [9] targets are indicated by the dotted
curves. Constraints from stellar emission [83,84], DAMIC [85],
SuperCDMS [72], and Xenon [84] data are shown by the shaded
orange, green, purple, and blue regions, respectively.

FIG. 5. Projected reach at 95% C.L. for absorption of axionlike
particles. The reach of a kilogram-year exposure of diamond is
shown by the solid black curve. The reach for semiconductors
such as germanium and silicon [45] and superconducting
aluminum [9] targets is depicted by the dotted magenta, purple,
and gray curves, respectively. Stellar constraints from Xenon100
data [88] and white dwarves [87] are indicated by the shaded red
and orange regions, respectively. Constraints from loop-induced
couplings to photons are presented in the shaded blue and green
regions [89,90]. The QCD axion region of interest is indicated in
shaded gray.
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wheremdet is the detector mass,mcell is the mass of a single
unit cell of the substrate, σ̄e is the (reference) cross section
on electrons, α is the fine-structure constant, μχe is the
electron-DM reduced mass, and Icrystal is the integrated
form factor defined in Ref. [91].
The integrated form factor is calculated numerically with

the QEDARK [91] package. We ran the diamond calculation
on an 8 k-point grid. The resulting recoil spectra are plotted
in Fig. 6 for two different DM form factors. Due to the high
band gap and high electron-hole pair energy in diamond,
the energy threshold is higher, and significantly fewer
electron-hole pairs are produced for each event. As such,
single electron-hole (e-h) pair resolution becomes a neces-
sary condition for a DM search using the electron-recoil
channel. Once this condition is met, however, the overall
event rate for masses producing recoils above the band gap
energy will be higher than silicon and germanium due to
the higher electron density in diamond.
In fact, resolving the single e-h pair may not be as

technically challenging in diamond compared to silicon
or germanium as the breakdownvoltage in diamond is much

higher than in the other materials. We can easily boost the
energy of single e-h pair past our sensor threshold by
applying a high voltage across the crystal. In addition, the
absence of shallow impurities in diamond and the high band
gap suggests a lower background rate. As such, it should not
be too difficult to achieve single e-h pair resolution in
diamond without compromising the signal-to-noise ratio.
We show the 95% C.L. projected reach, corresponding to

three signal events, for a diamond electron-recoil detector
in Fig. 7 (for the momentum-independent form factor) and
Fig. 8 (for the momentum-dependent form factor) for both
single e-h pair and two e-h pair thresholds. The current

FIG. 6. Recoil spectra for σ̄e ¼ 10−37 cm2 of silicon (dashed),
germanium (dotted), and diamond (solid) for mχ ¼ 10 MeV
(blue) and 1 GeV (green). The top and bottom plots are for a
momentum-independent and a momentum-dependent form factor
respectively.

FIG. 7. Projected reach at 95% C.L. for electron recoils in
silicon (red), germanium (blue), and diamond (green) detectors
with one e-h pair threshold (top) and two e-h pair threshold
(bottom) for 1 g-day of exposure (solid) and 1 kg-yr of exposure
(dashed), for a momentum-independent form factor. The current
exclusion limits from SENSEI [73], CDMS HVeV [72], and
XENON10 [2] are also depicted for comparison. The parameter
space corresponding to producing the observed dark matter relic
density via standard freeze-out in a minimal dark sector model is
indicated by the solid thick mustard curve labeled “freeze-out”
(see Ref. [92] for more details).
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exclusion limits from SENSEI [73], CDMS HVeV [72],
and XENON10 [2] are also plotted for comparison.

C. Nuclear-recoiling dark matter

One of the distinct advantages of diamond is its high
crystal purity and the relatively few stable isotopes which
exist in nature. Of these, C12 is the most naturally abundant,
but crystals made of predominantly C13 are easily grown
with enriched seed material and produce crystals with
nearly identical physical properties, with the exception
of a nucleus capable of spin-dependent interactions [22].

This strongly implies that diamond is the preferred material
for low-mass, spin-dependent DM searches. Here, we only
consider spin-independent limits on the DM-nucleon cross
section, deferring spin-dependent projections to future
work, and are thus insensitive to the particular isotopic
makeup of a given detector.
The event rate due to dark matter scattering off of a

nucleus, in the spin-independent case, is given by the
standard expression [93]

dR
dEr

¼ mdet
ρχσ0
2mχμ

2
χ
F2ðErÞ

Z
vesc

vmin

fðvÞ
v

d3v; ð22Þ

where μχ is the reduced mass of the DM-nucleus system,
FðErÞ is the nuclear form factor of DM-nucleus scattering
(we adopt the Helm form factor as in Ref. [93]), and fðvÞ is
the Maxwell-Boltzmann velocity distribution with param-
eters given in the beginning of this section. The cross
section σ0 is normalized to a target nucleus, but to compare
different media, this cross section is reparametrized as
[15,93]

σ0 ¼ A2

�
μχ
μχ;n

�
2

σn; ð23Þ

where A is the number of nucleons in the nucleus and μχ;n
is the DM-nucleon reduced mass.
For a sub-GeV dark matter particle, we find μχ → mχ ,

σ0 → A2σn, and FðErÞ → 1, such that

dR
dEr

≈mdet
ρχA2σn
2m3

χ

Z
vesc

vmin

fðvÞ
v

d3v; ð24Þ

which would seem to imply that a heavier nucleus is always
more sensitive to dark matter from a pure event-rate
perspective. Hidden in the integral, however, is the fact that

vmin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Erðmχ þmTÞ

2μχmχ

s
→

ffiffiffiffiffiffiffiffiffiffiffiffi
ERmT

2m2
χ

s
ð25Þ

in this limit, which implies that there is a range of masses
for which scattering off of heavier targets is kinematically
suppressed. Thus, detectors made of lighter nuclei will have
better sensitivity to dark matter in this mass range and be
affected by this suppression at lighter masses. For this
reason, hydrogen-, helium-, and carbon-based targets are
being explored as sub-GeV dark matter detection media, in
contrast to the dominance of heavy elements for the high-
mass DM searches underway.
To compute NR limits, unlike in the electron-recoil case,

the low-mass behavior is strongly dependent on the energy
threshold, while the high-mass behavior depends on the
upper limit for accurate energy reconstruction. TES-based
calorimeters can provide very low thresholds but are

FIG. 8. Projected reach at 95% C.L. for electron recoils in
silicon (red), germanium (blue), and diamond (green) detectors
with one e-h pair threshold (top) and two e-h pair threshold
(bottom) for 1 g-day of exposure (solid) and 1 kg-yr of exposure
(dashed), for a momentum-dependent form factor. The current
exclusion limits from SENSEI [73], CDMS HVeV [72], and
XENON10 [2] are also depicted for comparison. The parameter
space corresponding to producing the observed dark matter relic
density via standard freeze-in in a minimal dark sector model is
indicated by the solid thick mustard curve labeled freeze-in (see
Ref. [92] for more details).
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intrinsically limited in dynamic range. To account for this,
we assume 3 orders of magnitude in dynamic range, similar
to what has been seen in detectors with O(eV) thresholds
[34]. This means that the upper integration limit is set to
103σt, where the threshold σt is assumed to be five times
the resolution.
We show the 95% C.L. projected reach, corresponding to

three signal events, for calorimetric diamond detectors with
the thresholds discussed in the previous section in Fig. 9,
compared to the leading low-mass NR limits from the
νcleus (sapphire, Ref. [94]), CRESST-III (CaWO4,
Ref. [36]), and CDMSlite (Ge, Ref. [95]) experiments.
Also shown is the neutrino floor calculated for He [15] and
C (computed according to the formalism in Ref. [79]).
These projections demonstrate that even a 30 mg detector
operated for a day at a surface facility covers previously
unexplored parameter space and operating for a month with
a moderately low threshold can cover orders of magnitude
of new parameter space. Kilogram-year exposures bring the
reach of diamond detectors near the neutrino floor and
would require significant background mitigation and re-
present a large-scale experiment with costs and complexity
on the order of currently operating GeV-scale dark matter
searches.

V. DISCUSSION

In this work, we have demonstrated that diamond has a
significant reach for nuclear-recoil, electron-recoil, and
absorption detection channels and is able to compete with
traditional semiconductors in charge resolution, as well
as with superfluid He in the nuclear recoil space due to
its low atomic mass and long-lived phonon excitations.

The synergy between diamond’s potential as a dark matter
detector and the potential application of diamond detectors
to coherent neutrino scattering and UV imaging makes a
compelling case for developing general-purpose cryogenic
diamond detectors.
A research program to demonstrate the proof of principle

for these designs is currently underway.We hope to report, in
the near future, the successful fabrication of QETarrays on a
high-purity diamond substrate and to measure the phonon
collection efficiency of these sensors on single and poly-
crystalline substrates. One significant advantage of diamond
is its inertness relative to Si and Ge, which means that we
should be able to apply the same fabrication techniques to
diamond as our normal detector substrates, and the same set
of tools can be used to quickly make these proof-of-principle
devices. Beginning the development on polycrystalline
diamond, and subsequently moving to larger crystals, will
also help determine the role that boundary scattering plays in
phonon propagation and down-conversion. The path towards
gram-year exposures and research leading to lower thresh-
olds and low-energy diamond tracking detectors fit well
within the scope of a small, early-phase experimental
program of the type currently being explored to push to
lower dark matter masses.
A significant barrier to scaling this technology to kilo-

gram-year exposures is the cost of purchasing sufficient
quantities of diamond substrates. While this has tradition-
ally been the case, significant progress in CVD diamond
growth driven by both the electronics industry and invest-
ment from quantum computing initiatives has made arti-
ficial diamonds now significantly less expensive than
natural diamond of comparable quality. The remaining
barriers to wide-scale adoption of diamond in research and

FIG. 9. Nuclear recoil projected reach at 95% C.L. for He (blue), diamond (green), Si (red), and Xe (cyan) for energy thresholds of
1 eV (left panel) and 10 meV (right panel). The dashed lines are for a gram-day exposure, while the dot-dashed lines are for a kilogram-
year exposure. The yellow region indicates the neutrino floor for He [15], and the brown region indicates the neutrino floor for C
(computed according to the formalism in Ref. [79]). Also shown in gray are the current best limits on NR dark matter interactions from
νCLEUS [94], CRESST-III [36,96], CDMSLite [97], Darkside-50 [98], and Xenon-1T [99] for comparison.
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technology are now mainly sociological, as natural dia-
mond producers determine how to maintain a separation
between natural and synthetic diamond in order to protect
their investment (see e.g., Ref. [100]).
There is a general consensus that this barrier will be

overcome in the coming years, as has already been the case
for sapphire, a similarly precious crystal which has seen
wide-scale adoption in industry and in its natural form is
still extremely financially lucrative. DeBeers recently
began selling lab-grown CVD diamond at a price point
that would make 1 kg of diamond the same cost as the
Xenon procured for the LUX-Zeplin experiment [101] at
the current market price, while the infrastructure costs for
diamond would be drastically less. If this trend continues, a
kilogram-scale diamond experiment is likely to be well
within the budget of a small-scale experiment. In addition,
if it is determined that polycrystalline diamond has suffi-
cient transport properties to achieve the resolutions
described here, the cost of diamond substrates would be
substantially lower than single crystal substrates, allowing
for tens of kilograms in fiducial mass at the same cost.
One interesting comparison noticed during the compi-

lation of the dark matter absorption limits is the relative
strength of the diamond, Gallium asenide and sapphire
absorption limits around the approximately 100 meV
energy range. As noted in Ref. [11], polar materials allow
for enhanced absorption of subgap photons due to the high
polarizability of their substrates, which allows single
phonons to be produced from single photons in an inelastic
interaction. Diamond, on the other hand, is nonpolar,
meaning that absorption can still happen, but requires
the pair production of phonons, reducing the cross section
by an extra coupling factor.
In this context, we note another material that has seen

recent work, SiC, which has very similar charge and phonon
properties to diamond but is also polar; the implications are
that it would be able to take advantage of the polar phonon
scattering mechanism (see e.g., Ref. [102]). Compared to
diamond, its smaller band gap of order approximately 3.2 eV

along with its high-energy optical phonon modes make a
large, pure sample likely to have slightly better reach in the
electron-recoil space and slightly less reach in the nuclear
recoil space. In all other respects, it should behave as an
intermediate material between Si and diamond. The full
exploration of SiC as a target material is beyond the scope of
this work; we do not consider it further here due to the high
likelihood of more complex impurity structures, in addition
to the likelihood that phonon scattering lengthswill bemuch
shorter due to the mixed atomic composition. The prospects
of SiC and other carbon-based compound semiconductors
will be explored in detail in a future paper.
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