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The combined analysis of the BABAR, Belle, and LHCb data on B → Dτν, B → D�τν and Bc → J=Ψτν
decay observables shows evidence of physics beyond theStandardModel (SM). In this article, we study all the
one- and two-dimensional scenarioswhich can be generated by adding a single new particle to the SM.We put
special emphasis on the model-discriminating power of FLðD�Þ and of the τ polarizations, and especially on
the constraint from the branching fraction BRðBc → τνÞ. We critically review this constraint and do not
support the aggressive limit of BRðBc → τνÞ < 10% used in some analyses. While the impact of FLðD�Þ is
currently still limited, the BRðBc → τνÞ constraint has a significant impact: depending on whether one uses a
limit of 60%, 30% or 10%, the pull for new physics (NP) in scalar operators changes drastically. More
specifically, for a conservative 60% limit a scenariowith scalar operators gives the best fit to data, while for an
aggressive 10% limit this scenario is strongly disfavored and the best fit is obtained in a scenario inwhich only
a left-handed vector operator is generated.We find a sum rule for the branching ratios ofB → Dτν,B → D�τν
and Λb → Λcτν which holds for any NP contribution to the Wilson coefficients. This sum rule entails an
enhancement of BRðΛb → ΛcτνÞ over its SM prediction by ð24� 6Þ% for the current RðDð�ÞÞ data.
DOI: 10.1103/PhysRevD.99.075006

I. INTRODUCTION

Low-energy precision flavor observables probe new
physics (NP) in a complementary way to direct searches

for new particles at high energies. In this respect, tauonic B
meson decays are an excellent window into NP: in
combination with the well-studied B decays to light leptons
(l ¼ μ, e) they test lepton flavor universality (LFU).
Within the Standard Model (SM), LFU is only broken
by the small Higgs Yukawa interactions and it manifests
itself (to a very good approximation) only via the masses
entering the phase space of the different decay modes.
The theory predictions for the individual semileptonic

decay rates suffer from hadronic uncertainties related to the
form factors and from parametric uncertainties stemming
from the errors in the CKM elements (e.g., see Refs. [1–3]
for recent reviews). However, in normalizing the branching
ratios BRðB → Dð�ÞτνÞ to BRðB → Dð�ÞlνÞ, l ¼ μ, e, and
analogously also their counterparts for other b-flavored
hadrons,
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RðDð�ÞÞ≡ BRðB → Dð�ÞτνÞ=BRðB → Dð�ÞlνÞ;
RðJ=ΨÞ≡ BRðBc → J=ΨτνÞ=BRðBc → J=ΨlνÞ;
RðΛcÞ≡ BRðΛb → ΛcτνÞ=BRðΛb → ΛclνÞ; ð1Þ

the dependence on the CKM elements drops out and the
uncertainties originating from the form factors are signifi-
cantly reduced [4–7].
Experimentally, the BABAR Collaboration performed an

analysis of RðDÞ and RðD�Þ using the full available data
set [8,9]. The same ratios were also measured by the Belle
Collaboration [10–13], while the LHCb Collaboration has
measured RðD�Þ [14–16]. Combining these data, the
HFLAV Collaboration [17] determines the ratios

RðDÞ ¼ 0.407� 0.039� 0.024;

RðD�Þ ¼ 0.306� 0.013� 0.007: ð2Þ

Here, the first error is statistical and the second one is
systematic. Comparing these measurements to the corre-
sponding SM predictions [18–21]

RSMðDÞ ¼ 0.299� 0.003;

RSMðD�Þ ¼ 0.258� 0.005; ð3Þ

reveals a tension at the level of 3.8σ [17].1 This is also
consistent with the previous evaluations of RðDÞ in
Refs. [4,5,22,24,25] and of RðD�Þ in Ref. [6].
The observed anomaly receives further support from the

LHCb analysis of RðJ=ΨÞ [26] which also finds an
experimental value significantly above the SM prediction.
Unfortunately, the relevant form factors are poorly known
in this case [27–29]. Hence we do not include this
measurement in our analysis. For a discussion of NP
effects in RðJ=ψÞ, see Refs. [30,31].
For later use we further quote the SM prediction for the

ratio RðΛcÞ [32]:

RSMðΛcÞ ¼ 0.33� 0.01: ð4Þ

The Belle Collaboration has measured the τ polarization
asymmetry along the longitudinal directions of the τ lepton
in B → D�τν, defined as

PτðD�Þ¼ΓðB→D�τλ¼þ1=2νÞ−ΓðB→D�τλ¼−1=2νÞ
ΓðB→D�τνÞ ; ð5Þ

where λ denotes the τ helicity, obtaining [12,13]

PτðD�Þ ¼ −0.38� 0.51þ0.21
−0.16 : ð6Þ

This observable turns out to be interesting for discrimi-
nating NP models, especially if the accuracy is improved in
the future by the Belle II experiment.
Recently, the Belle Collaboration has also measured the

longitudinal D� polarization in B → D�τν, defined as

FLðD�Þ ¼ ΓðB → D�
LτνÞ

ΓðB → D�τνÞ : ð7Þ

Like the τ polarization, also the D� polarization can
distinguish between different Lorentz structures; i.e., NP
in scalar, tensor or vector operators affects the D� polari-
zation in a complementary way to the overall rate. The
preliminary Belle result is [33]

FLðD�Þ ¼ 0.60� 0.08� 0.035; ð8Þ

which agrees with the SM prediction of

FL;SMðD�Þ ¼ 0.46� 0.04; ð9Þ

at the 1.5σ level [34]. Nonetheless, this result can still favor
or disfavor specific NP scenarios.
Similarly, the τ polarization in B → Dτν can provide

information about the Lorentz structure of NP [4,7].
However, PτðDÞ has not been measured yet. The reason
for this is that the τ is reconstructed in decay modes with at
least one neutrino, and the missing energy blurs the
information on the τ momentum. One can deal with this
problem by considering differential decay distributions
involving only kinematic variables of the visible final state
particles, for instance the D and π energies, and the angle
between the D and π tracks in the decay chain
B → Dντ½→ πν�. These decay distributions have a high
sensitivity to NP [4,7].
Furthermore, the Bc lifetime has a significant impact on

possible NP solutions [35,36], because it constrains the yet
unmeasured branching ratio BRðBc → τνÞ. The lifetime
measurement is very precise [37],

τðBcÞ ¼ ð0.507� 0.009Þ ps; ð10Þ

while a theory prediction is quite challenging (we will
return to this issue in detail later).
Even though many model independent analyses in this

context have been performed [34,35,38–62], it is important
to reconsider the situation in light of the recent FLðD�Þ
measurement and to critically revise and examine the
treatment of the Bc → τν decay. Furthermore, we will
highlight the future potential of the polarization observ-
ables FLðD�Þ, PτðD�Þ, and (the yet unmeasured) PτðDÞ to
discriminate between different scenarios of NP. We will
also highlight the interplay among RðDð�ÞÞ and RðΛcÞ,
where RðΛcÞ provides a consistency check of the
measurements.

1Recent discussions of long-distance electromagnetic effects in
RðDÞ can be found in Refs. [22,23].
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The paper is organized as follows. In Sec. II, we fix our
notation for the relevant effective Hamiltonian. In Sec. III,
we discuss theoretical and phenomenological aspects of
BRðBc → τνÞ and list compact analytic formulas for the
considered observables. In Sec. IV, we present our phe-
nomenological studies in scenarios with one and two
nonzero NP Wilson coefficients. The chosen scenarios
correspond to the cases in which the NP coefficients are
generated by the exchange of a single heavy spin-0 or
spin-1 particle. Section V is devoted to the study of
correlations between the ratios RðDð�ÞÞ and RðΛcÞ and
the polarization observables FLðD�Þ and PτðDð�ÞÞ. Finally,
we conclude in Sec. VI.

II. EFFECTIVE FIELD THEORY

We are interested in NP which is realized above the
Bmeson mass scale. Especially in the case at hand, this is a
reasonable assumption, since modifying a charged current
obviously requires a new charged particle for which light
masses are experimentally excluded. Therefore, we can
integrate out the heavy degrees of freedom, and the SM as
well as the NP physics contributions are parametrized by
the effective Hamiltonian

Heff ¼ 2
ffiffiffi
2

p
GFVcb½ð1þ CL

VÞOL
V þ CR

SO
R
S

þ CL
SO

L
S þ CTOT �; ð11Þ

with

OL
V ¼ ðc̄γμPLbÞðτ̄γμPLντÞ;

OR
S ¼ ðc̄PRbÞðτ̄PLντÞ;

OL
S ¼ ðc̄PLbÞðτ̄PLντÞ;

OT ¼ ðc̄σμνPLbÞðτ̄σμνPLντÞ; ð12Þ

where we assumed the absence of both (light) right-handed
neutrinos,2 and of NP couplings to the light lepton gen-
erations (as studied in Ref. [67]). Note that we have
factored out the SM contribution such that all Wilson
coefficients CL;R

S;V;T originate from NP only. Here we do not
include a vector operator with a right-handed coupling to
quarks, because such an operator (with the desired LFU
violation) does not arise at the dimension-six level in the
SUð2ÞL-invariant effective theory [68–70].
The Wilson coefficients in Eq. (11) depend on the

renormalization scale. We will quote our results for the
coefficients defined at the scale of the heavy NP particle,
which we take as 1 TeV. The coefficients at the scale
μ ¼ mb are related to those defined at 1 TeV as [71]

CL
VðmbÞ ¼ CL

Vð1 TeVÞ;
CR
S ðmbÞ ¼ 1.737CR

S ð1 TeVÞ;
�
CL
S ðmbÞ

CTðmbÞ

�
¼

�
1.752 −0.287

−0.004 0.842

��
CL
S ð1 TeVÞ

CTð1 TeVÞ

�
:

ð13Þ

III. OBSERVABLES

While the theory predictions for RðDð�ÞÞ in Eq. (2) as
well as the polarization observables like FLðD�Þ in Eq. (8)
are quite straightforward, the Bc lifetime constraint in
Eq. (10) warrants some discussion. In principle, the decay
width of Bc → τν places a powerful constraint on the scalar
operators in Eq. (11). However, the branching ratio
BRðBc → τνÞ has not been measured yet. Therefore, one
only has the option of comparing the measured Bc lifetime
with the theoretical calculations of Refs. [72–76]. In this
way the authors of Ref. [36] have set an upper limit of
30% on the contribution from Bc → τν to the total Bc decay
width. Furthermore, the authors of Ref. [77] even advocate
that the NP contribution to BRðBc → τνÞ can be at
most 10%.

A. Constraints from BR(Bc → τν)

For the estimate of BRðBc → τνÞ < 10% from
Ref. [77], LEP data on a mixture of Bc → τν and B− →
τν decays (with b quarks from Z boson decays) are
used as an input. In order to extract information on
BRðBc → τνÞ from these data one must know the
probability fc that a b quark hadronizes into a Bc

meson. fc is a small number, of the order of 10−2 or
less. In Ref. [77] the ratio of the b → Bc and b → Bu
fragmentation functions, fc=fu, is extracted from data
accumulated at hadron colliders. As a first critical
remark, we recall that fragmentation functions depend
on the kinematics. In the case of the b → Bs and b → Bd
fragmentation functions the LHCb Collaboration indeed
finds evidence for a decrease of fs=fd with the transverse
momentum pT of the Bd;s meson [78]. The authors of
Ref. [77] infer fc=fu from an average of CMS and LHCb
measurements of

R≡ fc
fu

BRðB−
c → J=ψπ−Þ

BRðB− → J=ψK−Þ : ð14Þ

The individual measurements are [17,79,80]

R ¼ ð4.8� 0.5� 0.6Þ × 10−3 ½CMS�;
R ¼ ð6.83� 0.18� 0.09Þ × 10−3 ½LHCb�: ð15Þ

2For studies of right-handed neutrino effects in RðDð�ÞÞ, see
[63–66].
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Since CMS data are taken for pT > 15 GeV while LHCb
employs 0 < pT < 20 GeV, the data seemingly support a
decrease of R and thereby of fc=fu with pT , in qualitative
agreement with the LHCb finding for fs=fd. Furthermore,
the p-p collisions at CMS and LHCb orp-p̄ collisions at the
Tevatron produce Bc mesons through mechanisms which
have no counterpart in Z decays: a prominent production
process at hadron machines involves a b̄ quark from one
(anti)proton and a c quark from the other one, i.e., mech-
anisms involving heavy-quark parton distribution functions
or gluon splittings into heavy-quark pairs. We therefore
doubt that values forfc=fu extracted fromTevatron andLHC
data can directly be used for Z peak analyses.
Moreover, even the 30% limit from Ref. [36] has to be

taken with a grain of salt. Recall that the dominant
contribution to the Bc decay rate comes from the decay
of the charm quark within the Bc meson. The applicability

of the calculational method (expansion in inverse powers of
the heavy-quark masses combined with nonrelativistic
QCD) to this charm decay is not clear and the result found
in Ref. [74] exhibits a large dependence on the value of the
charm mass, which moreover is not well defined in a
leading-order QCD calculation. To constrain NP effects in
the Bc lifetime the upper bound of the SM prediction
0.4 ps ≤ τðBcÞ ≤ 0.7 ps [74] is relevant, because it corre-
sponds to the smallest possible SM contribution to the total
Bc decay width. Lowering the charm mass by only
0.05 GeV below the value of 1.4 GeV used as the lower
limit in Ref. [74], the allowed NP contribution to the total
Bc width increases to 40%. Taking into account all
uncertainties the assumption of up to 60% room for NP
in the Bc decay width is not too conservative. Therefore,
we will show our results for three different limits on the
Bc → τν branching ratio: 10%, 30%, and 60%.

B. Numerical formulas

The observables of interest are given by

RðDÞ≃RSMðDÞfj1þCL
V j2þ1.54Re½ð1þCL

VÞðCL�
S þCR�

S Þ�þ1.09jCL
S þCR

S j2þ1.04Re½ð1þCL
VÞC�

T �þ0.75jCT j2g; ð16Þ

RðD�Þ ≃RSMðD�Þfj1þ CL
V j2 þ 0.13Re½ð1þ CL

VÞðCR�
S − CL�

S Þ� þ 0.05jCR
S − CL

S j2 − 5.0Re½ð1þ CL
VÞC�

T � þ 16.27jCT j2g;
ð17Þ

PτðDÞ ≃
�

RðDÞ
RSMðDÞ

�
−1
f0.32j1þ CL

V j2 þ 1.54Re½ð1þ CL
VÞðCL�

S þ CR�
S Þ� þ 1.09jCL

S þ CR
S j2

− 0.35Re½ð1þ CL
VÞC�

T � þ 0.05jCT j2g; ð18Þ

PτðD�Þ ≃
�

RðD�Þ
RSMðD�Þ

�
−1
f−0.49j1þ CL

V j2 þ 0.13Re½ð1þ CL
VÞðCR�

S − CL�
S Þ� þ 0.05jCR

S − CL
S j2

þ 1.67Re½ð1þ CL
VÞC�

T � þ 0.93jCT j2g; ð19Þ

FLðD�Þ ≃
�

RðD�Þ
RSMðD�Þ

�
−1
f0.46j1þ CL

V j2 þ 0.13Re½ð1þ CL
VÞðCR�

S − CL�
S Þ� þ 0.05jCR

S − CL
S j2

− 1.98Re½ð1þ CL
VÞC�

T � þ 3.2jCT j2g; ð20Þ

RðΛcÞ ≃RSMðΛcÞfj1þ CL
V j2 þ 0.34Re½ð1þ CL

VÞCL�
S � þ 0.50Re½ð1þ CL

VÞCR�
S � þ 0.53Re½CL

SC
R�
S �

þ 0.33ðjCL
S j2 þ jCR

S j2Þ − 3.10Re½ð1þ CL
VÞC�

T � þ 10.44jCT j2g; ð21Þ

BRðBc → τνÞ ≃ 0.02

�
fBc

0.43 GeV

�
2

j1þ CL
V þ 4.3ðCR

S − CL
S Þj2; ð22Þ

in terms of the Wilson coefficients defined at the low scale μ ¼ mb.

The numerical coefficients correspond to the central values
of the form factors. Concerningour choice of the form factors,
we use the average of Ref. [81] (obtained from two lattice
QCD evaluations fromRefs. [24,25]) for thevector and scalar

form factors entering B → D transitions. In the case of B →
D� we adopt the fit results fromRef. [17] for V; A1; A2, while
for A0 we employ the result from Ref. [19] using A1 from
Ref. [17] for the normalization. The tensor form factors for
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both decay processes are taken from Ref. [19]. We take the
value for the Bc meson decay constant, fBc

¼ 0.427 GeV,
from Ref. [82], neglecting the small uncertainty. Finally, the
complete set of the baryonic form factors forΛb → Λcτν has
recently been provided in Refs. [32,83]; see also Ref. [84].

IV. ANALYSIS OF DIFFERENT NP SCENARIOS

In our statistical analysis we follow the same approach as
outlined in Ref. [85], with a further caveat regarding the
BRðBc → τνÞ constraint (to be discussed below). We build
the χ2 function as

χ2ðCkÞ ¼
XNobs

ij

½Oexp
i −Oth

i ðCkÞ�C−1ij ½Oexp
j −Oth

j ðCkÞ�; ð23Þ

whereOexpðthÞ
i are the measured (predicted) observables and

Ck are the Wilson coefficients of the effective Hamiltonian
in Eq. (11). In the covariance matrix C, the correlation of
RðDÞ and RðD�Þ [17] is taken into account. For FLðD�Þ
and PτðD�Þ we add the statistical and systematic errors in
quadrature.
The best-fit point is obtained by minimizing the χ2

function in the region of parameter space that is compatible
with the BRðBc → τνÞ constraint. In other words, this
constraint is imposed as a hard cut on the parameter space.
For this reason, in the scenarios in which a best-fit point is
compatible with the BRðBc → τνÞ < 60% constraint, but
predicts 10% < BRðBc → τνÞ < 60%, imposing the 10%
constraint moves the best-fit point to the boundary of the
new allowed region in parameter space.
We quantify the goodness-of-fit as a p-value expressing

the probability that the remaining differences between
theory and experiment are due to statistical fluctuations.

This probability corresponds to the one for a χ2-distributed
random variable (having central values in the values
predicted at the best-fit point) to reach a higher value than
the one obtained from the data, assuming as number of
degrees of freedom the difference between the number of
observables included in the fit and the number of free
parameters fitted. Namely,

p-value ¼ 1 − CDFNobs−Npar
ðχ2minÞ; ð24Þ

where CDFn stands for the cumulative distribution function
of a χ2-distributed random variable with n degrees of
freedom, Nobs ¼ 4 is the number of observables included
in the fit, Npar is the number of fitted parameters (i.e.,
N1D

par¼1,N2D
par ¼ 2) and χ2min is the value of the χ

2 at the best-
fit point.
For the SM (Npar ¼ 0) the p-value is

p-valueSM ∼ 7 × 10−5; ð25Þ
which corresponds to a deviation of data at the 4σ level.
For each scenario, we perform a likelihood ratio test

between the best-fit point and a generic point x in parameter
space under the assumption that the variables are normally
distributed. This test quantifies how much the best-fit point
is favored over the other points in the parameter space. In
other words, the s-sigma intervals in the 1D and 2D
scenarios to be studied correspond to the points xs in
the parameter space such that

xs∶ sðxsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CDF−11 ðCDFNpar

ðχ2ðxsÞ − χ2minÞÞ
q

; ð26Þ

where Npar ¼ 1, 2 again stands for the number of
fitted parameters. The likelihood ratio test between the

TABLE I. Fit results for the 1D hypotheses (hyp.) defined in Sec. IVA including all available data. The best-fit points and ranges for
the Wilson coefficients are quoted for μ ¼ 1 TeV. Note that these results are independent of the choice of the three different limits on
BRðBc → τνÞ. The single exception is the CR

S scenario, for which the 10% limit leads to a slightly worse fit than the other two. The last
six columns show the predictions for the corresponding observable at the best-fit point. For the quantities already measured we list the
discrepancy [see Eq. (27)] between the predicted and the experimental value [e.g. for CL

S the predicted value of RðD�Þ ¼ 0.247 at the
best-fit point is 4.0σ below the measured value]. Note that the predicted observables are at the same time included in the fit.

1D hyp. Best fit 1σ range 2σ range
p-value
(%) PullSM RðDÞ RðD�Þ FLðD�Þ PτðD�Þ PτðDÞ RðΛcÞ

CL
V 0.11 [0.09, 0.13] [0.06, 0.15] 35 4.6

0.371 0.312 0.46 −0.49 0.32 0.40
−0.8σ þ0.4σ −1.6σ −0.2σ

CR
S j10% 0.15 [0.13, 0.15] [0.08, 0.15] 1.7 3.8

0.440 0.263 0.48 −0.44 0.53 0.38
þ0.7σ −2.8σ −1.4σ −0.1σ

CR
S j30%;60% 0.16 [0.13, 0.20] [0.08, 0.23] 1.8 3.8

0.460 0.265 0.48 −0.43 0.55 0.39
þ1.2σ −2.8σ −1.3σ −0.1σ

CL
S 0.12 [0.07, 0.16] [0.01, 0.20] 0.02 2.2

0.412 0.247 0.45 −0.53 0.50 0.36
þ0.1σ −4.0σ −1.8σ −0.3σ

CL
S¼4CT −0.07 [−0.12, −0.03] [−0.15, 0.02] 0.01 1.6

0.242 0.280 0.46 −0.45 0.18 0.34
−3.6σ −1.7σ −1.6σ −0.1σ
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best-fit point and the SM, i.e., the SM-pull, is defined as the
p-value corresponding to χ2SM − χ2min, with χ2SM ¼ χ2ð0Þ,
and is then expressed in terms of standard deviations (σ).
The discrepancies of the measured observables in

Tables I and II are defined as the difference between the
predicted value at the best-fit point and data, expressed as
multiples of the experimental error (σO

exp
i ), i.e.,

dOi
¼ ONP

i −Oexp
i

σO
exp
i

: ð27Þ

A. One-dimensional scenarios

In a first step, we consider one-dimensional scenarios
(with real Wilson coefficients) which can be generated by a
single new particle added to the SM:

(i) CL
V : This setup arises in models with vector lep-

toquarks (LQs) like the SUð2ÞL-singlet vector LQ of
the Pati-Salam model ðU1Þ [86–106], the scalar
SUð2ÞL-triplet and/or scalar SUð2ÞL-singlet LQ
[40,47,107–113] (with left-handed couplings only)
or in models with left-handedW0 bosons [114–117].

(ii) CR
S : This operator is generated in models with extra

charged scalars. In particular it is the dominant
operator in 2HDMs of type II in the large tan β
region (see, e.g., Refs. [118,119] for an early
account) and can be generated with the SUð2ÞL-
doublet vector LQ (V2) [120,121].

(iii) CL
S : This setup is again motivated by models with

extra charged scalars. However, here a generic flavor
structure is needed to make OL

S the dominant
operator [122–131].

(iv) CL
S ¼ 4CT : CL

S ¼ 4CT at the NP scale is generated
by the scalar SUð2ÞL-doublet S2 (also called R2)

LQ [132,133]. However, QCD renormalization-group
(RG) effects from the NP scale down to the mb scale
change this relation. Furthermore, electroweak RG
effects mix the left-handed scalar and tensor opera-
tors above the electroweak symmetry breaking
scale [71,134]. Taking into account these effects
for NP of OðTeVÞ we use CL

S ≃ 8.1CT at the scale
μ ¼ mb [71].

In Fig. 1, we show the Δχ2ðCiÞ≡ χ2ðCiÞ − χ2SM (i.e., the
difference compared to the χ2 in the SM as a function of the
Wilson coefficients) for these four cases. The dashed lines
correspond to the situation before the FLðD�Þmeasurement

TABLE II. Results of the fit for the Wilson coefficients (given at the matching scale of 1 TeV) for the 2D hypotheses (hyp.) defined in
Sec. IV B including all available data with BRðBc → τνÞ < 60%, BRðBc → τνÞ < 30% and BRðBc → τνÞ < 10%, respectively. In case
there is no label for the constraint on BRðBc → τνÞ used, the fit is valid for all three benchmark scenarios.

2D hyp. Best fit p-value (%) PullSM RðDÞ RðD�Þ FLðD�Þ PτðD�Þ PτðDÞ RðΛcÞ

ðCL
V; C

L
S ¼ −4CTÞ (0.08, 0.05) 22.0 4.2

0.394 0.308 0.45 −0.50 0.40 0.41
−0.3σ þ0.2σ −1.7σ −0.2σ

ðCR
S ; C

L
S Þj60%

ð−0.19;−0.74Þ
68.5 4.5

0.412 0.299 0.54 −0.27 0.50 0.40
ð0.34;−0.22Þ þ0.1σ −0.5σ −0.7σ þ0.2σ

ðCR
S ; C

L
S Þj30%

ð−0.30;−0.64Þ
11.8 4.1

0.423 0.280 0.51 −0.35 0.51 0.39
ð0.24;−0.11Þ þ0.4σ −1.8σ −1.0σ 0.0σ

ðCR
S ; C

L
S Þj10%

(0.14, 0.00)
0.6 3.4

0.433 0.263 0.48 −0.44 0.53 0.38
ð−0.40;−0.55Þ þ0.6σ −2.9σ −1.4σ −0.1σ

ðCL
V; C

R
S Þ (0.09, 0.06) 30.8 4.3

0.413 0.305 0.47 −0.47 0.41 0.42
þ0.1σ −0.1σ −1.5σ −0.2σ

ðRe½CL
S ¼ 4CT �; Im½CL

S ¼ 4CT �Þj60;30% ð−0.06;�0.40Þ 22.0 4.2
0.404 0.306 0.45 −0.39 0.50 0.41

−0.1σ 0.0σ −1.7σ 0.0σ

ðRe½CL
S ¼ 4CT �; Im½CL

S ¼ 4CT �Þj10% ð−0.02;�0.24Þ 0.3 3.2
0.339 0.274 0.46 −0.45 0.40 0.36

−1.5σ −2.2σ −1.7σ −0.1σ

FIG. 1. Δχ2 for the four one-dimensional scenarios inwhich only
a single real Wilson coefficient (at the TeV scale) receives a NP
contribution. The dashed lines show the situation before the
FLðD�Þ measurement, while the solid lines include the latter.
The dotted vertical lines correspond to the limit on CL;R

S from
BRðBc → τνÞ assuming a maximal value of 10%, 30% and 60%
(i.e., the outer side of these lines is excluded by the corresponding
constraint). Thus, only a 10% limit on BRðBc → τνÞ can exclude
the best-fit point for CR

S while for CL
S this point is always excluded

and only positive values can provide a good fit to data.
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and the solid lines depict the situation once FLðD�Þ is
included. One can see from the plot that while the vector
operator still gives the best fit to the data, FLðD�Þ slightly
improves the agreement of the CR

S scenario with data in
the vicinity of the best-fit point. The dotted vertical lines
delimit the area allowed by different bounds on
BRðBc → τνÞ, which is only relevant for the CL

S and CR
S

scenarios. One observes that even for the conservative limit
BRðBc → τνÞ ≤ 60% negative solutions for CL

S and CR
S are

disfavored with respect to the SM point.
Table I summarizes the results for the four 1D scenarios.

Here we give the best-fit point, the corresponding 1σ and 2σ
ranges around this point, as well as the p-value (character-
izing the goodness of the fit) and the pull with respect to
the SM. The last six columns show the predictions for the
observables under consideration at the best-fit point.
In addition, the discrepancy [defined in Eq. (27)] between
the predicted value for the observables and the current
measurement is given for those observables for which a
measurement is available.
Let us illustrate this with the CL

S scenario as an example.
Here, if the best-fit point CL

S ¼ 0.12 is realized in nature,
the probability that statistical fluctuations would account
for the remaining discrepancy between theory and data is
0.02%; i.e., the scenario describes the data poorly. This can
be attributed to the fact that the predicted values of RðD�Þ
and FLðD�Þ are below their measured values by 4.0 and 1.8
standard deviations, respectively. BRðBc → τνÞ is impor-
tant for this scenario because it excludes the otherwise
favored value CL

S ∼ −0.9, as can be seen in Fig. 1,
independent of which of the three limits we choose. The
value of the SM pull, pullSM ¼ 2.2σ, shows that CL

S ¼ 0.12
describes the data only moderately better than CL

S ¼ 0.
The hypothesis of NP entering through CL

V has a
favorable p-value of 35% and the CL

S ¼ 4CT scenario
gives the worst fit. As a caveat, we recall that we have
restricted ourselves to real values of the coefficients.
Therefore, if complex values for CL

S ¼ 4CT are permitted
the situation will change. However, we do not consider
complex values for the Wilson coefficients in the other
three scenarios. For CL

V this would not change the pre-
dictions and for CL

S and CR
S complex values are constrained

by BRðBc → τνÞ.
Note that the results are quite independent of the bound

used for the contribution to BRðBc → τνÞ. The significance
of the four one-dimensional scenarios does not change
depending on whether one uses the conservative bound of
60% or the most commonly used one of 30% for
BRðBc → τνÞ. Furthermore, only the CR

S scenario is
slightly affected once the hypothetical future limit of
10% is used; the p-value changes slightly from 1.8% to
1.7%. Also note that in the CL

V-scenario polarization
observables FLðD�Þ; PτðD�Þ and PτðDÞ are unchanged
with respect to the SM. Therefore, a significant deviation in

these observables would automatically disfavor (or poten-
tially exclude) this scenario.

B. Two-dimensional scenarios

Let us now consider several two-dimensional hypoth-
eses. Again, we consider only scenarios which can be
generated by adding a single new field to the SM particle
content.

(i) ðCL
V; C

L
S ¼ −4CTÞ: This setup is obtained in models

with an SUð2ÞL-singlet scalar LQ ðS1Þ. Here the
relation CL

S ¼ −4CT is again assumed at the NP
scale. Through the RG running mentioned above,
starting from anOðTeVÞmatching scale, the relation
becomes CL

S ≃ −8.5CT at the low scale [71].
(ii) ðCR

S ; C
L
S Þ: As for the 1D cases, this scenario is

motivated by charged Higgs exchange.
(iii) ðCL

V; C
R
S Þ: This setup is generated by models with

vector LQs like the SUð2ÞL-singlet LQ U1.
(iv) ðRe½CL

S ¼ 4CT �; Im½CL
S ¼ 4CT �Þ: At the high scale,

this relation is generated by the scalar SUð2ÞL-
doublet LQ S2. As in the 1D case, RG effects
modify this relation to CL

S ≃ 8.1CT at the scale
μ ¼ mb. Here we consider complex couplings be-
cause, as seen in the previous subsection, real
parameters do not give a good fit to the data. On
the other hand, as shown in Ref. [133], complex
Wilson coefficients are able to reproduce the
RðDð�ÞÞ data.

The results of these fits are given in Table II, for a limit
on BRðBc → τνÞ of 60%, 30% and 10%, respectively. We
treat again the BRðBc → τνÞ constraint as a hard limit. Note
that the BRðBc → τνÞ constraint has no impact on the best-
fit points of the ðCL

V; C
L
S ¼ −4CTÞ and ðCL

V; C
R
S Þ scenarios.

For the ðRe½CL
S ¼ 4CT �; Im½CL

S ¼ 4CT �Þ scenario, only the
hypothetical future bound of 10% significantly reduces
the goodness of the fit (from 22% to 0.3%). The impact on
the ðCR

S ; C
L
S Þ scenario is very significant: while for the most

conservative limit of 60% this scenario gives the best fit
among all the scenarios considered, the agreement with
data is only moderate for the 30% limit and even very
bad for the 10% one. Note that the tension arises only in
RðD�Þ which is governed by the same coupling CR

S − CL
S

as BRðBc → τνÞ.
The content of Table II translates to the plots shown in

Fig. 2. Here, one can see that if the overall best-fit point is
excluded by the BRðBc → τνÞ limit, the point with the
minimum χ2 compatible with this bound is taken instead.
Thus, the new best-fit point lies on the boundary of the
region excluded by BRðBc → τνÞ, and it is surrounded by
the corresponding confidence region. Therefore, different
limits for BRðBc → τνÞ lead to different preferred regions,
and the best-fit points are also distinct concerning the
overall goodness (the p-value) of the fit. In the last six
columns of Table II we give again the predictions of the
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observables and their discrepancy [defined in Eq. (27)] with
the experimental value.

V. CORRELATIONS BETWEEN
OBSERVABLES

Let us now assess the future discriminatory power of the
various b → cτν observables and evaluate the correlations
among the observables within our two-dimensional sce-
narios of Sec. IV B.
Let us start with the correlations among RðDð�ÞÞ and

RðΛcÞ as shown in Fig. 3. The colored regions in the
RðDð�ÞÞ–RðΛcÞ plane are allowed at the 1σ level as
obtained by the fit (see Fig. 2). In addition, the dif-
ferent bounds from BRðBc → τνÞ are shown. As seen in
the previous section, this bound is irrelevant for the

ðCL
V; C

L
S ¼ −4CTÞ and ðCL

V; C
R
S Þ scenarios and also does

not affect the complex ðCL
S ¼ þ4CTÞ scenario, unless the

hypothetical future bound of 10% is used. However, for the
ðCR

S ; C
L
S Þ scenario it puts a stringent upper bound onRðΛcÞ

depending on RðDÞ.
Interestingly, we find very similar patterns for RðΛcÞ in

all scenarios and always predict an enhancement of RðΛcÞ
over its SM value. We trace this behavior back to a sum
rule, which can be derived from the expressions in
Eqs. (16), (17) and (22):

RðΛcÞ
RSMðΛcÞ

¼ 0.262
RðDÞ

RSMðDÞ þ 0.738
RðD�Þ

RSMðD�Þ þ x; ð28Þ

where the small remainder x is well approximated by

FIG. 2. Results of the fits in the two-dimensional NP scenarios, with Wilson coefficients given at the matching scale of 1 TeV.
The p-values of the best fit are given in Table II. The dashed ellipses show the situation before the FLðD�Þ measurement at the 2σ level,
while the colored regions include FLðD�Þ. We impose either a 60% or a 10% limit on BRðBc → τνÞ. The scenarios shown in the upper
plots (orange color coding) are not affected by either of these constraints. In the scenarios shown in the lower plots the best-fit points and
the corresponding σ-regions move when we consider a 10% (green color coding) constraint instead of the 60% one.
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x ≃ −Re½ð1þ CL
VÞð0.32C�

T þ 0.03CL�
S Þ�

þ 1.76jCT j2 − 0.0075jCL
S j2 − 0.033ReðCL

SC
R�
S Þ; ð29Þ

with all coefficients evaluated at μ ¼ mb. The conse-
quences of this sum rule are best visible in Fig. 6, where
the RðΛcÞ contours are essentially the same straight lines.
Evolving the best-fit points of Table II to μ ¼ mb with
Eq. (13) (and using the exact formula for x) we find
x ¼ 6 · 10−4, x ¼ 1 · 10−2, x ¼ −1 · 10−4, and x ¼ 5 · 10−3

for the four scenarios. Even beyond the considered
scenarios and permitting more than two coefficients to
be nonzero one finds jxj < 0.05 if the coefficients are
chosen to explain RðDÞ and RðD�Þ. So RðΛcÞ must be
enhanced over the SM value if RðDÞ and RðD�Þ are.
The existence of the sum rule in Eq. (28), which holds
in any model of new physics, implies that a future
measurement of RðΛcÞ will serve as a check of the

measurements of RðDÞ and RðD�Þ and of the form-
factor calculations. For all of our four two-dimensional
scenarios we predict

RðΛcÞ ¼ RSMðΛcÞð1.24� 0.06Þ
¼ 0.41� 0.02� 0.01; ð30Þ

where the first error stems from the experimental errors in
RðDð�ÞÞ in Eq. (2) and the second error in Eq. (30)
reflects the present uncertainties of the form-factor ratios.
Figure 4 reveals interesting correlations between polari-

zation observables, including the yet unmeasured tau
polarization in the B → Dτν decay mode. These correla-
tions provide a strong tool to discriminate between different
NP scenarios, especially in the cases in which the predicted
regions shrink effectively to a line (i.e., exhibit direct
correlations). In the case of the correlation between PτðD�Þ

FIG. 3. Preferred 1σ regions in the four two-dimensional scenarios in the RðDð�ÞÞ–RðΛcÞ plane for BRðBc → τνÞ < 60%. The
regions of the plot in the left panel correspond to the scenarios ðCL

V; C
L
S ¼ −4CTÞ (red) and ðCR

S ; C
L
S Þ (blue), while the plots on the right

side correspond to ðCL
V; C

R
S Þ (purple) and ðCL

S ¼ 4CTÞ (orange). The solid, dashed and dotted lines refer to a limit on BRðBc → τνÞ of
60%, 30% and 10%, respectively. The stars represent the SM predictions.
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FIG. 4. Pairwise correlations between the observables PτðDÞ; PτðD�Þ and FLðD�Þ. The predicted 1σ regions in the four two-
dimensional scenarios [assuming BRðBc → τνÞ < 60%] are shown. The color coding is the same as in Fig. 3. Note that in some cases
the preferred regions shrink to lines, revealing the tight correlations between two observables in a given scenario. However, it is
important to keep in mind that these correlations are obtained in the limit of vanishing form-factor uncertainties. Therefore, they
represent the ideal correlations which can only in principle be obtained in a given scenario.
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and FLðD�Þ considered within the ðCR
S ; C

L
S Þ scenario (plot

in the third row on the left) this follows trivially since both
observables are affected by the pseudoscalar combination
CR
S − CL

S only. The tight correlations in the other cases are,

on the other hand, a result of the polarization observables
being insensitive to the value of CL

V . However, it is very
important to keep in mind that these correlations are
obtained for vanishing uncertainties of the form factors.

FIG. 5. Contour lines of the τ polarization and the longitudinalD� polarization for the two-dimensional scenarios in theRðDÞ–RðD�Þ
plane. The colored regions (bounded by dashed lines) are allowed by the 10%, 30% and 60% limits on BRðBc → τνÞ, where any area
that would fill the entire plot is not shown for convenience. The contours show the predicted values for the various observables (for
vanishing form-factor uncertainties). The thin lines carrying no labels depict the arithmetic means of the neighboring thick lines. The
gray regions are currently preferred by data at the 1 and 2σ levels. The colored, hatched regions are excluded in the specific scenarios.
Interestingly, the different scenarios exhibit distinct correlations among the observables, manifesting themselves in the different slopes
of the contours and the different values associated with them.
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Therefore, they represent the correlations which can only in
principle be obtained in a given scenario. Therefore, for
exploiting such correlations future improvements on the
theory predictions for form factors are imperative.

Let us now turn to future predictions and impact of the
polarization observables. Here, we consider again the four
two-dimensional scenarios of Sec. IV B. However, this time
we do not use FLðD�Þ, the tau polarizations as inputs for

FIG. 6. Contour lines of PτðDÞ and RðΛcÞ for the two-dimensional scenarios in the RðDÞ–RðD�Þ plane. The colored regions
(bounded by dashed lines) are allowed by the 10%, 30% and 60% limits on BRðBc → τνÞ, where any area that would fill the entire plot
is not shown for convenience. The contours show the predicted value for the various observables (neglecting the errors of the form
factors). The thin lines carrying no labels depict the arithmetic means of the neighboring thick lines. The gray regions are currently
preferred by data at the 1 and 2σ level and the colored, hatched regions are excluded in the specific scenarios. Interestingly, the different
scenarios display distinct correlations among the observables [except for RðΛcÞ], manifesting themselves in the different slopes of the
contours and the different values associated with them.
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the fit, but rather predict them as a function of RðDÞ and
RðD�Þ. This is shown in Figs. 5 and 6. While the current
experimental data for PτðD�Þ do not significantly discrimi-
nate between the different scenarios, the preliminary
FLðD�Þ measurement shows a tension in the scenarios
ðCL

V; C
L
S ¼ −4CTÞ and complex CL

S ¼ 4CT . Furthermore,
future measurements of FLðD�Þ can be used to differentiate
between different scenarios. This can be seen from the
different slopes of the contour lines and the quite different
values associated to them comparing the four scenarios.

VI. CONCLUSIONS

Tauonic B meson decays are excellent probes of physics
beyond the SM (complementary to the direct searches at the
LHC) since they are sensitive to lepton flavor universality
violation in the tau sector, e.g., to Higgs bosons,W0 bosons
and leptoquarks. In order to distinguish different models, it
is very important to be able to assess the presence of scalar
and/or tensor operators: while Higgs bosons only generate
scalar operators, LQs generate vector operators and pos-
sibly also scalar or tensor ones, while W0 bosons only give
rise to vector operators. Thus, on the one hand, establishing
the presence of scalar operators would rule out (pure) W0
explanations while the presence of vector operators would
exclude (pure) charged Higgs models. On the other hand,
the combination of vector operators with scalar and/or
tensor ones would be a strong indication for LQs.
In this respect, the current Belle measurement of FLðD�Þ

is very important and the limit on the NP contribution to
BRðBc → τνÞ is crucial to establish or disprove scalar
contributions. Together with the measurements of the ratios
RðDÞ, RðD�Þ, RðJ=ΨÞ, these observables can be used in
the future to identify the Lorentz structure of NP.
In this article we studied four one-dimensional scenarios

(all with real Wilson coefficients) CL
V , CR

S , CL
S , and

CL
S ¼ 4CT and the four two-dimensional scenarios

ðCL
V;C

L
S¼−4CTÞ; ðCR

S ;C
L
S Þ; ðCL

V;C
R
S Þ; and ðRe½CL

S ¼ 4CT �;
Im½CL

S ¼ 4CT �Þ. All these scenarios have in common that
they can be generated by the exchange of a single new
particle. The fit results are shown in Tables I and II.
For these scenarios we critically reconsidered the limits

on the NP contribution to the decay Bc → τν. Here we
stress that the 10% limit [77] on BRðBc → τνÞ from Z →
bb̄ decays at LEP suffers from uncertainties related to the
hadronization probability of a b quark into a Bc meson and
should not be taken at face value. Furthermore, also the
more conservative 30% limit of Ref. [36] is not strict since
the error of the theory calculation of the Bc lifetime has not
fully been taken into account. Therefore, a conservative
limit of 60% seems reasonable. Concerning the one-
dimensional scenarios we found that the impact of the
choice of the limit on BRðBc → τνÞ on the fit is very
limited; only the CR

S scenario (which does not give a good
fit to data anyway) is slightly affected if the hypothetical

future bound of 10% is chosen while the CL
V scenario

always gives by far the best fit. However, on the two-
dimensional scenarios the choice of the BRðBc → τνÞ limit
has a significant impact. Using the conservative 60% limit
the ðCR

S ; C
L
S Þ scenario gives the best fit to data, while when

enforcing the 30% limit the agreement with data is
significantly worse and for the 10% limit this scenario is
even strongly disfavored.
Next we studied the predictions forRðΛcÞ finding a sum

rule relating this ratio toRðDÞ andRðD�Þ, independent of
any NP scenario up to small corrections. This implies that
RðΛcÞ does not provide additional information on the
Lorentz structure of NP but provides an important con-
sistency check of the RðDÞ and RðD�Þ measurements.
Finally, we considered the correlations among polari-

zation observables and predicted them as functions of
RðDÞ and RðD�Þ. Here we found strong correlations
among the polarization observables, depending on the
scenario chosen (see Fig. 4). Disregarding the form-factor
uncertainties, even direct correlations are found. In the
ðCR

S ; C
L
S Þ scenario this is due to the equal dependence of

the observables on the Wilson coefficients while in the
other cases the correlation is a result of the polarization
observables being insensitive to the value of CL

V .
Furthermore, the polarization observables show a unique
dependence on RðDÞ and RðD�Þ for the different observ-
ables (see Figs. 5 and 6).
Therefore, future measurements of polarization observ-

ables together with RðDÞ and RðD�Þ will be able to
determine the Lorentz structure of NP while RðΛcÞ will
serve as a consistency check. In this way different models
(e.g.,W0, leptoquark and charged Higgs) can in principle be
distinguished. However, for this exciting perspective also
improved theory predictions for the form factors and
BRðBc → τνÞ are crucial.
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Note Added.—Recently Ref. [136] appeared which studies
the constraints from the high-pT tails in mono-τ searches
on the effective field theory (EFT) operators mediating
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b → cτν and specific UV completions. The authors have
found that the EFT analysis is valid for certain leptoquark
models if the leptoquarks are sufficiently heavy, while UV
completions with the exchange of a colorless particle in the
s-channel require an explicit model-dependent study
beyond the EFT framework. In Ref. [136] a few scenarios
are found for which already present high-pT data pose
useful constraints on the Wilson coefficients, challenging
these scenarios as explanations of the b → cτν anomaly, but
none of these scenarios is considered in this paper.
However, we find that the study of Ref. [136] constrains
our two-dimensional scenario with complex CL

S ¼ 4CT ,

corresponding to the exchange of a (sufficiently heavy)
leptoquark S2. Inferring the allowed region fromRef. [137],
we realize that the best-fit point of the scenarios with
BRðBc → τνÞ < 30%; 60% (see Table II) and a large
portion of the corresponding 2σ area (in red) in the lower
right plot of Fig. 2 is excluded by the 2σ bound jCL

S j≲ 0.35
from high-pT data. This latter bound qualitatively mimics a
stricter bound on BRðBc → τνÞ, which would also push
jCL

S j ¼ 4jCT j to a smaller value. Thus if the S2 scenario is
realized in nature, we can expect effects in high-pT tails in
mono-τ searches or eventually even the discovery of the S2
leptoquark by ATLAS or CMS.
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