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#### Abstract

Various classical solutions to lower dimensional Ishibashi-Kawai-Kitazawa-Tsuchiya-like Lorentzian matrix models are examined in their commutative limit. Poisson manifolds emerge in this limit, and their associated induced and effective metrics are computed. Signature change is found to be a common feature of these manifolds when quadratic and cubic terms are included in the bosonic action. In fact, a single manifold may exhibit multiple signature changes. Regions with a Lorentzian signature may serve as toy models for cosmological spacetimes, complete with cosmological singularities, occurring at the signature change. The singularities are resolved away from the commutative limit. Toy models of open and closed cosmological spacetimes are given in two and four dimensions. The four-dimensional cosmologies are constructed from noncommutative complex projective spaces, and they are found to display a rapid expansion near the initial singularity.
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## I. INTRODUCTION

Signature change is believed to be a feature of quantum gravity [1-10]. It has been discussed in the context of string theory [6], loop quantum gravity $[7,10]$, and causal dynamical triangulation [8]. Recently, signature change has also been shown to result from certain solutions to matrix equations [11-13]. These are the classical equations of motion that follow from Ishibashi, Kawai, Kitazawa, and Tsuchiya (IKKT)-type models [14] with a Lorentzian background target metric. The signature change occurs in the induced metrics of the continuous manifolds that emerge upon taking the commutative (or equivalently, continuum or semiclassical) limit of the matrix model solutions. Actually, as argued by Steinacker, the relevant metric for these emergent manifolds is not, in general, the induced metric, but rather it is the metric that appears upon the coupling to matter [15]. The latter is the so-called effective metric of the emergent manifold, and it is determined from the symplectic structure that appears in the commutative limit, as well as the induced metric. Signature changes also occur for the effective metric of these manifolds, and, in fact, they precisely coincide with the signature changes in the induced metric. The signature changes in the induced or effective metric correspond to singularities in the curvature tensor
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constructed from these metrics. The singularities are resolved away from the commutative limit, where the description of the solution is in terms of representations of some matrix algebras.

As well as being of intrinsic interest, signature changing matrix model solutions could prove useful for cosmology. It has been shown that toy cosmological models can be constructed for regions of the manifolds where the metric has a Lorentzian signature. These regions can represent both open and closed cosmologies, complete with cosmological singularities that occur at the signature changes. As stated above such singularities are resolved away from the commutative limit. Furthermore, in [13], a rapid expansion, although not exponential, was found to occur immediately after the big bang singularity.

The previous examples of matrix models where signature change was observed include the fuzzy sphere embedded in a three-dimensional Lorentzian background [11], fuzzy $C P^{2}$ in an eight-dimensional Lorentzian background [12], and noncommutative $H^{4}$ in ten-dimensional Lorentz spacetime [13]. For the purpose of examining signature changes, it is sufficient to restrict to the bosonic sector of the matrix models. In this article we present multiple additional examples of solutions to bosonic matrix models that exhibit signature change. We argue that signature change is actually a common feature of solutions to IKKT-type matrix models with indefinite background metrics, in particular, when mass terms are included in the matrix model action. (Mass terms have been shown to result from an IR regularization [16].) In fact, a single solution can exhibit multiple signature changes. As an aside, it is known that there are zero mean curvature surfaces in threedimensional Minkowski space that change from being
spacelike to being timelike [17-21]. ${ }^{1}$ The signature changing surfaces that emerge from solutions to the Lorentzian matrix models studied here do not have zero mean curvature.

As a warm-up, we review two-dimensional solutions to the three-dimensional Lorentz matrix model, consisting of a quartic (Yang-Mills) and a cubic term, and without a quadratic (mass) term. Known solutions are noncommutative (A)dS ${ }^{2}$ [22-26] and the noncommutative cylinder [27-29]. They lead to a fixed signature upon taking the commutative limit. New solutions appear when the quadratic term is included in the action. These new solutions exhibit signature change. One such solution, found previously, is the Lorentzian fuzzy sphere [11]. Others can be constructed by deforming the noncommutative $\mathrm{AdS}^{2}$ solution. After taking the commutative limit of these matrix solutions, one finds regions of the emergent manifolds where the metric has a Lorentzian signature. In the case of the Lorentzian fuzzy sphere, the Lorentzian region crudely describes a two-dimensional closed cosmology, complete with an initial and a final singularity. In the case of the deformation of noncommutative (Euclidean) (A)dS2 ${ }^{2}$, the Lorentzian region describes a two-dimensional open cosmology.

Natural extensions of these solutions to higher dimensions are the noncommutative complex projective spaces [30-36]. Since we wish to recover noncompact manifolds, as well as compact manifolds in the commutative limit, we should consider the indefinite versions of these noncommutative spaces [37] as well as those constructed from compact groups. For four-dimensional solutions, there are then three such candidates: noncommutative $C P^{2}, C P^{1,1}$, and $C P^{0,2}$. The latter two solve an eight-dimensional (massless) matrix model with an indefinite background metric, specifically, the $s u(2,1)$ Cartan-Killing metric. These solutions give a fixed signature after taking the commutative limit. So as with the two-dimensional solutions, the massless matrix model yields no signature change. Once again, new solutions appear when a mass term is included, and they exhibit signature change, possibly multiple signature changes. These solutions include deformations of noncommutative $C P^{2}, C P^{1,1}$, and $C P^{0,2} .^{2}$ A deformed noncommutative $C P^{0,2}$ solution can undergo two signature changes, while a deformed noncommutative $C P^{2}$ solution can have up to three signature changes. Upon taking the commutative limit, the deformed noncommutative $C P^{1,1}$ and $C P^{0,2}$ solutions have regions with Lorentzian signature that describe expanding open spacetime cosmologies, complete with a big bang singularity occurring at the signature

[^1]change. The commutative limit of the deformed noncommutative $C P^{2}$ solution has a region with Lorentzian signature that describes a closed spacetime cosmology, complete with initial/final singularities. As with the noncommutative $H^{4}$ solution found in [13], these solutions display an extremely rapid expansion near the cosmological singularities. Also as in [13], the spacetimes emerging from the deformed noncommutative $C P^{1,1}$ and $C P^{0,2}$ solutions expand linearly at late times. It suggests that these are universal properties of $4 d$ signature changing solutions to IKKT-type matrix models.

The outline for this article is the following: In Sec. II we review the noncommutative (A)dS ${ }^{2}$ and cylinder solutions to the (massless) three-dimensional Lorentz matrix model. We include the mass term in the matrix model action in Sec. III, and examine the resulting signature changing matrix model solutions. The noncommutative $C P^{1,1}$ and $C P^{0,2}$ solutions to an eight-dimensional (massless) matrix model (in the semiclassical limit) are examined in Sec. IV. The mass term is added to the action in Sec. V, and there we study the resulting deformed noncommutative $C P^{1,1}$, $C P^{0,2}$, and $C P^{2}$ solutions. In Appendix A we list some properties of $s u(2,1)$ in the defining representation. In Appendix B we review a derivation of the effective metric and compute it for the examples of $C P^{1,1}$ and $C P^{0,2}$.

## II. THREE-DIMENSIONAL LORENTZIAN MATRIX MODEL

We begin by considering the bosonic sector of the threedimensional Lorentzian matrix model with an action consisting of a quartic (Yang-Mills) term and a cubic term:
$S(X)=\frac{1}{\mathrm{~g}^{2}} \operatorname{Tr}\left(-\frac{1}{4}\left[X_{\mu}, X_{\nu}\right]\left[X^{\mu}, X^{\nu}\right]+\frac{i}{3} a \epsilon_{\mu \nu \lambda} X^{\mu}\left[X^{\nu}, X^{\lambda}\right]\right)$.

Here $X^{\mu}, \mu=0,1,2$, are infinite-dimensional Hermitian matrices and $a$ and g are constants. Tr denotes a trace, indices $\mu, \nu, \lambda, \ldots$, are raised and lowered with the Lorentz metric $\eta_{\mu \nu}=\operatorname{diag}(-,+,+)$, and the totally antisymmetric symbol $\epsilon_{\mu \nu \lambda}$ is defined such that $\epsilon_{012}=1$. Extremizing the action with respect to variations in $X^{\mu}$ leads to the classical equations of motion

$$
\begin{equation*}
\left[\left[X_{\mu}, X_{\nu}\right], X^{\nu}\right]+i a \epsilon_{\mu \nu \lambda}\left[X^{\nu}, X^{\lambda}\right]=0 . \tag{2.2}
\end{equation*}
$$

The equations of motion (2.2) are invariant under the following:
(i) unitary "gauge" transformations, $X^{\mu} \rightarrow U X^{\mu} U^{\dagger}$, where $U$ is an infinite dimensional unitary matrix,
(ii) $2+1$ Lorentz transformations $X^{\mu} \rightarrow L^{\mu}{ }_{\nu} X^{\nu}$, where $L$ is a $3 \times 3$ Lorentz matrix, and
(iii) translations in the three-dimensional Minkowski space $X^{\mu} \rightarrow X^{\mu}+v^{\mu} \mathbb{1}$, where $\mathbb{1}$ is the unit matrix.

Well known solutions to these equations are noncommutative (A)dS ${ }^{2}$ [22-26] and the noncommutative cylinder [27-29]. Both are associated with unitary irreducible representations of three-dimensional Lie algebras. Noncommutative (A)dS ${ }^{2}$ corresponds to unitary irreducible representations of $s u(1,1)$, while the noncommutative cylinder corresponds to unitary irreducible representations of the two-dimensional Euclidean algebra $E_{2}$. Thus the former solution is defined by

$$
\begin{equation*}
\left[X_{\mu}, X_{\nu}\right]=i a \epsilon_{\mu \nu \lambda} X^{\lambda}, \quad X_{\mu} X^{\mu} \quad \text { fixed } \tag{2.3}
\end{equation*}
$$

while the latter is
$\left[X_{0}, X_{ \pm}\right]= \pm 2 a X_{ \pm}, \quad\left[X_{+}, X_{-}\right]=0, \quad X_{+} X_{-}$fixed,
where $X_{ \pm}=X_{1} \pm i X_{2}$. Noncommutative (A)dS ${ }^{2}$ preserves the Lorentz symmetry (ii) of the equations of motion, while the noncommutative cylinder breaks the symmetry to the two-dimensional rotation group. Noncommutative $\mathrm{AdS}^{2}$ was recently shown to be asymptotically commutative, and the holographic principle was applied to map a scalar field theory on noncommutative $\mathrm{AdS}^{2}$ to a conformal theory on the boundary [26].

The commutative (or equivalently, continuum or semiclassical) limit for these two solutions is clearly $a \rightarrow 0$. Thus $a$ plays the role of $\hbar$ of quantum mechanics, and for convenience we shall make the identification $a=\hbar$ and then take the limit $\hbar \rightarrow 0$. In the limit, functions of the matrices $X_{\mu}$ are replaced by functions of commutative coordinates $x_{\mu}$, and to lowest order in $\hbar$, commutators of functions of $X_{\mu}$ are replaced by $i \hbar$ times Poisson brackets of the corresponding functions of $x_{\mu},[\mathcal{F}(X), \mathcal{G}(X)] \rightarrow i \hbar\{\mathcal{F}(x), \mathcal{G}(x)\}$.

So in the commutative limit of the noncommutative (A)dS ${ }^{2}$ solution, Eq. (2.3) defines a two-dimensional hyperboloid with an $s u(1,1)$ Poisson algebra

$$
\begin{equation*}
\left\{x_{\mu}, x_{\nu}\right\}=\epsilon_{\mu \nu \lambda} x^{\lambda} . \tag{2.5}
\end{equation*}
$$

Two different geometries result from the choice of sign of the Casimir in (2.3). The positive sign is associated with noncommutative $(\mathrm{A}) \mathrm{dS}^{2}$, while the negative sign is associated with noncommutative Euclidean (A)dS ${ }^{2}$. We describe them as follows:
(1) Noncommutative (A) $\mathrm{dS}^{2}$. A positive Casimir yields the constraint $x_{\mu} x^{\mu}=r^{2}$ in the commutative limit, which defines two-dimensional de Sitter (or anti-de Sitter) space, (A)dS ${ }^{2}$ (or $H^{1,1}$ ). $r$ in this semiclassical solution, and the ones that follow, denotes a constant length scale, $r>0$. A global parametrization for (A)dS ${ }^{2}$ is given by

$$
\left(\begin{array}{l}
x^{0}  \tag{2.6}\\
x^{1} \\
x^{2}
\end{array}\right)=r\left(\begin{array}{c}
\sinh \tau \\
\cosh \tau \cos \sigma \\
\cosh \tau \sin \sigma
\end{array}\right)
$$

where $-\infty<\tau<\infty, 0 \leq \sigma<2 \pi$. Using this parametrization we obtain the following Lorentzian induced metric on the surface ${ }^{3}$ :

$$
\begin{equation*}
d s^{2}=r^{2}\left(-d \tau^{2}+\cosh ^{2} \tau d \sigma^{2}\right) \tag{2.7}
\end{equation*}
$$

The Poisson brackets (2.5) are recovered upon writing

$$
\begin{equation*}
\{\tau, \sigma\}=\frac{1}{r \cosh \tau} \tag{2.8}
\end{equation*}
$$

(2) Noncommutative Euclidean (A)dS ${ }^{2}$. A negative Casimir yields the constraint $x_{\mu} x^{\mu}=-r^{2}$ in the commutative limit. This defines a two-sheeted hyperboloid corresponding to the Euclidean version of de Sitter (or anti-de Sitter) space, Euclidean (A)dS ${ }^{2}$ (or $H^{2,0}$ ). A parametrization of the upper hyperboloid $\left(x^{0}>0\right)$ is

$$
\left(\begin{array}{l}
x^{0}  \tag{2.9}\\
x^{1} \\
x^{2}
\end{array}\right)=r\left(\begin{array}{c}
\cosh \tau \\
\sinh \tau \cos \sigma \\
\sinh \tau \sin \sigma
\end{array}\right)
$$

where again $-\infty<\tau<\infty, 0 \leq \sigma<2 \pi$. Now the induced metric on the surface has a Euclidean signature

$$
\begin{equation*}
d s^{2}=r^{2}\left(d \tau^{2}+\sinh ^{2} \tau d \sigma^{2}\right) \tag{2.10}
\end{equation*}
$$

Upon assigning the Poisson brackets

$$
\begin{equation*}
\{\tau, \sigma\}=\frac{1}{r \sinh \tau} \tag{2.11}
\end{equation*}
$$

we again recover the $s u(1,1)$ Poisson bracket algebra (2.5).
The commutative limit of the noncommutative cylinder solution (2.4) is obviously the cylinder. The Casimir for the two-dimensional Euclidean algebra goes to $\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2}=r^{2}$, while the limiting Poisson brackets are $\left\{x^{0}, x^{1}\right\}=-2 x^{2},\left\{x^{0}, x^{2}\right\}=2 x^{1},\left\{x^{1}, x^{2}\right\}=0$. A parametrization in terms of polar coordinates

$$
\left(\begin{array}{c}
x^{0}  \tag{2.12}\\
x^{1} \\
x^{2}
\end{array}\right)=\left(\begin{array}{c}
\tau \\
r \cos \sigma \\
r \sin \sigma
\end{array}\right)
$$

yields the Lorentzian induced metric

$$
\begin{equation*}
d s^{2}=-d \tau^{2}+r^{2} d \sigma^{2} \tag{2.13}
\end{equation*}
$$

and the Poisson algebra is recovered for $\{\tau, \sigma\}=2$.

[^2]The above solutions admit either Euclidean or Lorentzian induced metrics after taking the commutative limit. The signature for any of these particular solutions is fixed. Below we show that the inclusion of a mass term in the action allows for solutions with signature change.

## III. INCLUSION OF A MASS TERM IN THE 3d MATRIX MODEL

We next add a quadratic contribution to the threedimensional Lorentzian matrix model action (2.1):

$$
\begin{align*}
S(X)= & \frac{1}{\mathrm{~g}^{2}} \operatorname{Tr}\left(-\frac{1}{4}\left[X_{\mu}, X_{\nu}\right]\left[X^{\mu}, X^{\nu}\right]+\frac{i}{3} a \epsilon_{\mu \nu \lambda} X^{\mu}\left[X^{\nu}, X^{\lambda}\right]\right. \\
& \left.+\frac{b}{2} X^{\mu} X_{\mu}\right) \tag{3.1}
\end{align*}
$$

As stated in the Introduction, quadratic terms have been shown to result from an IR regularization [16]. The equations of motion resulting from variations of $X^{\mu}$ are now

$$
\begin{equation*}
\left[\left[X_{\mu}, X_{\nu}\right], X^{\nu}\right]+i a \epsilon_{\mu \nu \lambda}\left[X^{\nu}, X^{\lambda}\right]+b X_{\mu}=0 . \tag{3.2}
\end{equation*}
$$

As in this article we shall only be concerned with solutions in the commutative limit, $\hbar \rightarrow 0$, we may as well take the limit of these equations. In order for the cubic and quadratic terms to contribute in the commutative limit we need that $a$ and $b$ vanish in the limit according to

$$
\begin{equation*}
a \rightarrow \hbar \alpha, \quad b \rightarrow \hbar^{2} \beta, \tag{3.3}
\end{equation*}
$$

where $\alpha$ and $\beta$ are nonvanishing and finite. Equation (3.2) reduces to

$$
\begin{equation*}
-\left\{\left\{x_{\mu}, x_{\nu}\right\}, x^{\nu}\right\}-\alpha \epsilon_{\mu \nu \lambda}\left\{x^{\nu}, x^{\lambda}\right\}+\beta x_{\mu}=0 \tag{3.4}
\end{equation*}
$$

The $A d S^{2}$ and Euclidean $A d S^{2}$ solutions, which are associated with the $s u(1,1)$ Poisson algebra (2.5), survive when the mass term is included provided that the constants $\alpha$ and $\beta$ are constrained by

$$
\begin{equation*}
\beta=2(1-\alpha) \tag{3.5}
\end{equation*}
$$

In the limit where the mass term vanishes, $\beta=0$ and $\alpha=1$, we recover the solutions of the previous section. On the other hand, the noncommutative cylinder only solves the equations in the limit of zero mass $\beta \rightarrow 0$.

The mass term allows for new solutions, which have no $\beta \rightarrow 0$ limit. One such solution is the fuzzy sphere embedded in the three-dimensional Lorentzian background, which was examined in [11]. In the commutative limit it is defined by

$$
\begin{align*}
\left(x^{0}\right)^{2}+\left(x^{1}\right)^{2}+\left(x^{2}\right)^{2} & =r^{2}, & & \left\{x^{0}, x^{1}\right\}=x^{2} \\
\left\{x^{1}, x^{2}\right\} & =x^{0}, & & \left\{x^{2}, x^{0}\right\}=x^{1} . \tag{3.6}
\end{align*}
$$

These Poisson brackets solve the Lorentzian equations (3.4) provided that $\alpha=-\frac{1}{2}$ and $\beta=-1$. The solution obviously does not preserve the Lorentz symmetry (ii) of the equations of motion. One can introduce a spherical coordinate parametrization

$$
\left(\begin{array}{c}
x^{0}  \tag{3.7}\\
x^{1} \\
x^{2}
\end{array}\right)=r\left(\begin{array}{c}
\cos \theta \\
\sin \theta \cos \phi \\
\sin \theta \sin \phi
\end{array}\right),
$$

$0 \leq \phi<2 \pi, 0<\theta<\pi$. Then the Poisson brackets in (3.6) are recovered for $\{\theta, \phi\}=\frac{1}{r} \csc \theta$. The induced invariant length which one computes from the Lorentzian background, $d s^{2}=d x^{\mu} d x_{\mu}$, does not give the usual metric for a sphere. Instead, one finds

$$
\begin{equation*}
d s^{2}=r^{2}\left(\cos 2 \theta d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{3.8}
\end{equation*}
$$

In addition to the coordinate singularities at the poles, there are singularities in the metric at the latitudes $\theta=\frac{\pi}{4}$ and $\frac{3 \pi}{4}$. The Ricci scalar is divergent at these latitudes. The metric tensor has a Euclidean signature for $0<\theta<\frac{\pi}{4}$ and $\frac{3 \pi}{4}<\theta<\pi$, and a Lorentzian signature for $\frac{\pi}{4}<\theta<\frac{3 \pi}{4}$. The regions are illustrated in Fig. 1. The Lorentzian regions of the fuzzy sphere solutions have both an initial and a final


FIG. 1. Commutative limit of the Lorentzian fuzzy sphere. Singularities in the metric appear at $\theta=\frac{\pi}{4}$ and $\frac{3 \pi}{4}$, and the signature of the metric changes at these latitudes. These latitudes are associated with singularities in the Ricci scalar. The metric tensor has a Euclidean signature for $0<\theta<\frac{\pi}{4}$ and $\frac{3 \pi}{4}<\theta<\pi$ (darker regions), and a Lorentzian signature for $\frac{\pi}{4}<\theta<\frac{3 \pi}{4}$ (lighter region).
singularity and thus crudely describe a two-dimensional closed cosmology. The singularities are resolved away from the commutative limit, where the fuzzy sphere is expressed in terms of $N \times N$ Hermitian matrices. Axially symmetric deformations of the fuzzy sphere are also solutions to the Lorentzian matrix model [11].

Other sets of solutions to the Lorentzian matrix model which have no $\beta \rightarrow 0$ limit are deformations of the noncommutative $\mathrm{AdS}^{2}$ and the Euclidean $\mathrm{AdS}^{2}$ solutions. Like the fuzzy sphere solution, they break the Lorentz symmetry (ii) of the equations of motion, but preserve spatial rotational invariance. Again, we shall only be concerned with the commutative limit of these solutions:
(1) Deformed noncommutative $\mathrm{AdS}^{2}$. Here we replace (2.6) by

$$
\left(\begin{array}{c}
x^{0}  \tag{3.9}\\
x^{1} \\
x^{2}
\end{array}\right)=r\left(\begin{array}{c}
\sinh \tau \\
\rho \cosh \tau \cos \sigma \\
\rho \cosh \tau \sin \sigma
\end{array}\right) .
$$

$\rho>0$ is the deformation parameter. We again assume the Poisson bracket (2.8) between $\tau$ and $\sigma$. Substituting (3.9) into (3.4) gives $\beta=2 \rho^{2}(1-\alpha)=$ $1+\rho^{2}-2 \alpha$. It is solved by the previous undeformed AdS ${ }^{2}$ solution, $\rho^{2}=1$ with (3.5), along with new solutions that allow for arbitrary $\rho>0$, provided that

$$
\begin{equation*}
\alpha=\frac{1}{2}, \quad \beta=\rho^{2} . \tag{3.10}
\end{equation*}
$$

Using the parametrization (3.9), the induced invariant interval on the surface is now

$$
\begin{equation*}
d s^{2}=r^{2} \cosh ^{2} \tau\left(\left(-1+\rho^{2} \tanh ^{2} \tau\right) d \tau^{2}+\rho^{2} d \sigma^{2}\right) \tag{3.11}
\end{equation*}
$$

For $\rho^{2}>1$ the induced metric tensor possesses spacetime singularities at $\tau=\tau_{ \pm}= \pm \tanh ^{-1}\left|\frac{1}{\rho}\right|$, which are associated with two signature changes. For $\tau>\tau_{+}$and $\tau<\tau_{-}$the signature of the induced metric is Euclidean, while for $\tau_{-}<\tau<\tau_{+}$the signature of the induced metric is Lorentzian. Figure 2 is a plot of deformed $\mathrm{AdS}_{2}$ in the three-dimensional embedding space for $r=1$, $\rho=1.15$.
(2) Deformed noncommutative Euclidean $\mathrm{AdS}^{2}$. We now deform the upper hyperboloid given in (2.9) to

$$
\left(\begin{array}{c}
x^{0}  \tag{3.12}\\
x^{1} \\
x^{2}
\end{array}\right)=r\left(\begin{array}{c}
\cosh \tau \\
\rho \sinh \tau \cos \sigma \\
\rho \sinh \tau \sin \sigma
\end{array}\right)
$$

while retaining the Poisson bracket (2.11) between $\tau$ and $\sigma . \rho$ again denotes the deformation parameter. Equation (3.12) with $\rho \neq 0$ is a solution to (3.4)


FIG. 2. Deformed $\mathrm{AdS}_{2}$ solution with $r=1, \rho=1.15$. The spacetime singularities occur at $\tau=\tau_{ \pm}= \pm \tanh ^{-1}\left|\frac{1}{\rho}\right|$. The lighter region has a Lorentzian signature, and the darker region has a Euclidean signature.
provided that the relations (3.10) again hold. The induced invariant interval on the surface is now

$$
\begin{equation*}
d s^{2}=r^{2} \sinh ^{2} \tau\left(\left(\rho^{2} \operatorname{coth}^{2} \tau-1\right) d \tau^{2}+\rho^{2} d \sigma^{2}\right) \tag{3.13}
\end{equation*}
$$

For $\rho^{2}<1$ there is a singularity at $\tau=\tau_{+}=$ $\tanh ^{-1}|\rho|$ that is associated with a signature change. For $\tau<\tau_{+}$the signature of the induced metric is Euclidean, while for $\tau>\tau_{+}$the signature of the induced metric is Lorentzian. Figure 3 gives a plot of deformed hyperboloid in the three-dimensional embedding space for $r=1, \rho=0.85$. The deformed Euclidean $\mathrm{AdS}^{2}$ solution has only an initial (big bang) singularity that appears in the commutative


FIG. 3. Deformed Euclidean $\mathrm{AdS}^{2}$ solution with $r=1$, $\rho=0.85$. A spacetime singularity occurs at $\tau=\tau_{+}=\tanh ^{-1}|\rho|$. The lighter region has a Lorentzian signature, and the darker region has a Euclidean signature.
limit, and so, crudely speaking, the Lorentzian region describes an open two-dimensional cosmology. The singularity is resolved away from the commutative limit.

## IV. $C P^{1,1}$ AND $C P^{0,2}$ SOLUTIONS

Concerning the generalization to four dimensions, a natural approach would be to examine noncommutative $C P^{2}$ [30-36]. Actually, if we wish to recover noncompact manifolds in the commutative limit, we should consider the indefinite versions of noncommutative $C P^{2}$; noncommutative $C P^{1,1}$ and $C P^{0,2}$. In this section we show that noncommutative $C P^{1,1}$ and $C P^{0,2}$ are solutions to an eight-dimensional matrix model with an indefinite background metric. As with our earlier result, we find no signature change in the absence of a mass term in the action. A mass term will be included in the following section. Here, we begin with some general properties of noncommutative $C P^{1,1}$ and $C P^{0,2}$ in the semiclassical limit, and then construct an eight-dimensional matrix model for which they are solutions.

## A. Properties

Noncommutative $C P^{p, q}$ was studied in [37]. Here we shall only be interested in its semiclassical limit. $C P^{p, q}$ are hyperboloids $H^{2 q, 2 p+1} \bmod S^{1}$. They can be defined in terms of $p+q+1$ complex embedding coordinates $z_{i}$, $i=1, \ldots, p+q+1$, satisfying the $H^{2 q, 2 p+1}$ constraint

$$
\begin{equation*}
\sum_{i=1}^{p+1} z_{i}^{*} z_{i}-\sum_{i=p+2}^{p+q+1} z_{i}^{*} z_{i}=1 \tag{4.1}
\end{equation*}
$$

along with the identification

$$
\begin{equation*}
z_{i} \sim e^{i \beta} z_{i} \tag{4.2}
\end{equation*}
$$

$C P^{p, q}$ can equivalently be defined as the coset space $S U(p+1, q) / U(p, q)$. For the semiclassical limit of noncommutative $C P^{p, q}$ we must also introduce a compatible Poisson structure. For this we take

$$
\left\{z_{i}, z_{j}^{*}\right\}= \begin{cases}-i \delta_{i j}, & \text { if } i, j=1, \ldots, p+1  \tag{4.3}\\ i \delta_{i j}, & \text { if } i, j=p+2, \ldots, p+q+1\end{cases}
$$

while all other Poisson brackets amongst $z_{i}$ and $z_{i}^{*}$ vanish. Then one can regard (4.1) as the first class constraint that generates the phase equivalence (4.2).

In specializing to $C P^{1,1}$ and $C P^{0,2}$, it is convenient to introduce the metric $\eta^{C}=\operatorname{diag}(1,1,-1)$ on the three-dimensional complex space spanned by $z_{i}, i=1$, 2, 3. Then writing $z^{i}=\left(\eta^{C}\right)^{i j} z_{j}$, the constraint (4.1) for $C P^{1,1}$ becomes

$$
\begin{equation*}
z^{i} z_{i}^{*}=1 \tag{4.4}
\end{equation*}
$$

while for $C P^{0,2}$ the constraint can be written as

$$
\begin{equation*}
z^{i} z_{i}^{*}=-1 \tag{4.5}
\end{equation*}
$$

For both cases, the Poisson brackets (4.3) become

$$
\begin{equation*}
\left\{z^{i}, z_{j}^{*}\right\}=-i \delta_{j}^{i}, \quad\left\{z^{i}, z^{j}\right\}=\left\{z_{i}^{*}, z_{j}^{*}\right\}=0 \tag{4.6}
\end{equation*}
$$

$C P^{1,1}$ and $C P^{0,2}$ can also be described in terms of orbits on $S U(2,1)$. Below we review some properties of the Lie algebra $\operatorname{su}(2,1)$. One can write down the defining representation for $\operatorname{su}(2,1)$ in terms of traceless $3 \times 3$ matrices, $\tilde{\lambda}_{a}, a=1,2, \ldots, 8$, which are analogous to the Gell-Mann matrices $\lambda_{a}$ spanning $\operatorname{su}(3)$. We denote matrix elements by $\left[\tilde{\lambda}_{a}\right]^{i}, i, j, \ldots=1,2,3$. Unlike $s u(3)$ Gell-Mann matrices, $\tilde{\lambda}_{a}$ are not all Hermitian, but instead, satisfy

$$
\begin{equation*}
\tilde{\lambda}_{a} \eta^{C}=\eta^{C} \tilde{\lambda}_{a}^{\dagger} \tag{4.7}
\end{equation*}
$$

They are given in terms of the standard Gell-Mann matrices in Appendix A. The commutation relations for $\tilde{\lambda}_{a}$ are

$$
\begin{equation*}
\left[\tilde{\lambda}_{a}, \tilde{\lambda}_{b}\right]=2 i \tilde{f}_{a b c} \tilde{\lambda}^{c} \tag{4.8}
\end{equation*}
$$

where indices $a, b, c, \ldots$, are raised and lowered using the Cartan-Killing metric on the eight-dimensional space

$$
\begin{equation*}
\eta=\operatorname{diag}(1,1,1,-1,-1,-1,-1,1) \tag{4.9}
\end{equation*}
$$

$\tilde{f}_{a b c}$ for $\operatorname{su}(2,1)$ are totally antisymmetric. Their values, along with some properties of $s u(2,1)$, are given in Appendix A.
$C P^{0,2}$ is the coset space $S U(2,1) / U(2)$. Using the conventions of Appendix A, it is spanned by adjoint orbits in $\operatorname{su}(2,1)$ through $\tilde{\lambda}_{8}$ and consists of elements $g \tilde{\lambda}_{8} g^{-1}, g \in S U(2,1)$. The little group of $\tilde{\lambda}_{8}$ is $U(2)$, which is generated by $\tilde{\lambda}_{1}, \tilde{\lambda}_{2}, \tilde{\lambda}_{3}, \tilde{\lambda}_{8}$. On the other hand, $C P^{1,1}$ is the coset space $S U(2,1) / U(1,1)$. It corresponds to orbits through

$$
\tilde{\Lambda}_{8}=\frac{1}{\sqrt{3}}\left(\begin{array}{ccc}
-2 & &  \tag{4.10}\\
& 1 & \\
& & 1
\end{array}\right)=-\frac{\sqrt{3}}{2} \tilde{\lambda}_{3}-\frac{1}{2} \tilde{\lambda}_{8}
$$

$C P^{1,1}=\left\{g \tilde{\Lambda}_{8} g^{-1}, g \in S U(2,1)\right\}$. The little group of $\tilde{\Lambda}_{8}$ is $U(1,1)$, which is generated by

$$
\tilde{\Lambda}_{8}, \tilde{\lambda}_{6}, \tilde{\lambda}_{7}, \tilde{\Lambda}_{3}=\operatorname{diag}(0,1,-1)=-\frac{1}{2} \tilde{\lambda}_{3}+\frac{\sqrt{3}}{2} \tilde{\lambda}_{8}
$$

Next, we can construct eight real coordinates $x^{a}$ from $z^{i}$ and $z_{i}^{*}$ using

$$
\begin{equation*}
x^{a}=z_{i}^{*}\left[\tilde{\lambda}^{a}\right]^{i}{ }_{j}^{i} z^{j} . \tag{4.11}
\end{equation*}
$$

They are invariant under the phase transformation (4.2) and span a four-dimensional manifold. Using (A6), the constraints on the coordinates are

$$
\begin{equation*}
x^{a} x_{a}=\frac{4}{3}, \quad \tilde{d}_{a b c} x^{b} x^{c}= \pm \frac{2}{3} x_{a} \tag{4.12}
\end{equation*}
$$

where one takes the upper sign in the second equation for $C P^{1,1}$ and the lower sign for $C P^{0,2} . \tilde{d}_{a b c}$ is totally symmetric; the values are given in Appendix A. From (4.6), $x_{a}$ satisfy an $\operatorname{su}(2,1)$ Poisson bracket algebra

$$
\begin{equation*}
\left\{x_{a}, x_{b}\right\}=2 \tilde{f}_{a b c} x^{c} \tag{4.13}
\end{equation*}
$$

## B. Eight-dimensional matrix model

It is now easy to construct an eight-dimensional IKKTtype matrix model for which (4.13) is a solution, at least in the commutative limit. As before we only consider the bosonic sector, spanned by eight infinite-dimensional Hermitian matrices $X_{a}$, with indices raised and lowered with the indefinite flat metric $\eta_{a b}$. In analogy with the threedimensional model in (2.1), take the action to consist of a quartic term and a cubic term:
$S(X)=\frac{1}{\mathrm{~g}^{2}} \operatorname{Tr}\left(-\frac{1}{4}\left[X_{a}, X_{b}\right]\left[X^{a}, X^{b}\right]+\frac{i}{3} a \tilde{f}_{a b c} X^{a}\left[X^{b}, X^{c}\right]\right)$.

The cubic term appears $a d h o c$, and we remark that it is actually unnecessary for the purpose of finding solutions when a quadratic term is introduced instead. We consider quadratic terms in Sec. V. On the other hand, the cubic term leads to a richer structure for the space of solutions, and it is for that reason we shall consider it.

The equations of motion following from (4.14) are

$$
\begin{equation*}
\left[\left[X_{a}, X_{b}\right], X^{b}\right]+i a \tilde{f}_{a b c}\left[X^{b}, X^{c}\right]=0 . \tag{4.15}
\end{equation*}
$$

They are invariant under unitary "gauge" transformations, $S U(2,1)$ transformations, and translations. Assuming that the constant $a$ behaves as in (3.3) in the commutative limit leads to

$$
\begin{equation*}
-\left\{\left\{x_{a}, x_{b}\right\}, x^{b}\right\}-\alpha \tilde{f}_{a b c}\left\{x^{b}, x^{c}\right\}=0 \tag{4.16}
\end{equation*}
$$

The Poisson brackets (4.13) solve these equations for $\alpha=2$. They describe a $C P^{1,1}$ or a $C P^{0,2}$ solution, the choice depending on the sign in the second constraint in (4.12).

For either solution, we can project the eight-dimensional flat metric $\eta$ down to the surface $\bar{z} z=z_{i}^{*} z^{i}= \pm 1$, in order to obtain the induced metric. Once again, $i=1,2,3$. Using the Fierz identity (A6), we get

$$
\begin{equation*}
d s^{2}=d x^{a} d x_{a}=4\left((\bar{z} z)(d \bar{z} d z)-|\bar{z} d z|^{2}\right) \tag{4.17}
\end{equation*}
$$

where $\bar{z} d z=z_{i}^{*} d z^{i}, d \bar{z} d z=d z_{i}^{*} d z^{i}$, and we have used $d(\bar{z} z)=0$. Equation (4.17) is the Fubini-Study metric written on a noncompact space.

We next examine the induced metric tensor on a local coordinate patch. We choose the local coordinates $\left(\zeta_{1}, \zeta_{2}\right)$, defined by

$$
\begin{equation*}
\zeta_{1}=\frac{z^{1}}{z^{3}}, \quad \zeta_{2}=\frac{z^{2}}{z^{3}}, \quad z^{3} \neq 0 \tag{4.18}
\end{equation*}
$$

along with their complex conjugates. These coordinates respect the equivalence relation (4.2). In the language of constrained Hamilton formalism, they are first class variables. From their definition it follows that $\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}-$ $1= \pm\left|z^{3}\right|^{-2}$ and $\bar{z} d z=\left|z^{3}\right|^{2}\left(\zeta_{1}^{*} d \zeta_{1}+\zeta_{2}^{*} d \zeta_{2}\right) \pm d \log z^{3}$, where the upper [lower] sign applies for $C P^{1,1}\left[C P^{0,2}\right]$. Substituting into (4.17) gives the induced metric tensor on the coordinate patch

$$
\begin{align*}
\frac{1}{4} d s^{2} & =\frac{1}{2} g_{\zeta_{u} \zeta_{v}^{*}} d \zeta_{u} d \zeta_{v}^{*} \\
& =\frac{\left|d \zeta_{1}\right|^{2}+\left|d \zeta_{2}\right|^{2}}{\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}-1}-\frac{\left|\zeta_{1}^{*} d \zeta_{1}+\zeta_{2}^{*} d \zeta_{2}\right|^{2}}{\left(\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}-1\right)^{2}} \tag{4.19}
\end{align*}
$$

It has the same form for both $C P^{1,1}$ and $C P^{0,2}$. Because $\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}-1<0$ for the latter, $C P^{0,2}$ has a Euclidean signature. The Poisson brackets (4.6) can be projected down to the local coordinate patch as well. The result is

$$
\begin{align*}
& \left\{\zeta_{u}, \zeta_{v}^{*}\right\}= \pm i\left(\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}-1\right)\left(\zeta_{u} \zeta_{v}^{*}-\delta_{u v}\right) \\
& \left\{\zeta_{u}, \zeta_{v}\right\}=\left\{\zeta_{u}^{*}, \zeta_{v}^{*}\right\}=0, \quad u, v=1,2 \tag{4.20}
\end{align*}
$$

Once again, the upper [lower] sign applies for $C P^{1,1}$ [CP ${ }^{0,2}$ ]. The resulting symplectic two-form is Kähler:

$$
\begin{equation*}
\Omega=\mp \frac{i}{2} g_{\zeta_{u} \zeta_{v}^{*}} d \zeta_{u} \wedge d \zeta_{v}^{*} \tag{4.21}
\end{equation*}
$$

Next we rewrite the induced metric and symplectic twoform using three Euler-like angles $(\theta, \phi, \psi), 0 \leq \theta<\pi$, $0 \leq \phi<2 \pi, 0 \leq \psi<4 \pi$, along with one real variable $\tau$, $-\infty<\tau<\infty$. We treat $C P^{1,1}$ and $C P^{0,2}$ separately:
(1) $C P^{1,1}$. Now write

$$
\begin{align*}
& \zeta_{1}=e^{i(\psi+\phi) / 2} \operatorname{coth} \tau \cos \frac{\theta}{2} \\
& \zeta_{2}=e^{i(\psi-\phi) / 2} \operatorname{coth} \tau \sin \frac{\theta}{2} \tag{4.22}
\end{align*}
$$

which is consistent with the requirement that $\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}-1>0$. The induced metric in these
coordinates has the Taub-(Newman, Unti, Tamburino) NUT form (which was also true for the $C P^{2}$ solution [12])

$$
\begin{align*}
d s^{2}= & g_{\tau \tau} d \tau^{2}+g_{\theta \theta}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \\
& +g_{\psi \mu \psi}(d \psi+\cos \theta d \phi)^{2} \tag{4.23}
\end{align*}
$$

We get

$$
\begin{equation*}
g_{\tau \tau}=-4, \quad g_{\theta \theta}=\cosh ^{2} \tau, \quad g_{\psi \mu \mu}=-\cosh ^{2} \tau \sinh ^{2} \tau \tag{4.24}
\end{equation*}
$$

with the other nonvanishing components of the induced metric being $g_{\phi \phi}=g_{\psi \mu} \cos ^{2} \theta+g_{\theta \theta} \sin ^{2} \theta$ and $g_{\psi \phi}=g_{\psi \mu \psi} \cos \theta$. The result indicates that there are two spacelike directions and two timelike directions. The symplectic two-form in terms of these coordinates is

$$
\begin{align*}
\Omega_{C P^{1,1}}= & -\sinh \tau \cosh \tau d \tau \wedge(d \psi+\cos \theta d \phi) \\
& +\frac{1}{2} \cosh ^{2} \tau \sin \theta d \theta \wedge d \phi \\
= & -\frac{1}{2} d\left(\cosh ^{2} \tau(d \psi+\cos \theta d \phi)\right) \tag{4.25}
\end{align*}
$$

(2)

## $C P^{0,2}$. Here choose

$$
\begin{align*}
& \zeta_{1}=e^{i(\mu+\phi) / 2} \tanh \tau \cos \frac{\theta}{2} \\
& \zeta_{2}=e^{i(\psi-\phi) / 2} \tanh \tau \sin \frac{\theta}{2} \tag{4.26}
\end{align*}
$$

which is consistent with the inequality $\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}-1<0$. The resulting induced metric again has the Taub-NUT form (4.23). In comparing with (4.24), results differ for the $g_{\theta \theta}$ component,
$g_{\tau \tau}=-4, \quad g_{\theta \theta}=-\sinh ^{2} \tau, \quad g_{\psi \psi}=-\cosh ^{2} \tau \sinh ^{2} \tau$,
where again $g_{\phi \phi}=g_{\psi \mu \psi} \cos ^{2} \theta+g_{\theta \theta} \sin ^{2} \theta$ and $g_{\psi \phi}=g_{\psi \mu \psi} \cos \theta$. The induced metric now has a Euclidean signature, and the symplectic two-form is

$$
\begin{align*}
\Omega_{C P^{0,2}}= & -\sinh \tau \cosh \tau d \tau \wedge(d \psi+\cos \theta d \phi) \\
& +\frac{1}{2} \sinh ^{2} \tau \sin \theta d \theta \wedge d \phi \\
= & -\frac{1}{2} d\left(\sinh ^{2} \tau(d \psi+\cos \theta d \phi)\right) \tag{4.28}
\end{align*}
$$

Both metric tensors (4.24) and (4.27) (including the corresponding results for $g_{\phi \phi}$ and $g_{\psi \phi}$ ) describing $C P^{1,1}$ and $C P^{0,2}$, respectively, are solutions to the sourceless

Einstein equations with cosmological constant $\Lambda=\frac{3}{2}$. 4 Obviously, the metric tensors do not exhibit signature change. In both cases, the sign of the determinant of the metric tensor, $\operatorname{det} g=g_{\tau \tau} g_{\psi \mu}\left(g_{\theta \theta} \sin \theta\right)^{2}$, is positive (away from coordinate singularities).

The above discussion utilized the induced metric tensor. However, the relevant metric in the semiclassical limit for a matrix model solution is not, in general, the induced metric, but rather it is the metric that appears in the coupling to matter [15]. This is the so-called "effective" metric tensor, which we here denote by $\gamma_{\mu \nu}$. It can be determined from the induced metric $g_{\mu \nu}$ and the symplectric matrix $\Theta^{\mu \nu}$ using

$$
\begin{equation*}
\sqrt{|\operatorname{det} \gamma|} \gamma^{\mu \nu}=\frac{1}{\sqrt{|\operatorname{det} \Theta|}}\left[\Theta^{T} g \Theta\right]^{\mu \nu} \tag{4.29}
\end{equation*}
$$

It follows that $|\operatorname{det} \gamma|=|\operatorname{det} g|$, and we can use this identification to determine the effective metric from the induced metric. We review a derivation of (4.29) in Appendix B. In two dimensions, it is known that the effective metric is identical to the induced metric, $\gamma_{\mu \nu}=g_{\mu \nu}$ [38]. This is also the case for the $C P^{1,1}$ and $C P^{0,2}$ solutions, as is shown in Appendix B, and so all the previous results that followed from the induced metric also apply for the effective metric. On the other hand, for the solutions of the next section, in addition to finding signature change, we find that the effective metric and the induced metric for any particular emergent manifold are in general distinct.

## V. INCLUSION OF A MASS TERM IN THE $8 d$ MATRIX MODEL

In analogy to Sec. III, we now add a mass term to the matrix model action (4.14),

$$
\begin{align*}
S(X)= & \frac{1}{\mathrm{~g}^{2}} \operatorname{Tr}\left(-\frac{1}{4}\left[X_{a}, X_{b}\right]\left[X^{a}, X^{b}\right]\right. \\
& \left.+\frac{i}{3} a \tilde{f}_{a b c} X^{a}\left[X^{b}, X^{c}\right]+6 \tilde{b} X_{a} X^{a}\right) \tag{5.1}
\end{align*}
$$

The matrix equations of motion become

$$
\begin{equation*}
\left[\left[X_{a}, X_{b}\right], X^{b}\right]+i a \tilde{f}_{a b c}\left[X^{b}, X^{c}\right]+12 \tilde{b} X_{a}=0 \tag{5.2}
\end{equation*}
$$

In the semiclassical limit $\hbar \rightarrow 0$, we take $a \rightarrow \hbar \alpha$, along with $\tilde{b} \rightarrow \hbar^{2} \tilde{\beta}$. Then (5.2) goes to

$$
\begin{equation*}
-\left\{\left\{x_{a}, x_{b}\right\}, x^{b}\right\}-\alpha \tilde{f}_{a b c}\left\{x^{b}, x^{c}\right\}+12 \tilde{\beta} x_{a}=0 \tag{5.3}
\end{equation*}
$$

[^3]These equations are solved by (4.13) for

$$
\begin{equation*}
\alpha=2(1+\tilde{\beta}) \tag{5.4}
\end{equation*}
$$

Thus $C P^{1,1}$ and $C P^{0,2}$ are solutions to the massive matrix model. In the limit where the mass term vanishes, $\tilde{\beta}=0$ and $\alpha=2$, we recover the solutions of the previous section. $C P^{1,1}$ and $C P^{0,2}$ solutions also persist in the absence of the cubic term in the matrix model action (5.1). For this we need $\alpha=0$ and $\tilde{\beta}=-1$. The mass term allows for other solutions that have no $\beta \rightarrow 0$ limit. Among these solutions are the deformations of $C P^{1,1}$ and $C P^{0,2}$, as well as deformations of $C P^{2}$, which we discuss in the following subsections.

## A. Deformations of $\boldsymbol{C P} \boldsymbol{P}^{1,1}$ and $\boldsymbol{C P} \boldsymbol{P}^{\mathbf{0 , 2}}$

For deformations of $C P^{1,1}$ and $C P^{0,2}$ we modify the ansatz (4.11) to
$x_{1-3}=\mu z_{i}^{*}\left[\tilde{\lambda}_{1-3}\right]^{i}{ }_{j} z^{j}, \quad x_{4-7}=z_{i}^{*}\left[\tilde{\lambda}_{4-7}\right]^{i}{ }_{j} z^{j}, \quad x_{8}=\nu z_{i}^{*}\left[\tilde{\lambda}_{8}\right]^{i}{ }_{j} z^{j}$,
where $\mu$ and $\nu$ are deformation parameters, which we shall restrict to be real. This is a solution to Eq. (5.3) provided that the following relations hold amongst the parameters:

$$
\begin{align*}
(2 \mu-\alpha)\left(\mu^{2}+\frac{1}{2}\right)+3 \mu \tilde{\beta} & =0 \\
\mu^{2}+\nu^{2}+2-\alpha(\mu+\nu)+4 \tilde{\beta} & =0 \\
2 \nu-\alpha+2 \nu \tilde{\beta} & =0 \tag{5.6}
\end{align*}
$$

These relations reduce to (5.4) when $\mu=\nu=1$, and so we recover undeformed $C P^{1,1}$ and $C P^{0,2}$ in this limit. For generic values of the parameters, there are nontrivial solutions to these algebraic relations, which can be expressed as functions of the mass parameter $\tilde{\beta}$. For a particular choice of signs,

$$
\begin{align*}
& \alpha=2 \mu \frac{\tilde{\beta}^{2}-\tilde{\beta}-1-\gamma[\tilde{\beta}]}{2 \tilde{\beta}+1}, \\
& \mu=\sqrt{\frac{\tilde{\beta}^{3}-4 \tilde{\beta}^{2}-6 \tilde{\beta}+\tilde{\beta} \gamma[\tilde{\beta}]-2}{2\left(\tilde{\beta}^{2}+4 \tilde{\beta}+2\right)}} \\
& \nu=\frac{\alpha}{2(1+\tilde{\beta})}, \tag{5.7}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma[\tilde{\beta}]=\sqrt{\tilde{\beta}^{4}-12 \tilde{\beta}^{3}-22 \tilde{\beta}^{2}-12 \tilde{\beta}-2} \tag{5.8}
\end{equation*}
$$

Upon requiring $\gamma[\tilde{\beta}]$ to be real, we obtain three disconnected intervals (i)-(iii) in $\tilde{\beta}$ :
(i) $\tilde{\beta} \leq \frac{1}{2}(6-3 \sqrt{6}-\sqrt{98+40 \sqrt{6}}) \approx-0.746$,
(ii) $\frac{1}{2}(6-3 \sqrt{6}+\sqrt{98+40 \sqrt{6}}) \approx-0.603 \leq \tilde{\beta}$

$$
\begin{equation*}
\leq \frac{1}{2}(6+3 \sqrt{6}-\sqrt{98+40 \sqrt{6}}) \approx-0.325 \tag{5.9}
\end{equation*}
$$

(iii) $\frac{1}{2}(6+3 \sqrt{6}+\sqrt{98+40 \sqrt{6}}) \approx 13.67 \leq \tilde{\beta}$.

We further restrict $\mu$ to be real. (Reality of $\alpha$ and $\nu$ then follows.) For solution (5.7), this reduces the acceptable regions in $\tilde{\beta}$ to

$$
\begin{align*}
& \left(\mathrm{i}^{\prime}\right)-3.414 \lesssim \tilde{\beta} \lesssim-0.746, \\
& \left(\mathrm{ii}^{\prime}\right)-0.603 \lesssim \tilde{\beta} \lesssim-0.586, \\
& \left(\mathrm{iii}^{\prime}\right) 13.67 \lesssim \tilde{\beta} \tag{5.10}
\end{align*}
$$

When $\tilde{\beta}=-0.6$, we recover the undeformed case $\mu=\nu=1$ (along with $\alpha=0.8$ ). Therefore, matrix solutions in the range (ii') can be regarded as continuous deformations of the undeformed solutions, while those in the ranges ( $\mathrm{i}^{\prime}$ ) and (iii) cannot be continuously connected to the undeformed solutions.

In addition to the family of solutions given in (5.7) and (5.8), Eq. (5.6) have the simple solution:

$$
\begin{equation*}
\alpha=\nu=0, \quad \tilde{\beta}=-\frac{3}{5}, \quad \mu^{2}=\frac{2}{5} \tag{5.11}
\end{equation*}
$$

It is a solution for the case where the cubic term in the matrix model action (5.1) is absent. From (5.5), $\nu=0$ implies that the projection of the solution along the eighth direction vanishes, $x_{8}=0$. This solution is not contained in (5.7) and (5.8).

The ansatz (5.5) for $\mu$ and $\nu$ not both equal to one leads to two types of solutions:
(1) Deformed $C P^{1,1}$, where the complex coordinates $z^{i}$ satisfy the constraint (4.4), and
(2) Deformed $C P^{0,2}$, where the complex coordinates $z^{i}$ satisfy (4.5).
We next compute the induced metric for these two types of solutions.

## 1. Induced metric

The induced metric is again computed by projecting the eight-dimensional flat metric (4.9) onto the surface. From the ansatz (5.5) we get

$$
\begin{align*}
d s^{2}= & d x^{a} d x_{a}=4\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}-\left|z_{3}\right|^{2}\right)\left(\left|d z_{1}\right|^{2}+\left|d z_{2}\right|^{2}-\left|d z_{3}\right|^{2}\right)-4\left|z_{1}^{*} d z_{1}+z_{2}^{*} d z_{2}-z_{3}^{*} d z_{3}\right|^{2} \\
& +4\left(\mu^{2}-1\right)\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right)\left(\left|d z_{1}\right|^{2}+\left|d z_{2}\right|^{2}\right)+\left(\mu^{2}-1\right)\left(z_{1}^{*} d z_{1}+z_{2}^{*} d z_{2}-z_{1} d z_{1}^{*}-z_{2} d z_{2}^{*}\right)^{2} \\
& +\frac{1}{3}\left(\nu^{2}-1\right)\left(z_{1}^{*} d z_{1}+z_{2}^{*} d z_{2}+2 z_{3}^{*} d z_{3}+z_{1} d z_{1}^{*}+z_{2} d z_{2}^{*}+2 z_{3} d z_{3}^{*}\right)^{2} \tag{5.12}
\end{align*}
$$

We have not yet specialized to the two cases 1 . and 2 .
The result (5.12) can be rewritten in terms of the local coordinates $\left(\zeta_{1}, \zeta_{2}\right)$, defined in (4.18), according to

$$
\begin{align*}
d s^{2}= & 4\left|z_{3}\right|^{2}\left(-\left|z_{3}\right|^{2}|\Xi|^{2} \pm\left(\left|d \zeta_{1}\right|^{2}+\left|d \zeta_{2}\right|^{2}\right)\right) \\
& +4\left(\mu^{2}-1\right)\left(\left|z_{3}\right|^{2} \pm 1\right)\left(\left(1 \pm\left|z_{3}\right|^{-2}\right)\left|d z_{3}\right|^{2}+\left|z_{3}\right|^{2}\left(\left|d \zeta_{1}\right|^{2}+\left|d \zeta_{2}\right|^{2}\right)+\Xi z_{3} d z_{3}^{*}+\Xi^{*} z_{3}^{*} d z_{3}\right) \\
& +\left(\mu^{2}-1\right)\left(\left|z_{3}\right|^{2}\left(\Xi-\Xi^{*}\right)+\left(1 \pm\left|z_{3}\right|^{-2}\right)\left(z_{3}^{*} d z_{3}-z_{3} d z_{3}^{*}\right)\right)^{2}+\left(\nu^{2}-1\right)\left(d\left|z_{3}\right|^{2}\right)^{2}, \tag{5.13}
\end{align*}
$$

where $\Xi=\zeta_{1}^{*} d \zeta_{1}+\zeta_{2}^{*} d \zeta_{2}$ and we have used $\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}=$ $1 \pm\left|z_{3}\right|^{-2}$. The upper [lower] sign applies for deformed $C P^{1,1}\left[C P^{0,2}\right]$. The expression (5.13) simplifies after making the gauge choice that $z_{3}$ is real, which we shall do below.

The signature of the induced metric becomes more evident after expressing it in terms of the three Euler-like angles $\theta, \phi, \psi$, along with parameter $\tau$ spanning $R_{+}$, as we did in Sec. IV for the undeformed metrics. For this we now specialize to the two cases: 1 . deformed $C P^{1,1}$ and 2 . deformed $C P^{0,2}$.
(1) Deformed $C P^{1,1}$.

For this case we can apply coordinate transformation (4.22). Upon making the phase choice $z_{3}=\sinh \tau$, Eq. (5.13) can be written in the Taub-NUT form (4.23), where the metric components are now

$$
\begin{align*}
g_{\tau \tau} & =4\left(\left(\mu^{2}+\nu^{2}-2\right) \cosh ^{2} \tau \sinh ^{2} \tau-1\right), \\
g_{\theta \theta} & =\cosh ^{2} \tau\left(\mu^{2} \cosh ^{2} \tau-\sinh ^{2} \tau\right), \\
g_{\psi \mu \mu} & =-\cosh ^{2} \tau \sinh ^{2} \tau . \tag{5.14}
\end{align*}
$$

The remaining nonvanishing components of the induced metric are again obtained from $g_{\phi \phi}=$ $g_{\varphi \mu} \cos ^{2} \theta+g_{\theta \theta} \sin ^{2} \theta$ and $g_{\psi \phi}=g_{\psi \mu} \cos \theta$. The undeformed $C P^{1,1}$ induced metric tensor in (4.24) is recovered from (5.14) upon setting $\mu=\nu=1$. This limit thus corresponds to there being two spacelike directions and two timelike directions, with $\operatorname{sign}\left(g_{\tau \tau}, g_{\theta \theta}\right)=(-,+)$ and $\operatorname{det} g>0$ (away from coordinate singularities). The same two spacelike directions and two timelike directions appear in the limit $|\tau| \rightarrow 0$. Signature change can occur when we go away from either of these two limits, as we describe below.

For the solutions given by (5.7) and (5.8), given some value of $\tilde{\beta}(\neq-1,-0.6)$ in the regions ( $\mathrm{i}^{\prime}$ ), (ii'), and (iii), the sign of either $g_{\tau \tau}$ or $g_{\theta \theta}$ changes at some value of $|\tau|$. We plot the values of $|\tau|$ versus $\tilde{\beta}$ for which this occurs in Fig. 4. $g_{\tau \tau}$ changes sign when $\left(\mu^{2}+\nu^{2}-2\right) \sinh ^{2} \tau \cosh ^{2} \tau=1$ (indicated by the solid curves in Fig. 4). $g_{\theta \theta}$ changes sign when


FIG. 4. Signature changes in the induced metric $g_{\mu \nu}$ and effective metric $\gamma_{\mu \nu}$ for deformed $C P^{1,1}$ are given in plots of $|\tau|$ versus $\tilde{\beta}$ in the three disconnected regions: (a) (i') $-3.414 \lesssim \tilde{\beta} \lesssim-0.746$, (b) (ii') $-0.603 \lesssim \tilde{\beta} \lesssim-0.586$, and (c) (iii) $13.67 \lesssim \tilde{\beta}$. A sign change in $g_{\theta \theta}$ or $\gamma_{\theta \theta}$ is indicated by the dashed curves. A sign change in $g_{\tau \tau}$ or $\gamma_{\psi \mu \nu}$ is indicated by the solid curves.
$\tanh ^{2} \tau=\mu^{2}$ (indicated by the dashed curves in Fig. 4). Above the solid curves, $\operatorname{sign}\left(g_{\tau \tau}, g_{\theta \theta}\right)=$ $(+,+)$ and $\operatorname{det} g<0$ and so the induced metric has a Lorentzian signature in this region. In this case, the timelike direction corresponds to $d \psi+\cos \theta d \phi$. It corresponds to a spacetime with closed timelike curves. Above the dashed curves, $\operatorname{sign}\left(g_{\tau \tau}, g_{\theta \theta}\right)=$ $(-,-)$, while $\operatorname{det} g>0$. In this case, the induced metric space has a Euclidean signature.

For the solution (5.11), a sign change in $g_{\theta \theta}$ occurs at $\tanh ^{2} \tau=\frac{2}{5}$, and the induced metric has a Euclidean signature for $\tanh ^{2} \tau>\frac{2}{5}$.
(2) Deformed $C P^{0,2}$.

Here we apply the coordinate transformation (4.26) to (5.13), along with the phase choice $z_{3}=\cosh \tau$. The induced invariant interval again takes the Taub-NUT form (4.23), with the matrix elements now being

$$
\begin{align*}
g_{\tau \tau} & =4\left(\left(\mu^{2}+\nu^{2}-2\right) \cosh ^{2} \tau \sinh ^{2} \tau-1\right) \\
g_{\theta \theta} & =\sinh ^{2} \tau\left(\mu^{2} \sinh ^{2} \tau-\cosh ^{2} \tau\right) \\
g_{\psi \mu \psi} & =-\cosh ^{2} \tau \sinh ^{2} \tau \tag{5.15}
\end{align*}
$$

$g_{\phi \phi}=g_{\psi \mu} \cos ^{2} \theta+g_{\theta \theta} \sin ^{2} \theta$, and $g_{\psi \phi}=g_{\psi \mu \psi} \cos \theta$. Only the results for $g_{\theta \theta}$ differ in expressions (5.14) and (5.15). The latter reduce to that of undeformed $C P^{0,2}$, Eq. (4.27), when $\mu=\nu=1$. For that limit, as well as for $|\tau| \rightarrow 0, \operatorname{sign}\left(g_{\tau \tau}, g_{\theta \theta}\right)=(-,-)$ and $\operatorname{det} g>0$ (away from coordinate singularities). In this case, the induced metric has a Euclidean signature. As with deformed $C P^{1,1}$, signature change can occur when we go away from these limits, as we describe below.

For the solutions given by (5.7) and (5.8), we find that for any fixed value of $\tilde{\beta}$ in the regions ( $\mathrm{i}^{\prime}$ ), (ii'), and (iii), either a sign change occurs for both $g_{\tau \tau}$ and $g_{\theta \theta}$, or there is no signature change. We plot the signature changes for deformed $C P^{0,2}$ in Fig. 5. $g_{\theta \theta}$ changes sign when $\operatorname{coth}^{2} \tau=\mu^{2}$ (indicated by the dashed curves in Fig. 5). $g_{\tau \tau}$ changes sign when $\left(\mu^{2}+\nu^{2}-2\right) \sinh ^{2} \tau \cosh ^{2} \tau=1$ (indicated by the solid curves in Fig. 5). We find that there are no sign changes in the induced metric for $-1<\tilde{\beta} \lesssim-0.746$ and $-0.603 \lesssim \tilde{\beta} \leq-0.6$. So for these subregions, the signature of the induced metric remains Euclidean for all $\tau$. For the complementary subregions, a sign change occurs in $g_{\tau \tau}$, say at $|\tau|=\left|\tau_{1}\right|$, and $g_{\theta \theta}$, at a later $|\tau|$, say $\left|\tau_{2}\right|$, i.e., $\left|\tau_{2}\right|>\left|\tau_{1}\right|$. For $|\tau|>\left|\tau_{2}\right|$, $\operatorname{sign}\left(g_{\tau \tau}, g_{\theta \theta}\right)=(+,+)$, and so the induced metric has a Lorentzian signature in this case. The timelike direction corresponds to $d \psi+\cos \theta d \phi$, once again corresponding to a spacetime with closed timelike curves. For the intermediate interval in $|\tau|$ where $\left|\tau_{1}\right|<|\tau|<\left|\tau_{2}\right|$, we get $\operatorname{sign}\left(g_{\tau \tau}, g_{\theta \theta}\right)=(+,-)$. In this case, the induced metric has a Lorentzian signature, with $\tau$ defining the timelike direction. Any $\tau$ slice is topologically a three-sphere, since from (4.26),

$$
\begin{equation*}
\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}=\tanh ^{2} \tau \tag{5.16}
\end{equation*}
$$

Restricting to positive $\tau$, the interval $\tau_{1}<\tau<\tau_{2}$ has an initial singularity at $\tau_{1}$ and a final singularity at $\tau_{2}$. Therefore, although not very realistic, it describes a closed spacetime cosmology.


FIG. 5. Signature changes in the induced metric $g_{\mu \nu}$ and effective metric $\gamma_{\mu \nu}$ for deformed $C P^{0,2}$ are given in plots of $|\tau|$ versus $\tilde{\beta}$ for in the three disconnected regions: (a) (i') $-3.414 \lesssim \tilde{\beta} \lesssim-0.746$, (b) (ii') $-0.603 \lesssim \tilde{\beta} \lesssim-0.586$, and (c) (iii) $13.67 \lesssim \tilde{\beta}$. A sign change in $g_{\theta \theta}$ or $\gamma_{\theta \theta}$ is indicated by the dashed curves. A sign change in $g_{\tau \tau}$ or $\gamma_{\mu \mu \mu}$ is indicated by the solid curves. No sign changes occur in either the induced metric or the effective metric for $-1<\tilde{\beta} \lesssim-0.746$ and $-0.603 \lesssim \tilde{\beta} \leq-0.6$.

No signature change in the induced metric results from the solution (5.11).
We remark that while the induced metrics for the two solutions 1. and 2. are modified from their undeformed counterparts, their Poisson brackets, and corresponding symplectic two-forms, are unchanged. That is, for deformed $C P^{1,1}$ the symplectic two-form is (4.25) and for deformed $C P^{0,2}$ the symplectic two-form is (4.28). This is relevant for the computation of the effective metric, which we do in the following subsection.

## 2. Effective metric

In Sec. IV we found that the induced metric $g_{\mu \nu}$ and the effective metric $\gamma_{\mu \nu}$ for undeformed $C P^{1,1}$ and $C P^{0,2}$ are identical. The same result does not hold for the corresponding deformed solutions, as we show below. Furthermore, more realistic cosmologies follow from the effective metric of the deformed $C P^{1,1}$ and $C P^{0,2}$ solutions.
(1) Deformed $C P^{1,1}$. To compute the effective metric we need the symplectic matrix, as well as the induced metric. For the deformed, as well as undeformed, $C P^{1,1}$ solutions, the nonvanishing components of the inverse symplectic matrix are given in (B4), while the induced metric for deformed $C P^{1,1}$ is given by (5.14). In addition, $|\operatorname{det} \Theta|$ is given in (B5), while $|\operatorname{det} \gamma|$ gets deformed, such that

$$
\begin{equation*}
|\operatorname{det} \gamma||\operatorname{det} \Theta|=4\left|g_{\tau \tau}\right|\left(\mu^{2} \cosh ^{2} \tau-\sinh ^{2} \tau\right)^{2} \tag{5.17}
\end{equation*}
$$

with $g_{\tau \tau}$ given in (5.14). As a result, the nonvanishing components of the effective metric tensor are given by

$$
\begin{align*}
& \frac{\gamma_{\tau \tau}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}}=-1, \\
& \frac{\gamma_{\theta \theta}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}}=\frac{1}{4\left(\mu^{2}-\tanh ^{2} \tau\right)}, \\
& \frac{\gamma_{\psi \psi}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}}=-\frac{1}{4\left(\operatorname{sech}^{2} \tau \operatorname{csch}^{2} \tau+2-\mu^{2}-\nu^{2}\right)}, \tag{5.18}
\end{align*}
$$

in addition to $\gamma_{\phi \phi}=\gamma_{\psi \mu \mu} \cos ^{2} \theta+\gamma_{\theta \theta} \sin ^{2} \theta$ and $\gamma_{\psi \phi}=\gamma_{\psi \psi} \cos \theta$. The results again agree with the undeformed induced metric (4.24) in the $\mu=\nu=1$ limit. This limit has two spacelike directions and two timelike directions, with $\operatorname{sign}\left(\gamma_{\psi \psi}, \gamma_{\theta \theta}\right)=(-,+)$ and $\operatorname{det} \gamma>0$ (away from coordinate singularities). Signature changes occur in the effective metric for the same values of the parameters at which the signature changes occur for the induced metric.

For the solutions given by (5.7) and (5.8), signature changes are again given in Fig. 4. A sign change in $\gamma_{\theta \theta}$ (as with $g_{\theta \theta}$ ) appears when $\tanh ^{2} \tau=\mu^{2}$
(indicated by the dashed curves in Fig. 4). The effective metric has a Euclidean signature above the dashed curves. A sign change in $\gamma_{\psi \mu \psi}$ (as with $g_{\tau \tau}$ ) appears when $\left(\mu^{2}+\nu^{2}-2\right) \sinh ^{2} \tau \cosh ^{2} \tau=1$ (indicated by the solid curves in Fig. 4). Above the solid curves, the signature of the effective metric is Lorentzian, $\operatorname{det} \gamma<0$, and $\tau$ is the timelike direction. A $\tau$ slice again defines a three-sphere, since from (4.22),

$$
\begin{equation*}
\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}=\operatorname{coth}^{2} \tau \tag{5.19}
\end{equation*}
$$

Restricting to positive $\tau$, this region with a Lorentzian signature has an initial singularity, and therefore, it describes an open spacetime. We shall see in the next subsection that it corresponds to an expanding cosmology.

For the solution (5.11), a sign change in $\gamma_{\theta \theta}$ occurs at $\tanh ^{2} \tau=\frac{2}{5}$, and the effective metric has a Euclidean signature for $\tanh ^{2} \tau>\frac{2}{5}$. There are no regions with a Lorentzian signature in this case.
(2) Deformed $C P^{0,2}$. We repeat the above calculation to get the effective metric $\gamma_{\mu \nu}$ for deformed $C P^{0,2}$. The inverse symplectic matrix is the same as for undeformed $C P^{0,2}$, with nonvanishing components (B7). The induced metric for deformed $C P^{0,2}$ is given in (5.15). Using the result for $|\operatorname{det} \Theta|$ in (B8), we now get

$$
\begin{equation*}
|\operatorname{det} \gamma||\operatorname{det} \Theta|=4\left|g_{\tau \tau}\right|\left(\mu^{2} \sinh ^{2} \tau-\cosh ^{2} \tau\right)^{2} \tag{5.20}
\end{equation*}
$$

with $g_{\tau \tau}$ given in (5.15). Now the nonvanishing components of the effective metric tensor are found to be

$$
\begin{align*}
\frac{\gamma_{\tau \tau}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}} & =-1 \\
\frac{\gamma_{\theta \theta}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}} & =\frac{1}{4\left(\mu^{2}-\operatorname{coth}^{2} \tau\right)} \\
\frac{\gamma_{\psi \psi}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}} & =\frac{1}{4\left(\mu^{2}+\nu^{2}-2-4 \operatorname{csch}^{2} 2 \tau\right)} \tag{5.21}
\end{align*}
$$

again with $\gamma_{\phi \phi}=\gamma_{\psi \mu \mu} \cos ^{2} \theta+\gamma_{\theta \theta} \sin ^{2} \theta$ and $\gamma_{\psi \phi}=$ $\gamma_{\nu \mu \mu} \cos \theta$. The results reduce to the undeformed induced metric (4.27) in the limit $\mu=\nu=1$, describing a space with a Euclidean signature.

For the solution given by (5.7) and (5.8), signature changes in the effective metric occur at the same values of the parameters as the signature changes for the induced metric, which are indicated in Fig. 5. $\gamma_{\theta \theta}$ (like $g_{\theta \theta}$ ) changes sign when $\operatorname{coth}^{2} \tau=\mu^{2}$ (indicated by the dashed curves in Fig. 5). $\gamma_{\psi \psi \psi}$ (like $g_{\tau \tau}$ ) changes sign when $\left(\mu^{2}+\nu^{2}-2\right) \sinh ^{2} \tau \cosh ^{2} \tau=1$ (indicated by the solid curves in Fig. 5). As seen
in Fig. 5, given any fixed value of $\tilde{\beta}$ in the regions ( $\mathrm{i}^{\prime}$ ), (ii'), and (iii), either a sign change occurs in both $\gamma_{\psi \mu}$ and $\gamma_{\theta \theta}$ or there is no signature change. No sign changes in the effective metric for $-1<\tilde{\beta} \lesssim-0.746$ and $-0.603 \lesssim \tilde{\beta} \leq-0.6$. So for these subregions the signature of the induced metric remains Euclidean. For the complementary regions, a sign change occurs in $\gamma_{\psi \mu}$ at $|\tau|=\left|\tau_{1}\right|$ and $\gamma_{\theta \theta}$ at $|\tau|=\left|\tau_{2}\right|$, with $\left|\tau_{2}\right|>\left|\tau_{1}\right|$. In the intermediate region $\left|\tau_{1}\right|<|\tau|<\left|\tau_{2}\right|, \operatorname{sign}\left(\gamma_{\psi \mu \psi}, \gamma_{\theta \theta}\right)=(+,-)$. Here the effective metric has a Lorentzian signature, but unlike what happens with the induced metric, $d \psi+\cos \theta d \phi$ is associated with the timelike direction, yielding closed timelike curves. For $|\tau|>\left|\tau_{2}\right|$, i.e., above the dashed curves, $\operatorname{sign}\left(\gamma_{\psi \mu}, \gamma_{\theta \theta}\right)=(+,+)$, and so the effective metric picks up a Lorentzian signature, with $\tau$ being the timelike direction. From (5.16), a $\tau$ slice is a three-sphere. Restricting to positive $\tau$, this region with a Lorentzian signature has an initial singularity, and so describes an open spacetime cosmology, which we next show, is expanding.

No signature change in the effective metric results from the solution (5.11).

## 3. Expansion

From the deformed $C P^{1,1}$ and $C P^{0,2}$ solutions we found regions in parameter space where the effective metric has a Lorentzian signature, and possessed an initial singularity.

Any time $(\tau)$ slice is a three-sphere, or more precisely, a Berger sphere. These examples correspond to spacetime cosmologies with a big bang. To show that they are expanding we introduce a spatial scale $a(|\tau|)$. We define it as the cubed root of the three-volume at any $\tau$ slice

$$
\begin{equation*}
a(|\tau|)^{3}=\int_{S^{3}} \sqrt{\mid \operatorname{det} \gamma^{(3)}} \mid \theta d \phi d \psi \tag{5.22}
\end{equation*}
$$

where $\gamma^{(3)}$ denotes the effective metric on the $\tau$ slice. From the form of the metric tensor, $\operatorname{det} \gamma^{(3)}=\gamma_{\psi \mu \psi}\left(\gamma_{\theta \theta} \sin \theta\right)^{2}$, and since $\gamma_{\psi \mu \psi}$ and $\gamma_{\theta \theta}$ only depend on $\tau$. Then

$$
\begin{equation*}
a(|\tau|)^{3}=(4 \pi)^{2} \sqrt{\left|\gamma_{\psi \mu}\right|}| | \gamma_{\theta \theta} \mid \tag{5.23}
\end{equation*}
$$

We wish to determine how the spatial scale evolves with respect to the proper time $t$ in the comoving frame

$$
\begin{align*}
t(\tau) & =\int_{\tau_{0}}^{\tau} \sqrt{-\gamma_{\tau \tau}\left(\tau^{\prime}\right)} d \tau^{\prime} \\
& =\int_{\tau_{0}}^{\tau}\left|\operatorname{det} \gamma\left(\tau^{\prime}\right)\right| \frac{1}{\left.\right|^{\frac{1}{2}}\left|\operatorname{det} \Theta\left(\tau^{\prime}\right)\right|^{\frac{1}{4}} d \tau^{\prime} .} \tag{5.24}
\end{align*}
$$

The lower integration limit $\tau_{0}$ corresponds to the value of $\tau$ at the big bang, i.e., the signature change.

We next compute and plot $a(|\tau|)$ versus $t(\tau)$ for the two cases, deformed $C P^{1,1}$ and deformed $C P^{0,2}$, in the regions of a Lorentzian signature:
(1) Deformed $C P^{1,1}$. For the spatial volume, we get

$$
\begin{equation*}
a(|\tau|)^{3}=(4 \pi)^{2} \cosh ^{3} \tau|\sinh \tau|\left|\mu^{2} \cosh ^{2} \tau-\sinh ^{2} \tau\right|^{\frac{1}{2}}\left|\left(\mu^{2}+\nu^{2}-2\right) \cosh ^{2} \tau \sinh ^{2} \tau-1\right|^{\frac{1}{4}} \tag{5.25}
\end{equation*}
$$

after substituting (5.14) and (5.17) into (5.23). For the proper time $t(|\tau|)$ in the comoving frame we get

$$
\begin{equation*}
t(\tau)=2 \int_{\tau_{0}}^{\tau}\left|\mu^{2} \cosh ^{2} \tau^{\prime}-\sinh ^{2} \tau^{\prime}\right|^{\frac{1}{2}}\left|\left(\mu^{2}+\nu^{2}-2\right) \cosh ^{2} \tau^{\prime} \sinh ^{2} \tau^{\prime}-1\right|^{\frac{1}{4}} d \tau^{\prime} \tag{5.26}
\end{equation*}
$$

and $\tau_{0}$ is associated with the signature change, given by $\sinh ^{2} 2 \tau_{0}=\frac{4}{\left(\mu^{2}+\nu^{2}-2\right)}$. It corresponds to the value of $\tau$ at the initial singularity, where from (5.25), the spatial scale vanishes. In Fig. 6(a) we plot $a(|\tau|)$ versus $t(\tau)$ for regions of deformed $C P^{1,1}$ where the effective metric has a Lorentzian signature, using three values of $\tilde{\beta}$. It shows a very rapid expansion near the origin. For $\tau$ close to $\tau_{0}$, Eqs. (5.25) and (5.26) give $a \sim\left(\tau-\tau_{0}\right)^{\frac{1}{12}}$ and $t \sim\left(\tau-\tau_{0}\right)^{\frac{5}{4}}$. Hence, $a \sim t^{\frac{1}{15}}$. For large $\tau, a$ is linear in $t$. The same large distance behavior was found for solutions in [13].
(2) For deformed $C P^{0,2}$, Eq. (5.23) gives

$$
\begin{equation*}
a(|\tau|)^{3}=(4 \pi)^{2}|\sinh \tau|^{3} \cosh \tau\left|\mu^{2} \sinh ^{2} \tau-\cosh ^{2} \tau\right|^{\frac{1}{2}}\left|\left(\mu^{2}+\nu^{2}-2\right) \cosh ^{2} \tau \sinh ^{2} \tau-1\right|^{\frac{1}{4}} \tag{5.27}
\end{equation*}
$$

after using (5.15) and from (5.20). Equation (5.24) gives

$$
\begin{equation*}
t(\tau)=2 \int_{\tau_{0}}^{\tau}\left|\mu^{2} \sinh ^{2} \tau^{\prime}-\cosh ^{2} \tau^{\prime}\right| \frac{1}{2}\left|\left(\mu^{2}+\nu^{2}-2\right) \cosh ^{2} \tau^{\prime} \sinh ^{2} \tau^{\prime}-1\right|^{\frac{1}{4}} d \tau^{\prime} \tag{5.28}
\end{equation*}
$$



FIG. 6. $\quad a(|\tau|)$ versus $t(\tau)$ for regions of (a) deformed $C P^{1,1}$ and (b) deformed $C P^{0,2}$ where the effective metric has a Lorentzian signature (and $\tau$ is the timelike direction) for $\tilde{\beta}=-3$ (solid curve), -0.595 (dashed curve), and 14 (dot-dashed curve).

Again, the initial value $\tau_{0}$ for $\tau$ is associated with a signature change, now satisfying $\operatorname{coth}^{2} \tau_{0}=\mu^{2}$. It corresponds to a big-bang singularity, and from (5.27), $a\left(\left|\tau_{0}\right|\right)=0$. In Fig. 6(b) we plot $a(|\tau|)$ versus $t(\tau)$ for regions of deformed $C P^{0,2}$ where the effective metric has a Lorentzian signature, using three values of $\tilde{\beta}$. It too shows a rapid expansion near the origin. For $\tau$ close to $\tau_{0}$, Eqs. (5.27) and (5.28) give $a \sim\left(\tau-\tau_{0}\right)^{\frac{1}{6}}$ and $t \sim\left(\tau-\tau_{0}\right)^{\frac{3}{2}}$. Hence, $a \sim t^{\frac{1}{9}}$. As with the case of deformed $C P^{1,1}$ and [13], $a \sim t$ for large $\tau$.

## B. Deformed $\boldsymbol{C P} \boldsymbol{P}^{\mathbf{2}}$

We now look for solutions to the previous eightdimensional matrix model that are deformations of noncommutative $C P^{2} . C P^{2}$ is a solution to an eightdimensional matrix model in a Euclidean background. In [12], such solutions were found when the background metric is changed to $\operatorname{diag}(+++++++-)$. Here we show that deformations of noncommutative $C P^{2}$ solve the matrix model with the indefinite metric (4.9), and that they may be associated with multiple signature changes.

We once again assume that the three complex coordinates $z_{i}$ satisfy the constraint (4.4), but now that the indices are raised and lowered with the three-dimensional Euclidean metric. The Poisson brackets that arise from the commutative limit of fuzzy $C P^{2}$ are (4.6) (now, assuming the Euclidean metric) [12]. We replace the $s u(2,1)$ Gell-Mann matrices $\tilde{\lambda}_{a}$ in (5.5) by $s u(3)$ GellMann matrices $\lambda_{a}$, i.e.,

$$
\begin{align*}
x_{1-3} & =\mu z_{i}^{*}\left[\lambda_{1-3}\right]^{i}{ }_{j} z^{j}, \quad x_{4-7}=z_{i}^{*}\left[\lambda_{4-7}\right]^{i}{ }_{j} z^{j}, \\
x_{8} & =\nu z_{i}^{*}\left[\lambda_{8}\right]^{i}{ }_{j} z^{j} . \tag{5.29}
\end{align*}
$$

Now substitute this ansatz into the equations of motion (5.3) to get the following conditions on the parameters:

$$
\begin{align*}
(2 \mu-\alpha)\left(\mu^{2}-\frac{1}{2}\right)+3 \mu \tilde{\beta} & =0, \\
\mu^{2}+\nu^{2}-2-\alpha(\mu+\nu)+4 \tilde{\beta} & =0, \\
2 \nu(\tilde{\beta}-1)+\alpha & =0, \tag{5.30}
\end{align*}
$$

which differs from (5.6) in various signs. We can obtain (5.30) by making the replacement $(\alpha, \tilde{\beta}, \mu, \nu) \rightarrow$ (iג, $-\tilde{\beta}, i \mu, i \nu)$ in (5.6). To obtain a solution to (5.30), we can then make the same replacement in the solution (5.7). The result is

$$
\begin{align*}
& \alpha=2 \mu \frac{\tilde{\beta}^{2}+\tilde{\beta}-1-\gamma[-\tilde{\beta}]}{-2 \tilde{\beta}+1} \\
& \mu=\sqrt{\frac{\tilde{\beta}^{3}+4 \tilde{\beta}^{2}-6 \tilde{\beta}+\tilde{\beta} \gamma[-\tilde{\beta}]+2}{2\left(\tilde{\beta}^{2}-4 \tilde{\beta}+2\right)}} \\
& \nu=\frac{\alpha}{2(1-\tilde{\beta})} \tag{5.31}
\end{align*}
$$

where $\gamma[\tilde{\beta}]$ was defined in (5.8). The parameters $\mu, \nu$, and $\alpha$ (and necessarily, $\gamma[-\tilde{\beta}]$ ) are all real only for the following two disconnected intervals in $\tilde{\beta}$ :

$$
\begin{equation*}
\text { (i) } 0.325 \lesssim \tilde{\beta} \lesssim 0.586, \quad \text { (ii) } 3.41 \lesssim \tilde{\beta} \text {. } \tag{5.32}
\end{equation*}
$$

## 1. Induced metric

The metric induced from the flat background metric (4.9) onto the surface spanned by (5.29) is

$$
\begin{align*}
d s^{2}= & d x^{a} d x_{a} \\
= & -d s_{\mathrm{FS}}^{2}+\left(1+\frac{1}{\mu^{2}}\right)\left(d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2}\right) \\
& +\left(1+\frac{1}{\nu^{2}}\right) d x_{8}^{2} \tag{5.33}
\end{align*}
$$

where $d s_{\mathrm{FS}}^{2}$ denotes the Fubini-Study metric

$$
\begin{equation*}
d s_{\mathrm{FS}}^{2}=\sum_{a=1}^{8}\left(d\left(z^{\dagger} \lambda_{a} z\right)\right)^{2}=4\left(|d z|^{2}-\left|z^{\dagger} d z\right|^{2}\right) \tag{5.34}
\end{equation*}
$$

Here we introduce the notation $|d z|^{2}=d z_{i}^{*} d z^{i}$, $z^{\dagger} d z=z_{i}^{*} d z^{i}$, and $z^{\dagger} \lambda_{a} z=z_{i}^{*}\left[\lambda_{a}\right]^{i}{ }_{j} z^{j}$. Then (5.33) becomes

$$
\begin{align*}
d s^{2}= & -4\left(|d z|^{2}-\left|z^{\dagger} d z\right|^{2}\right) \\
& +4\left(\mu^{2}+1\right)\left(\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right)\left(\left|d z_{1}\right|^{2}+\left|d z_{2}\right|^{2}\right)+\left(\mu^{2}+1\right)\left(z_{1}^{*} d z_{1}+z_{2}^{*} d z_{2}-z_{1} d z_{1}^{*}-z_{2} d z_{2}^{*}\right)^{2} \\
& +\frac{1}{3}\left(\nu^{2}+1\right)\left(z_{1}^{*} d z_{1}+z_{2}^{*} d z_{2}-2 z_{3}^{*} d z_{3}+z_{1} d z_{1}^{*}+z_{2} d z_{2}^{*}-2 z_{3} d z_{3}^{*}\right)^{2} . \tag{5.35}
\end{align*}
$$

Next introduce local coordinates $\left(\zeta_{1}, \zeta_{2}\right)$ defined in (4.18), now satisfying $\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}+1=\left|z^{3}\right|^{-2}$. Then

$$
\begin{align*}
d s^{2}= & -4\left(z_{3}\right)^{2}\left(\left|d \zeta_{1}\right|^{2}+\left|d \zeta_{2}\right|^{2}-\left(z_{3}\right)^{2}|\Xi|^{2}\right) \\
& +4\left(\mu^{2}+1\right)\left(1-\left(z_{3}\right)^{2}\right)\left(\left(d z_{3}\right)^{2}\left(\frac{1}{\left(z_{3}\right)^{2}}-1\right)+\left(z_{3}\right)^{2}\left(\left|d \zeta_{1}\right|^{2}+\left|d \zeta_{2}\right|^{2}\right)+z_{3} d z_{3}\left(\Xi^{*}+\Xi\right)\right) \\
& +\left(\mu^{2}+1\right)\left(\left(z_{3}\right)^{2}\left(\Xi-\Xi^{*}\right)\right)^{2}-\left(\nu^{2}+1\right)\left(2 z_{3} d z_{3}\right)^{2} \tag{5.36}
\end{align*}
$$

where we again chose $z_{3}$ to be real and defined $\Xi=\zeta_{1}^{*} d \zeta_{1}+\zeta_{2}^{*} d \zeta_{2}$. We introduce Euler-like angles $(\theta, \phi, \psi)$, along with $\tau$, which now is an angular variable, $0 \leq \tau<\frac{\pi}{2}$, using

$$
\begin{align*}
& \zeta_{1}=e^{\frac{i}{2}(\psi+\phi)} \cos \frac{\theta}{2} \tan \tau \\
& \zeta_{2}=e^{\frac{i}{2}(\psi-\phi)} \sin \frac{\theta}{2} \tan \tau \tag{5.37}
\end{align*}
$$

It then follows that $\left(z_{3}\right)^{2}=\cos ^{2} \tau$. The induced invariant interval again takes the Taub-NUT form (4.23), with the nonvanishing matrix elements

$$
\begin{align*}
g_{\tau \tau} & =4\left(-1+\left(\mu^{2}-\nu^{2}\right) \sin ^{2} \tau \cos ^{2} \tau\right) \\
g_{\theta \theta} & =\sin ^{2} \tau\left(-\cos ^{2} \tau+\mu^{2} \sin ^{2} \tau\right) \\
g_{\psi \mu \psi} & =-\sin ^{2} \tau \cos ^{2} \tau \tag{5.38}
\end{align*}
$$

along with $\quad g_{\phi \phi}=g_{\psi \psi} \cos ^{2} \theta+g_{\theta \theta} \sin ^{2} \theta \quad$ and $g_{\psi \phi}=g_{\psi \psi} \cos \theta$. The induced metric has a Euclidean signature for $\tau$ close to zero. A sign change in $g_{\theta \theta}$ occurs for $\tan \tau=\frac{1}{|\mu|}$. If $\mu^{2}-\nu^{2}>\frac{1}{4}$, two additional signature changes occur in the induced metric for the domain $0<\tau<\frac{\pi}{2}$. Specifically, $g_{\tau \tau}$ changes sign when $\sin 2 \tau=\frac{2}{\sqrt{\mu^{2}-\nu^{2}}}$. We find numerically that $\mu^{2}<\nu^{2}$ for solutions (5.31) with $\tilde{\beta}$ in the region (i) in (5.32), and that $\mu^{2}>\nu^{2}$ in the region (ii). So only one signature change occurs when $\tilde{\beta}$ has the values in (i). It is a change from the Euclidean signature to one where the induced metric has two spacelike directions and two timelike directions.

On the other hand, three signature changes can occur when $\tilde{\beta}$ has values in (ii). They are plotted as a function of $\tilde{\beta}$ in Fig. 7. A sign change in $g_{\theta \theta}$ is indicated by the solid curve, and sign changes in $g_{\tau \tau}$ are indicated by the dashed and dot-dashed curves. The induced metric has a Euclidean signature below the solid curve. In the tiny intermediate region between the dashed and the solid curves, the induced metric has two spacelike directions and two timelike directions. It has a Lorentzian signature in the other
intermediate region between the dashed and dot-dashed curves, with $d \psi+\cos \theta d \phi$ timelike. Above the dot-dashed curve, the induced metric again has two spacelike directions and two timelike directions.

## 2. Effective metric

We next use (4.29) to compute the effective metric $\gamma_{\mu \nu}$ for deformed $C P^{2}$. Starting with the canonical Poisson brackets (4.6), we now obtain the following results for the nonvanishing components of the symplectic matrix $\left[\Theta^{\mu \nu}\right]$ :
$\Theta^{\tau \psi}=\frac{1}{\sin \tau \cos \tau}, \quad \Theta^{\theta \psi}=\frac{2 \cot \theta}{\sin ^{2} \tau}, \quad \Theta^{\theta \phi}=-\frac{2 \csc \theta}{\sin ^{2} \tau}$.

Computing determinants, we get


FIG. 7. Signature changes in the induced metric $g_{\mu \nu}$ and effective metric $\gamma_{\mu \nu}$ for deformed $C P^{2}$ are given in the plot of $\tau$ versus $\tilde{\beta}$ in the region (ii) $3.41 \lesssim \tilde{\beta}$. A sign change in $g_{\theta \theta}$ or $\gamma_{\theta \theta}$ is indicated by the solid curve. Sign changes in $g_{\tau \tau}$ or $\gamma_{\nu \mu \psi}$ are indicated by the dashed and dot-dashed curves.

$$
\begin{align*}
\operatorname{det} \Theta & =\frac{4 \csc ^{2} \theta}{\cos ^{2} \tau \sin ^{6} \tau} \\
|\operatorname{det} \gamma||\operatorname{det} \Theta| & =|\operatorname{det} g||\operatorname{det} \Theta| 4\left|g_{\tau \tau}\right|\left(\cos ^{2} \tau-\mu^{2} \sin ^{2} \tau\right)^{2} \tag{5.40}
\end{align*}
$$

As a result, the nonvanishing components of the effective metric tensor are

$$
\begin{align*}
& \frac{\gamma_{\tau \tau}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}}=-1 \\
& \frac{\gamma_{\theta \theta}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}}=\frac{1}{4\left(\mu^{2}-\cot ^{2} \tau\right)} \\
& \frac{\gamma_{\psi \psi}}{\sqrt{|\operatorname{det} \gamma||\operatorname{det} \Theta|}}=\frac{1}{4\left(\mu^{2}-\nu^{2}-\sec ^{2} \tau \csc ^{2} \tau\right)} \tag{5.41}
\end{align*}
$$

in addition to $\gamma_{\phi \phi}=\gamma_{\psi \mu} \cos ^{2} \theta+\gamma_{\theta \theta} \sin ^{2} \theta$ and $\gamma_{\psi \phi}=$ $\gamma_{\psi \mu} \cos \theta$. As with the deformed $C P^{1,1}$ and $C P^{0,2}$ solutions, signature changes in the effective metric coincide with signature changes in the induced metric. So as with the induced metric, the effective metric undergoes only one signature change when $\tilde{\beta}$ has the values in (i). It is a change from the Euclidean signature to one where the effective metric has two spacelike directions and two timelike directions.

Also as with the induced metric, the effective metric undergoes three signature changes when $\tilde{\beta}$ has the values in (ii), which are indicated in Fig. 7. A sign change in $\gamma_{\theta \theta}$ occurs for $\tan \tau=\frac{1}{|\mu|}$ (indicated by the solid curve in Fig. 7), and sign changes in $\gamma_{\mu \mu \nu}$ occur at $\sin 2 \tau=\frac{2}{\sqrt{\mu^{2}-\nu^{2}}}$ (indicated by the dashed and dot-dashed curves in Fig. 7). The effective metric has a Euclidean signature below the solid curve. In the tiny intermediate region between the solid and the dashed curves, the effective metric, like the induced metric, has two spacelike directions and two timelike directions. The effective metric has a Lorentzian signature in the intermediate region between the dashed and dotdashed curves, with $\tau$ being timelike. Above the dot-dashed curve, the induced metric has two spacelike directions and two timelike directions.

For the Lorentzian region, which we found between the dashed and dot-dashed curves in Fig. 7, the effective metric describes a closed spacetime cosmology. For a fixed $\tilde{\beta}$ with values in (ii), the sign changes in $\gamma_{\mu \mu}$, depicted as red and blue curves in Fig. 7, correspond to spacetime singularities. We denote the values of $\tau$ at these singularities by $\tau_{0}$ and $\tau_{1}$, with $\tau_{0}<\tau_{1}$. Which one of these is the initial singularity, and which one is the final singularity, of course, depends on the direction of time. We obtain the time evolution of the spatial scale for this region in the next subsection.

## 3. Expansion and contraction

In the previous section, we saw that the effective metric for deformed $C P^{2}$ can have a Lorentzian signature when $\tilde{\beta}$


FIG. 8. $a(\tau)$ versus $t(\tau)$ for the region of deformed $C P^{2}$ where the effective metric has a Lorentzian signature, for $\tilde{\beta}=3.5$ (solid curve), 3.75 (dashed curve), and 5 (dot-dashed curve).
has the values in (ii). In this case, $\tau$ is the timelike coordinate, and it evolves from one signature change to another. From (5.37), $\left|\zeta_{1}\right|^{2}+\left|\zeta_{2}\right|^{2}=\tan ^{2} \tau$, and so, as with the deformed $C P^{1,1}$ and $C P^{0,2}$ solutions, a $\tau$ slice of the four-dimensional manifold away from singularities is a three-sphere, or more precisely, a Berger sphere. We can compute the spatial scale $a(|\tau|)$ at any $\tau$ slice and proper time $t$ in the comoving frame for the deformed $C P^{2}$ solution, using (5.23) and (5.24), respectively. For the former, we get

$$
\begin{align*}
a(|\tau|)^{3}= & \left.(4 \pi)^{2}\left|\sin ^{4} \tau \cos \tau\right|\left|\cot ^{2} \tau-\mu^{2}\right|^{\frac{1}{2}} \right\rvert\,\left(\mu^{2}-\nu^{2}\right) \\
& \times \sin ^{2} \tau \cos ^{2} \tau-\left.1\right|^{\frac{1}{4}} \tag{5.42}
\end{align*}
$$

It follows that the spatial scale vanishes at the signature changes, which are associated with the cosmological singularities. For the latter, Eq. (5.24) gives

$$
\begin{align*}
t(\tau)= & \left.2 \int_{\tau_{0}}^{\tau} d \tau^{\prime}\left|\cos ^{2} \tau^{\prime}-\mu^{2} \sin ^{2} \tau^{\prime}\right|^{\frac{1}{2}} \right\rvert\,\left(\mu^{2}-\nu^{2}\right) \\
& \times \sin ^{2} \tau^{\prime} \cos ^{2} \tau^{\prime}-\left.1\right|^{\frac{1}{4}} \tag{5.43}
\end{align*}
$$

The lower integration limit $\tau_{0}$ corresponds to the value of $\tau$ at the coordinate singularity defined by $\sin 2 \tau_{0}=\frac{2}{\sqrt{\mu^{2}-\nu^{2}}}$, $\tau_{0}<\frac{\pi}{4}$, corresponding to the sign change in $\gamma_{\psi \mu \psi}$. In Fig. 8, we plot $a(\tau)$ versus $t(\tau)$ for three values of $\tilde{\beta}$ in region (ii). For $\tau$ close to $\tau_{0}$, we get $a \sim\left(\tau-\tau_{0}\right)^{\frac{1}{12}}, t \sim\left(\tau-\tau_{0}\right)^{\frac{5}{4}}$, and hence, $a \sim t^{\frac{1}{15}}$. We find identical behavior near the other singularity at $\tau=\tau_{1}$. We thus get a very rapid initial expansion and a very rapid final contraction.

## VI. CONCLUSIONS

We have obtained a number of new solutions to IKKT-type matrix models, which exhibit signature change in the commutative limit. All such examples found so far, including the noncommutative $H^{4}$ solution of [13], require including a mass term in the matrix action. Since mass terms result from an IR regularization [16], it is interesting to speculate whether
signature change on the brane is connected to the regularization. ${ }^{5}$ On the other hand, we remark that the mass term resulting from the regularization does not necessarily lead to a signature change, since we have obtained solutions to the massive matrix model that exhibit no signature change in the commutative limit. For example, no sign changes occur in either the induced metric or the effective metric for deformed $C P^{0,2}$ when $-1<\tilde{\beta} \lesssim-0.746$ and $-0.603 \lesssim \tilde{\beta} \leq-0.6$. Moreover, our work does not rule out the possibility of solutions to a massless matrix model that exhibit signature change in the commutative limit.

The four-dimensional solutions of Sec. V are deformations of noncommutative complex projective spaces, specifically noncommutative $C P^{2}, C P^{1,1}$, and $C P^{0,2}$. The manifolds that emerge from these solutions can have multiple signature changes. The manifolds resulting from a deformed noncommutative $C P^{0,2}$ solution can undergo two signature changes, while those resulting from a deformed noncommutative $C P^{2}$ solution can have up to three signature changes. The regions where the effective metric of these manifolds have a Lorentzian signature serve as crude models of closed (in the case of noncommutative $C P^{2}$ ) and open (in the case of noncommutative $C P^{1,1}$ and $C P^{0,2}$ ) cosmological spacetimes. They contain cosmological singularities that are resolved away from the commutative limit. The evolution of the spatial scale $a$ as a function of the proper time $t$ in the comoving frame was computed for these examples. For all examples (and also the example of noncommutative $H^{4}$ in [13]) an extremely rapid expansion (or contraction, in the case of the big crunch singularity of the closed cosmology) was found for the spatial scale $a$ near the cosmological singularities. Rather than following an exponential behavior, we obtained $a \sim t^{\frac{1}{15}}$ near $t=0$ for noncommutative $C P^{2}$ and $C P^{1,1}$, and $a \sim t^{\frac{1}{9}}$ for noncommutative $C P^{0,2}$. Also like noncommutative $H^{4}$ [13], the spacetimes emerging from the deformed noncommutative $C P^{1,1}$ and $C P^{0,2}$ solutions expand linearly at late times, $a \sim t$.

Unlike the spacetime manifold that emerges from noncommutative $H^{4}$ [13], the manifolds that emerge from noncommutative $C P^{2}, C P^{1,1}$, and $C P^{0,2}$ are not maximally symmetric. For the latter manifolds, any time slice of the spacetime is a Berger sphere. Although being, perhaps, less realistic than noncommutative $H^{4}$ with regards to cosmology, the examples of noncommutative $C P^{2}, C P^{1,1}$, and $C P^{0,2}$ are considerably simpler spaces than noncommutative $H^{4}$, with evidently similar outcomes for the evolution of the spatial scale. Noncommutative $H^{4}$ carries an additional bundle structure that is not present for the solutions of Sec. V. In order to close the algebra on noncommutative $H^{4}$, one must extend it to a larger noncommutative space. That space is noncommutative $C P^{1,2}$. In the commutative

[^4]limit, one recovers the $C P^{1,2}$ manifold, an $S^{2}$ bundle over $\operatorname{AdS}{ }^{4}$.

The eight-dimensional matrix model considered in Secs. IV and V utilized a particular indefinite background metric $\eta$, the $s u(2,1)$ Cartan-Killing metric. Other indefinite background metrics can be considered. $\eta=\operatorname{diag}(++++$ $+++-)$ was used in [12], to obtain noncommutative $C P^{2}$ solutions. We can preserve $S O(3)$ rotational symmetry with a generalization of the background metric to $\eta=\operatorname{diag}\left(\kappa_{3}, \kappa_{3}, \kappa_{3},-,-,-,-, \kappa_{8}\right), \kappa_{3}, \kappa_{8}= \pm$. (We exclude $\kappa_{3}=\kappa_{8}=-$, since this will only produce a Euclidean induced and effective metric.) If, e.g., we search for deformed $C P^{1,1}$ and $C P^{0,2}$ solutions to the matrix equations (5.3) with this metric, then the conditions (5.6) generalize to

$$
\begin{align*}
(2 \mu-\alpha)\left(\mu^{2} \kappa_{3}+\frac{1}{2}\right)+3 \mu \tilde{\beta} & =0 \\
\mu^{2} \kappa_{3}+\nu^{2} \kappa_{8}+2-\alpha\left(\mu \kappa_{3}+\nu \kappa_{8}\right)+4 \tilde{\beta} & =0 \\
2 \nu-\alpha+2 \nu \tilde{\beta} & =0 \tag{6.1}
\end{align*}
$$

where we again assumed the ansatz (5.5). Solutions for different choices of $\kappa_{3}$ and $\kappa_{8}$ may be found, although they may be quite nontrivial, and many more four-dimensional signature changing manifolds are expected to emerge in the commutative limit.

In this article we have neglected stability issues and the addition of fermions. The question of stable solutions to matrix models is highly nontrivial. For two-dimensional solutions it was found previously that longitudinal and transverse fluctuations contribute with opposite signs to the kinetic energy. It is unclear how the extension to a fully supersymmetric theory can resolve this issue. We hope to address such questions in the future.
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## APPENDIX A: SOME PROPERTIES OF $s u(2,1)$ IN THE DEFINING REPRESENTATION

In terms of $s u(3)$ Gell-Mann matrices $\lambda_{a}$, the $s u(2,1)$ Gell-Mann matrices $\tilde{\lambda}_{a}$ are given by

$$
\begin{gather*}
\tilde{\lambda}_{\mathrm{a}}=\lambda_{\mathrm{a}}, \quad \mathrm{a}=1,2,3,8 \\
\tilde{\lambda}_{\mathrm{a}^{\prime}}=i \lambda_{\mathrm{a}^{\prime}},  \tag{A1}\\
\mathrm{a}^{\prime}=4,5,6,7
\end{gather*}
$$

They satisfy the Hermiticity properties (4.7).
The structure constants for $\operatorname{su}(2,1)$ are $C_{a b}{ }^{c}=\tilde{f}_{a b d} \eta^{d c}$, where $\eta_{a b}$ is the Cartan-Killing metric (4.9), and $\tilde{f}_{a b c}$ are totally antisymmetric, with the nonvanishing values
$\tilde{f}_{123}=1, \quad \tilde{f}_{845}=\tilde{f}_{867}=-\frac{\sqrt{3}}{2}$,
$\tilde{f}_{147}=\tilde{f}_{165}=\tilde{f}_{246}=\tilde{f}_{257}=\tilde{f}_{345}=\tilde{f}_{376}=-\frac{1}{2}$.
Except for $\tilde{f}_{123}$ these structure constants are opposite in sign from those obtained from the standard Gell-Mann matrices of $s u(3)$.

Some useful identities for the $\operatorname{su}(2,1)$ Gell-Mann matrices and $\tilde{f}_{a b c}$ are

$$
\begin{gather*}
\operatorname{tr} \tilde{\lambda}_{a} \tilde{\lambda}_{b}=\left[\tilde{\lambda}_{a}\right]_{j}{ }_{j}\left[\tilde{\lambda}_{b}\right]^{j}{ }_{i}=2 \eta_{a b},  \tag{A3}\\
{\left[\tilde{\lambda}_{a}, \tilde{\lambda}_{b}\right]_{+}=2 \tilde{d}_{a b c} \tilde{c}^{c}+\frac{4}{3} \eta_{a b} \mathbb{1},}  \tag{A4}\\
\tilde{f}_{a b c} \tilde{f}^{b c}{ }_{d}=3 \eta_{a d},  \tag{A5}\\
\left.\left[\tilde{\lambda}^{a}\right]_{j}^{i}{ }_{j} \tilde{\lambda}_{a}\right]^{k}{ }_{\ell}=2 \delta_{\ell}^{i} \delta_{j}^{k}-\frac{2}{3} \delta_{j}^{i} j_{\ell}^{k} . \tag{A6}
\end{gather*}
$$

$[,]_{+}$denotes the anticommutator, and $\tilde{d}_{a b c}$ are totally symmetric, with the nonvanishing values
$\tilde{d}_{443}=\tilde{d}_{553}=\tilde{d}_{146}=\tilde{d}_{157}=\tilde{d}_{256}=-\frac{1}{2}$,
$\tilde{d}_{663}=\tilde{d}_{773}=\tilde{d}_{247}=\frac{1}{2}$,
$\tilde{d}_{118}=\tilde{d}_{228}=\tilde{d}_{338}=\frac{1}{\sqrt{3}}$,
$\tilde{d}_{448}=\tilde{d}_{558}=\tilde{d}_{668}=\tilde{d}_{778}=\frac{1}{2 \sqrt{3}}$,
$\tilde{d}_{888}=-\frac{1}{\sqrt{3}}$.
Equation (A6) is the Fierz identity, which has the same form as that for $s u(3)$.

## APPENDIX B: EFFECTIVE METRIC

Here we review the derivation of (4.29), relating the effective metric $\gamma_{\mu \nu}$ to the induced metric. We use the example of the massless scalar field [15]. We then use the result to compute the effective metrics for (undeformed) $C P^{1,1}$ and $C P^{0,2}$.

Denote the scalar field by $\Phi=\Phi(X)$ on a noncommutative background spanned by matrices $X_{a}$. The standard action is

$$
\begin{equation*}
-\frac{1}{2 k^{2}} \operatorname{Tr}\left[X_{a}, \Phi\right]\left[X^{a} \Phi\right], \tag{B1}
\end{equation*}
$$

$a=1,2, \ldots, d$. Now take the semiclassical limit $\hbar \rightarrow 0$. This means again replacing matrices $X_{a}$ by commuting variables $x_{a}$, corresponding to embedding coordinates of some continuous manifold. $\Phi$ is then replaced by a function $\phi$ on the manifold, and commutators are replaced
by $i \hbar$ times Poisson brackets. We also need to replace the trace by an integration $\int d \mu(x)$, where $d \mu(x)$ is an invariant integration measure. Say that the manifold is parametrized by $\sigma=\left(\sigma^{1}, \sigma^{2}, \ldots, \sigma^{n}\right), n \leq d$, with symplectic two-form $\Omega=\frac{1}{2}\left[\Theta^{-1}\right]_{\mu \nu} d \sigma^{\mu} \wedge d \sigma^{\nu}$. Then one can set $d \mu(x)=\frac{d \sigma}{\sqrt{|\operatorname{det} \Theta|}}$. Taking $k \rightarrow \hbar \kappa$, the semiclassical limit of (B1) is

$$
\begin{align*}
- & \frac{1}{2 \kappa^{2}} \int \frac{d \sigma}{\sqrt{|\operatorname{det} \Theta|}}\left\{x_{a}, \phi\right\}\left\{x^{a}, \phi\right\} \\
& =-\frac{1}{2 \kappa^{2}} \int \frac{d \sigma}{\sqrt{|\operatorname{det} \Theta|}} \Theta^{\rho \mu} \partial_{\rho} x_{a} \partial_{\mu} \phi \Theta^{\sigma \nu} \partial_{\sigma} x^{a} \partial_{\nu} \phi \\
& =-\frac{1}{2 \kappa^{2}} \int \frac{d \sigma}{\sqrt{|\operatorname{det} \Theta|}} \Theta^{\rho \mu} g_{\rho \sigma} \Theta^{\sigma \nu} \partial_{\mu} \phi \partial_{\nu} \phi . \tag{B2}
\end{align*}
$$

On the other hand, the standard action of a scalar field $\phi$ on a background metric $\gamma_{\mu \nu}$ is

$$
\begin{equation*}
-\frac{1}{2 \kappa^{2}} \int d \sigma \sqrt{|\operatorname{det} \gamma|} \gamma^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi \tag{B3}
\end{equation*}
$$

Identifying these two actions gives (4.29).
As examples, we compute the effective metrics for (undeformed) $C P^{1,1}$ and $C P^{0,2}$, and show that they are identical to the corresponding induced metrics.
(1) Effective metric for $C P^{1,1}$. Using (4.25), the nonvanishing components $\Theta^{\mu \nu}$ for $C P^{1,1}$ are

$$
\begin{align*}
& \Theta^{\tau \psi}=\frac{1}{\cosh \tau \sinh \tau}, \quad \Theta^{\theta \psi}=\frac{2 \cot \theta}{\cosh ^{2} \tau} \\
& \Theta^{\theta \phi}=-\frac{2 \csc \theta}{\cosh ^{2} \tau} \tag{B4}
\end{align*}
$$

Then

$$
\begin{align*}
\operatorname{det} \Theta & =\frac{4 \csc ^{2} \theta}{\sinh ^{2} \tau \cosh ^{6} \tau}, \\
|\operatorname{det} \gamma| & =4 \cosh ^{6} \tau \sinh ^{2} \tau \sin ^{2} \theta . \tag{B5}
\end{align*}
$$

Computing $\Theta^{T} g \Theta$ we find the following nonvanishing components:

$$
\begin{align*}
{\left[\Theta^{T} g \Theta\right]^{\tau \tau} } & =-1, \\
{\left[\Theta^{T} g \Theta\right]^{\theta \theta} } & =\frac{4}{\cosh ^{2} \tau}, \\
{\left[\Theta^{T} g \Theta\right]^{\phi \phi} } & =\frac{4 \csc ^{2} \theta}{\cosh ^{2} \tau}, \\
{\left[\Theta^{T} g \Theta\right]^{\mu \psi \psi} } & =\frac{4\left(\cot ^{2} \theta-\operatorname{csch}^{2} \tau\right)}{\cosh ^{2} \tau}, \\
{\left[\Theta^{T} g \Theta\right]^{\phi \psi} } & =-\frac{4 \cot \theta \csc \theta}{\cosh ^{2} \tau} . \tag{B6}
\end{align*}
$$

Using (4.29) and (B5), we then get $\gamma_{\mu \nu}=g_{\mu \nu}$.
(ii) Effective metric for $C P^{0,2}$. Using (4.28) the nonvanishing components $\Theta^{\mu \nu}$ for $C P^{0,2}$ are
$\Theta^{\tau \psi}=\frac{1}{\cosh \tau \sinh \tau}, \quad \Theta^{\theta \psi}=\frac{2 \cot \theta}{\sinh ^{2} \tau}, \quad \Theta^{\theta \phi}=-\frac{2 \csc \theta}{\sinh ^{2} \tau}$.

Here

$$
\begin{equation*}
\operatorname{det} \Theta=\frac{4 \csc ^{2} \theta}{\sinh ^{6} \tau \cosh ^{2} \tau}, \quad|\operatorname{det} \gamma|=4 \cosh ^{2} \tau \sinh ^{6} \tau \sin ^{2} \theta \tag{B8}
\end{equation*}
$$

The nonvanishing components of $\Theta^{T} g \Theta$ are

$$
\begin{align*}
{\left[\Theta^{T} g \Theta\right]^{\tau \tau} } & =-1 \\
{\left[\Theta^{T} g \Theta\right]^{\theta \theta} } & =\frac{-4}{\sinh ^{2} \tau} \\
{\left[\Theta^{T} g \Theta\right]^{\phi \phi} } & =\frac{-4 \csc ^{2} \theta}{\sinh ^{2} \tau} \\
{\left[\Theta^{T} g \Theta\right]^{\psi \psi} } & =\frac{-4\left(\cot ^{2} \theta+\operatorname{sech}^{2} \tau\right)}{\sinh ^{2} \tau} \\
{\left[\Theta^{T} g \Theta\right]^{\phi \psi} } & =\frac{4 \cot \theta \csc \theta}{\sinh ^{2} \tau} \tag{B9}
\end{align*}
$$

Using (4.29) and (B8), we once again get $\gamma_{\mu \nu}=g_{\mu \nu}$.
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