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The instant form and the front form of relativistic dynamics proposed by Dirac in 1949 can be linked by
an interpolation angle parameter 6 spanning between the instant form dynamics (IFD) at § = 0 and the front
form dynamics, which is now known as the light-front dynamics (LFD) at § = z/4. We present the formal
derivation of the interpolating quantum electrodynamics (QED) in the canonical field theory approach and
discuss the constraint fermion degree of freedom, which appears uniquely in the LFD. The constraint
component of the fermion degrees of freedom in LFD results in the instantaneous contribution to the
fermion propagator, which is genuinely distinguished from the ordinary equal-time forward and backward
propagation of relativistic fermion degrees of freedom. As discussed recently, the helicity of the on-mass-
shell fermion spinors in LFD is also distinguished from the ordinary Jacob-Wick helicity in the IFD with
respect to whether the helicity depends on the reference frame or not. To exemplify the characteristic
difference of the fermion propagator between IFD and LFD, we compute the helicity amplitudes of typical
QED processes such as eTe™ — yy and ey — ey and present the whole landscape of the scattering
amplitudes in terms of the frame dependence or the scattering angle dependence with respect to the
interpolating angle dependence. Our analysis clarifies any conceivable confusion in the prevailing notion of

the equivalence between the infinite momentum frame approach and the LFD.

DOI: 10.1103/PhysRevD.98.036017

I. INTRODUCTION

For the study of relativistic particle systems, Dirac [1]
proposed three different forms of the relativistic
Hamiltonian dynamics in 1949: i.e., the instant (x* = 0),
front (x* = (x* +x%)/v/2=0), and point (x,x* = a® > 0,
x% > 0) forms. The instant form dynamics (IFD) of
quantum field theories is based on the usual equal time
t = x° quantization (units such that ¢ = 1 are taken here),
which provides a traditional approach evolved from the
nonrelativistic dynamics. The IFD makes a close contact
with the FEuclidean space, developing temperature-
dependent quantum field theory, lattice QCD, etc. The
equal light-front time 7 = (¢ 4 z/¢)/v/2 = x* quantization
yields the front form dynamics, nowadays more commonly
called light-front dynamics (LFD), which provides an
innovative approach to the study of relativistic dynamics.
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The LFD works strictly in the Minkowski space, devel-
oping useful frameworks for the analyses of deep inelastic
scattering (DIS), parton distribution functions (PDFs),
deeply virtual Compton scattering (DVCS), generalized
parton distributions (GPDs), etc. The quantization in the
point form (x*x, = a* > 0,x" > 0) is called radial quan-
tization, and this quantization procedure has been much
used in string theory and conformal field theories [2] as
well as in hadron physics [3-5]. Among these three
forms of relativistic dynamics proposed by Dirac, how-
ever, the LFD carries the largest number (seven) of the
kinematic (or interaction independent) generators leaving
the least number (three) of the dynamic generators while
both the IFD and the point form dynamics carry six
kinematic and four dynamic generators within the total
ten Poincaré generators. Indeed, the maximum number of
kinematic generators allowed in any form of relativistic
dynamics is seven, and the LFD is the only one which
possesses this maximum number of kinematic genera-
tors. Effectively, the LFD maximizes the capacity to
describe hadrons by saving a lot of dynamical efforts in
obtaining the QCD solutions that reflect the full Poincaré
symmetries.
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We discuss in this work the correspondence between the
LFD and the IFD which has been the traditional approach,
using an interpolation angle parameter spanning between
the IFD and the LFD. There have been earlier works closely
related on this subject, using a tilted coordinate near the
light-front time axis to quantize the fields slightly away
from the light front [6—8]. In particular, the work of Ref. [8]
concerned the role of light-front zero modes in QED and
QCD with respect to the confinement and chiral symmetry
of QCD in contrast to QED. We maintain the orthogonality
of the coordinate system in the process of interpolation to
correspond the QED between the IFD and the LFD.
Although we want ultimately to obtain a general formu-
lation for the QCD, we start from a simpler theory to
discuss first the bare-bone structure that will persist even in
the more complicated theories. Starting from the scalar
field theory [9] to discuss the interpolating scattering
amplitude with only a momentum degree of freedom
(d.o.f.), we have extended the discussion to the electro-
magnetic gauge d.o.f. [10] and the on-mass-shell fermion
[11]. In particular, we discussed the link between the
Coulomb gauge in IFD and the light-front gauge in LFD
[10] and the chiral representation of the helicity spinors
interpolating between the IFD and the LFD [11]. In this
work, we entwine the fermion propagator interpolation
with our previous works of the electromagnetic gauge field
[10] and the helicity spinors [11] and fasten the bolts and
nuts necessary to launch the interpolating QED.

As we have already discussed, the prototype of QED
scattering processes “eu — ey’ and “ete” — utu~”
involving a photon propagator in our previous work
[11], we present in this work, the two-photon production
amplitude in the pair annihilation of fermion and anti-
fermion process “ete” — yy” as well as the Compton
scattering amplitude “ey — ey’ involving a fermion propa-
gator. Since the effects of external fermions and bosons
have already been studied in our previous works [10,11],
we will focus on the intermediate fermion propagator in
this work.

To trace the forms of relativistic quantum field theory
between IFD and LFD, we take the following convention
of the space-time coordinates to define the interpolation

angle [9-13]:

{x*} |:COS5 siné } {xo] ()

x*]  |sinéd —coss||[x3]

in which the interpolation angle is allowed to run from
0 through 45° 0 <6 <7. The lower index variables x:
and x- are related to the upper index variables as x; =
g;rﬁxﬁ =Cxt +Sx~ and x.= g;ﬁxﬁ = —Cx™ + Sx',
denoting C = cos26 and S = sin26 and realizing g; » =
—g->=c0820 = Cand g; » = g- 1 = sin26 = S. All the
indices with the wide-hat notation signify the variables with

the interpolation angle 6. For the limit 6 — 0, we have xt =
x% and x~ = —x3 so that we recover the usual space-time
coordinates although the z-axis is inverted, while for the

other extreme limit, § — %, we have x* = (x" £ x?)/

V2 = x*, which leads to the standard light-front coordi-
nates. Since the perpendicular components remain the same

>

() = x/,x; = x;,j = 1, 2), we will omit the “” notation

J
unless necessary from now on for the perpendicular indices
j =1, 2 in a four vector. Of course, the same interpolation
applies to the four-momentum variables too as it applies to
all four vectors. The details of the relationship between the
interpolating variables and the usual space-time variables
can be seen in our previous works, Refs. [9-11].

In Ref. [10], we developed the electromagnetic gauge
field propagator interpolated between the IFD and the LFD
and found that the light-front gauge A* =0 in LFD is
naturally linked to the Coulomb gauge V- A =0 in IFD.
We identified the dynamical d.o.f. for the electromagnetic
gauge fields as the transverse photon fields and clarified the
equivalence between the contribution of the instantaneous
interaction and the contribution from the longitudinal
polarization of the virtual photon. Our results for the gauge
propagator and time-ordered diagrams clarified whether
one should choose the two-term form [14] or the three-term
form [15-17] for the gauge propagator in LFD. There has
been a sustained interest and discussion on this issue of the
two-term vs three-term gauge propagator in LED [18]. Our
transverse photon propagator in LFD assumes the three-
term form, but the third term cancels the instantaneous
interaction contribution. Thus, one can use the two-term
form of the gauge propagator for the effective calculation of
amplitudes if one also omits the instantaneous interaction
from the Hamiltonian. But if one wants to show equiv-
alence to the covariant theory, all three terms should be kept
because the instantaneous interaction is a natural result of
the decomposition of Feynman diagrams, and the third term
in the propagator is necessary for the total amplitudes to be
covariant. We also see that the photon propagator was
derived according to the generalized gauge that links the
Coulomb gauge to light-front gauge, and thus, the three-
term form appears appropriate in order to be consistent with
the appropriate gauge.

In Ref. [11], we derived the generalized helicity spinor
that links the instant form helicity spinor to the light-front
helicity spinor. For a given generalized helicity spinor, the
spin direction does not coincide with the momentum
direction in general. Thus, we studied how the spin
orientation angle 6, changes in terms of both ¢ and the
angle 6 that defines the momentum direction of the particle.
In particular, the helicity in IFD depends on the reference
frame. If the observer moves faster than the positive helicity
spinor, then the direction of the momentum becomes
opposite to the spin direction, and the helicity of the spinor
flips its sign. In contrast, the helicity defined in LFD is
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independent of the reference frame. We have detailed the
increment of the angle difference € — 6, with the increment
of the interpolation angle & in Ref. [11], which bifurcates at
a critical interpolation angle §.. We found this critical

interpolation angle 5. = arctan(‘Pl) where |P| and E are the
magnitude of the three-momentum and the energy of the
particle under investigation. The IFD and the LFD belong
separately to the two different branches bifurcated and
divided out at the critical interpolation angle &,.. This
bifurcation indicates the necessity of the distinction in
the spin orientation between the IFD and the LFD and
clarifies any conceivable confusion in the prevailing notion
of the equivalence between the LFD and the infinite
momentum frame (IMF) approach [19] formulated in
the IFD.

Now that the spinor has been interpolated between IFD
and LFD, we show in this work that the covariant Feynman
propagator X = ’ZJ_FZZ of the intermediate virtual fermion
with the four momentum ¢ and the mass m can also be
decomposed into the two interpolating time-ordered proc-
esses, one with the “forward moving” intermediate fermion
in the sense that its interpolating longitudinal momentum
q- 1s positive, i.e., g- > 0 and the other with the “backward
moving” intermediate fermion carrying the opposite sign of
—q-, 1.e., —q- < 0. The corresponding “forward” and
“backward” amplitudes are given by

P = 1 QF+m EB:LM’ (2)
20743 - Oy 20" =93 = Op3
where
—-Sqp- + 0T
0 =IEEE o)
~Sqp- + 0F
0y = —12tE @
and
07 = /¢ + C(a +n), (5)

with the four momenta g = g and gz = —q, which are
those of the off-shell fermion and antifermion, while Q
and Qp are the corresponding on-shell four-momenta. Only
the interpolating energies of the “forward” and “backward”
moving intermediate fermions, ie., Qp; and Qpy are
different from ¢, and g¢p, respectively, as given by

gs. (3) and (4). In the light-front limit 6 — Z, i.e.,
C — 0, we get

Gon +m rt
Z T — 5 2 T — 6
Fom = 2 Bo~g = T (6)

where ¢g,, is the on-shell momentum four-vector with its
spacial part equal to that of ¢ while it satisfies the Einstein
energy-momentum relationship. Here, Xz 5_» turns out to

be the instantaneous contribution in the light-front propa-
gator. This proves the usual light-front decomposition of
the fermion propagator given by [20]

LTl r

g’ —m 2q
where the numerator ¢, +m of ZF 5ot in Eq. (6) is
replaced by the spin sum of the on-shell spinor product
>_sulq. s)u(q,s).

In the next section, Sec. II, we present the formal
derivation of the interpolating QED. We outline two
different derivations of the Feynman rules for x*-ordered
diagrams formulated at any interpolation angle. The first
approach presented in Sec. IIA directly decomposes the
covariant Feynman diagram, and the second one presented
in Sec. IIB utilizes the canonical field theory and the old-
fashioned perturbation theory. We notice in particular
the constraint fermion d.o.f., which appears uniquely in the
LFD, resulting in the instantaneous contribution to the
fermion propagator. The canonical field theory is studied
for the entire range of the interpolation angle 0 < 6 < 7 /4.
Equations of motion, free fields, gauge condition, energy-
momentum tensor, and angular momentum tensor are

examined, and the Hamiltonian at constant xt is found.

In Sec. III, we study the xT-ordered fermion propagator in
more detail. Taking a simple example, the annihilation of
fermion and antifermion into two scalar particles, we show
the characteristic behavior of the amplitudes as the form
interpolates between IFD and LFD and also examine the
angular momentum conservation. In Sec. IV, we present the
results for the eTe™ — yy process and the Compton
scattering ey — ey. We compute all 16 helicity amplitudes
and discuss the frame dependence and/or the scattering
angle dependence with respect to the interpolation angle
dependence. For the ete™ — yy amplitudes, the symmetry
between the forward and backward angle dependence is
discussed. The limit to the LFD (5 = z/4) is analyzed, and
the comparison with the well-known analytic results from
the manifestly covariant calculation is presented. Summary
and conclusions follow in Sec. V. In Appendix A, we derive
Eq. (2) and present the fermion propagator in the position
space which supplements the discussion in Sec. [T A. In
Appendix B, we present the derivation of interpolating
QED Hamiltonian which supplements the discussion in
Sec. II B. In Appendix C, the manifestly covariant fermion
propagator is explicitly derived from the sum of the
interpolating  time-ordered fermion propagators. In
Appendix D, we discuss the noncollinear case of the
annihilation of a fermion and antifermion into two scalar
particles and provide the relation between the center of
mass scattering angle and the apparent scattering angle in a
boosted frame and correspond the angular distributions for
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the center of mass frame to the apparent angle distributions
in boosted frames. The angular distribution and the frame
dependence of the eTe™ — yy helicity amplitudes are
summarized in Appendices E and F, respectively.

II. FORMAL DERIVATION OF THE
INTERPOLATION OF QED

In our previous works, we studied in great detail the
interpolation of the photon polarization vectors, the gauge
propagator, and the on-mass-shell helicity spinors. In this
paper, we complete the interpolation of the QED theory by
providing the final piece of the entity: the interpolating
fermion propagator. The form of this interpolating fermion
propagator is derived. In Sec. Il A, we decompose the
covariant Feynman diagrams into x"-ordered diagrams,
from which a general set of Feynman rules for any
x"-ordered scattering theory is obtained. In Sec. II B, the
canonical field theory approach is studied and the

|

corresponding Hamiltonian for the old fashioned perturba-
tion theory is derived.

A. Scattering theory

Following what Kogut and Soper did in their light-front
QED paper [21]," we regard the perturbative expansion of
the S matrix in Feynman diagrams as the foundation of
quantum electrodynamics. In this section, we decompose
the covariant Feynman diagram into a sum of x"-ordered
diagrams. We shall not be concerned with the convergence
of the perturbation series or the convergence and regulari-
zation of the integrals in the present work.

1. Propagator decomposition

In Ref. [10], we obtained the decomposition of the
photon propagator given by

B [@(xH)e i 4 @(—xT)eit]

d’q /°° A
Dp(x),; = dq-0(q-) ————=

+is(x") / i;@

where g; = (-Sg- +

(g - n)(gans + qonz)

nﬁnl;

® dg. —"% e—i(q;xi-&-qlxi)’ 8
/—oo 42 +Cql )

g% + Cq?%)/C is the interpolating on-mass-shell energy and the explicit form of 7~ 0 18 given by

Cq,9; q*nyn;

T = 262(/1)60(/1) = =G T+
=

with the obvious familiar notation ¢-n = qﬂnf‘ and
q* = q;4". Here, the polarization vectors ¢*(p,=+) are
explicitly given in Ref. [10], and 7;; given by Eq. (9)
is obtained in the radiation gauge for any interpolating
angle, i.e, AT =0 and 0:A-+9, -A,C=0. As dis-
cussed in Ref. [10], our interpolating radiation gauge links
naturally the Coulomb gauge in IFD (C = 1) and the light
front gauge in LFD (C = 0). One should also note that
(:)(q;) in Eq. (8) is the interpolating step function given by

0(q=) = 0(g=) + (1 = 6¢0)O(—¢-=)
{ 1 (C #0)

o(gt) (C=0) (10)

which was introduced to combine the results of C # 0 and
Cc=0.

' Although Kogut and Soper represented their work in Ref. [21]
as the QED in the infinite momentum frame, it actually was the
formulation of QED in the light-front dynamics (LFD).

qiC+qz

: - o)

GC+q2 iC+ 4%

[
Similarly, the manifestly covariant Klein-Gordon propa-
gator Ap(x) in the position space given by

4 i
Ar(x) = / %exm—iqﬂxﬂ)

:/d2qldq;dq4i
(2m)*

q"q, —m* +ie

exp[=i(qsxt +q=x +qu-xb)]
y i
Cq3 +2Sq-q; —Cq: —q7 —m* +ie

(11)

can also be obtained by combining the results of C # 0 and
C = 0 with the interpolating step function O(g-):

qul ‘X’dql A !
Ap(x) = / (27) /_w2fr®(ql)2\/q% +Clq1 +m?)

x [O(xH)e Y 4 @(—xT)el ], (12)

where the value of ¢; in the exponent is taken to be the
interpolating on-mass-shell energy, i.e.,
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(—Sq; +v/ @ +C(q% + mz)) /C, forxt >0,
q;=

(—SCI: -V +C(q% +m2))/C, for xT <0.

The detailed derivation of Egs. (11) and (12) will be
given in Appendix A, where the pole integration is done
explicitly.

The result for C # 0, i.e., ©(g-) = 1, in Eq. (12) can be
obtained by noting the two poles for ¢ in Eq. (11) given by

Ap—ic = (=S /gt +C@d +m)) /C~ic, (13)

~B: +ie' = (-Sq=— /g +Clal +m?)) /C+ic!, (14)

where ¢/ > 0. In order not to involve any contribution from
the arc in the contour integration, we evaluate the ¢g;
integral in Eq. (11) by closing the contour in the lower

(upper) half plane if x> 0 (x* < 0). This produces the
desired decomposition for Ag(x) with ©(g-) =1 in
Eq. (12) given by

d? %0 1
0= [ G [ -5

x [@(x)e i + @(—xT)ein],  (15)

where we denoted the denominator factor in Eq. (12) by

o', ie.,

ot = \/612; + C(q} +m?). (16)

Note here that the integration measure in Eq. (12) is the
invariant differential surface element on the mass shell, i.e.,

2 . 4
[t [ -

The result for C = 0, i.e., ©(g-) = O(¢"), in Eq. (12)
can also be obtained by noting the single pole for g; = g~
in Eq. (11) given by

_qi—i—mz_l.i (18)
- 2gt 2g+°

which should be taken in the contour integration of the
light-front energy ¢~ variable without involving the arc
contribution in Eq. (11). Note here that this single pole
corresponds to A4 in Eq. (13) in the limit of C — 0. This
requires to close the contour in the lower (upper) half plane
of the complex ¢~ space if x™ >0 (x" <0), as we
explained essentially the same procedure for C # O case.

Because of the rational relation between ¢~ and g™ given
by Eq. (18), the value of ¢* must be positive to keep the

g~ pole in the lower half plane for x™ > 0, while the value
of g™ must be negative to keep the ¢~ pole in the upper half
plane for x™ < 0. This leads to the result given by

dq, o 1
Ap(x) = /ﬁ% dq ﬁ
X [@(xT)e ¥ + @(—xT)el™], (19)

2 2
— +m
where g-x=¢q"x™+ (q§q+

This result is identical to Eq. (12) for C = 0. Thus, our
result in Eq. (12) covers both C# 0 and C =0 cases
together.

As the fermion propagator in the position space can be
obtained by

)X~ —q, -X, noting x* = —x .

Sr(x) = (i0pr" + m)Ar(x), (20)

we can now use Egs. (12) and (20) to derive a decom-
position for the fermion propagator given by

_ d*q, [ A 1
SF(X)_/(277)3/—oodql®(ql)2Q4
X [O(xH) (f +m)e™ 4" +O(=xT ) (—f +m)e't]

o [daL [® A 1
+ly+/(2n-){%/_oodqi®(QL)2Q$
x [5(xT)e 4 —§(xH) e, (21)

where the “1” component of g takes the corresponding
pole values, as mentioned before. Here, the differentiation
of ®(x") and ®(—x") in Eq. (12) with respect to x™ gives
us two terms: 5(x*) e~ and —§(x e in C # 0 case,
and these two will cancel each other exactly when an
integration with respect to x* is performed as we show
explicitly in the next section, so that they do not contribute
to the Feynman rules. Therefore, we can drop them from
the decomposition. Thus, when C # 0, the second line in
Eq. (21) automatically drops off, and the first line is the
whole result. However, in the C = 0 case, the integration
over g_ = ¢ (note that ¢~ is just g_ without a wide-hat
when C = 0) goes from 0 to oo instead of —co to oo as
denoted by the interpolating step function ©(g- ). Thus, the
two &(xT) terms resulting from differentiating the ®(x™)
function do not cancel each other, and the term proportional
to 5(x") is left over. This term is the instantaneous
contribution unique to the LFD. Thus, when we take
C =0, our fermion propagator result given by Eq. (21)
coincides with the LF propagator previously derived by
Kogut and Soper [21],
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= £33
x[O

(x+) (4 + m) T+ O(=xT) (=4 + m)e']

. d(h/""dtf
S(x )yt e
+id(xT)y /(2”)3 _m2q+e

Note here that the interpolating wide-hat notations are
switched to the usual light front notations.

—igtx +iq X

(22)

2. Rules for x* -ordered diagrams

To find the rules for x*-ordered diagrams, we start with
the Feynman diagrams in coordinate space. The amplitude
for diagram shown in Fig. 1(a) for the process of ete™ —
yy can be written as

M = (ie)? [ disatye; ()i
xSp(y = x)r'y (x)]eg(x).  (23)
Here, we use the plane wave solution of the Dirac equation

for the electron and the charge conjugate plane wave
solution for the positron,

yi(x) = e u(p.s), (24)

wa(y) = e?u(p'.s), (25)

where p and s are the momentum and spin of the fermion.
The photon wave function is

P kK
q
P -~
(b)
¥ V3 P k
z
f af
Y
P2 N P K
(©) (d

FIG. 1. Lowest-order tree level covariant annihilation diagram
in (a) position space and (b) momentum space. Lowest-order tree
level covariant scattering diagram in (c) position space and
(d) momentum space.

€x(x) = e7 e (k, 1), (26)

where €, (k, 1) is the polarization vector with a momentum
k and helicity A, the explicit form of which was given
in Ref. [10].
With the change of variables
X = x, yo>T=y—x, (27)

Eq. (23) becomes

iM = (—ie)? / d*xd* Te' = Tex (K. 2)[o(p'. )1

xSe(T)Pu(p, s))e; (k. A)eik+=p=rx.
(28)

The x integration immediately gives the total energy-
momentum conservation condition. After we plug in the
decomposed Sy given by Eq. (21), we finish the T+
integration using the following relations:

-, (29)

/ der@(Tfr)eiP;ﬁ _
oo P: +ie

i
. )
P:—ie

/ T AT O(=TH) el T = _ (30)

where the causality of the relativistic quantum field theory is

assured with the =ie factor for the =7+ region, respectively.
Thus, we get the interpolating energy denominator factor of

———+—— for each intermediate state. For the momentum
Pm|+ Pmler++l€

a551gnment shown in Fig. 1(b), Pi,ix = p1 + s ; is the total

“energy” of the initial particles, and P;,,.; gives the total
“energy” of the intermediate particles, which is k; + g3 +
p'; when y">xtand p; — g1 + K. when y" <xt. On
the other hand, the dT~d*T* integration gives straightfor-
wardly (27)35(P — P2YS* (PN — PQU) at each vertex.
Lastly, the §(7") term in Eq. (21) gives an extra instanta-
neous contribution at the light front (C = 0) and is easy to
calculate. Similar analysis can be done for the process of
ey — ey shown in Figs. 1(c) and 1(d), with the decom-
position equation of the photon propagator given by Eq. (8).

After the above analysis, with a little thought, one can
summarize and write down the rules for x*-ordered
diagrams as the following:

() u(p.s), u(p.s), v(p.s), v(p.s), €,(p.4), and
€;(p,4) for each incoming and outgoing external

line;

(2) (F#+m)=2u(p,s)u(p,s) for electron propaga-
tors; (=g +m)=—-2.0(p,s)v(p,s) for positron
propagators; T ;5 =3, ,€;(4)es(4) for photon
propagators;
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-—

qi q

() (b) (©

FIG. 2. Vertices that appear in the x"-ordered diagrams. When
C # 0, only two kinds of vertices (a) and (b) exist. When C = 0,
all three vertices (a), (b), (c) are present.

(3) —iey(2n)*s(P — P2)5? (PN — P9™) for each ver-
tex as shown in Fig. 2(a);

2 inﬁnf’ 3 in out
— e (og)35(Pin — pot)
g +Cq2.

x52(piln_Piut)...yu...},v...

for each vertex as shown in Fig. 2(b), where ¢-, q |
are the total momentum transferred;

) 1 '
—ieXtytyt 0 (27)*8(Py, — Pay)8* (P — P,

for each vertex as shown in Fig. 2(c) appearing only
if C =0, i.e,, only in LFD, where ¢g* = k'" — p'";

“4) m for each internal line, where P;,; and
P;prs are the sums of energies for the initial and
intermediate particles;

(5) an overall factor of (271)6(Pi$n — P") for the inter-
polating energy conservation;

(6) an integration

/%/_:%é((h)

for every internal propagating line, with m in

Eq. (16) being the mass of the exchanged particle.

The rules for x™-ordered diagrams on the light front, first
derived by Kogut and Soper [21], are reproduced by taking
C = 0 in the above rules. For instance, in rule 6, when
C = 0, the integration limits of g- = g_ = g% change to

(0, ), i.e.,
/d‘h /w@
2z Jo 2q¢*

for every internal line.

In Sec. I B, we develop the canonical field theory of
quantum electrodynamics in any interpolating angle. As we
will see, it reproduces the Feynman rules we obtained here.

B. Canonical field theory
1. Equations of motion
The Lagrangian density for QED is
Vr  Fio (i
ﬁz—zFﬁaF +w(iy"Dy —m)y, (31)

where Dﬂ = aﬁ + ieAﬁ, and F,A”q = dﬁA,; - 6,;Aﬁ The equa-
tions of motion are therefore

0,F'" = eJ” = ey, (32)

(iyﬁaﬂ - e}/ﬂAﬁ —m)y =0. (33)

By converting the upper index components into lower
index components, Eq. (32) can be written as

(COR +02)A;
—(C0; +S0-)0, -A, +(0:0-—S%)A-—eJt. (34)

Next, we apply
condition [10],

the generalized transverse gauge

6;A;—|—C0L-Al:0, (35)
and Eq. (34) simplifies to

(COR +02)(CA; +54-) = (CO% +32)AT =—e7C.
(36)

From Egs. (35) and (36), we see that we can regard A,
and A, as the two independent free components, while at
any given “time” xT, A= can be determined by A, A,, and
A determined by A, A,, and . We may take the boundary
condition, A-(x" x! . x2,+00)=—A-(x".x' . x2,—00), which
is consistent with the choice made by Kogut and Soper for
the light-front QED [21]. Then, the solution to Eq. (35) is
found as

A;(x{xl,xz,xi)

1 s A gn : .
= —ZC/dx’_e(x_ X))o, A (xF,x! X% )

1 Ao .
ZEC/dx"|x‘—x"

0:0, -A, (xF ', x2x%),  (37)

using the integration by parts and noting e(x) = %', ie.,
1, x>0,
e(x) = {
-1, x<O.

By a simple change of variables X* = x*, X+ = x1//C,
X~ =x", Eq. (36) becomes
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= s 0> 0>
V2A+E< —

S m)ﬁ:—eﬁc (i=1.2), (38)

which has the solution
JHX)C

4”\/(XJ_ _ Xu)z ¥ (XL _X/:>2’
(39)

At=e¢ / AXtdx'*

where the argument of J¥(X') denotes the four-vector
/1

X0 = (X XX X7) = (¢ 2, 22 X0). In the
instant form limit (C — 1), A~ » A3, AT - A0, JT > JO
and the above solutions given by Eqs. (37) and (39)
agree with the instant form results. In the light-front
limit (C — 0), both A~ and A" in Egs. (37) and (39),
respectively, can also be easily shown to be consistent with
the light-front gauge A™ = 0 due to the apparent C factor in
the numerator. A
However, we note that bothA; = —SA./C+ A" /C and
A" =SAt/C-A-/C carry overall 1/C factor, and thus
A~ in LFD, ie., the C — 0 limit of A; or A~, does not
vanish. In fact, the A; component satisfies the following
constraint equation without containing any time derivatives:

= SA- SA- B

(40)
where the three-dimensional Laplace operator reduces to a
one-dimensional operator when C = 0.

From Eq. (37), we can find that the term —SA./C in the
C - 0 (or S — 1) limit becomes

1
[-SA-./C]—> —E/dx’_|x_ —x'7|0_0, At (xt,x! X%,
(41)

Also, from Eq. (39), we can see that the term At /C in the
C — 0 limit becomes

[At/C] —>—%/dx"|x‘—x"|J+(x+,xl,x2,x"), (42)

where the X'! integration can be made straightforwardly
by realizing the suppression of X'‘ component in the
light-front (C — 0) limit of J7(X') and assigning ¥ =
X — X' to use

/aﬂYL
4r/(YH)?2 + (Y7)?
1

1.
- [P = @)

that becomes —%[x~ —x'7| in LFD with the current

JH(x*,x", x%,x’7) vanishing in the limit |x'|— oo.
Combining Eqgs. (41) and (42), we thus get the LFD result

A= (xt, xh %%, x7)
1
= _E/ dx'"|x~ = x'"|[0_0, - A+ (xT,x!, X2, x7)

+ el (xt,xh Xt X)), (44)
which was also derived in Ref. [21] except for
some superficial differences in the conventions used.
Eq. (44) was noted in Ref. [22] as well.

To simplify the notations and make the derivations easier
to follow, we may write

As(x) = 2 AL ‘;?(x) : (45)
iy eJ T (x)C
At (x) = —m’ (46)

instead of the explicit integral forms shown in Egs. (37)
and (39). We also write Ay as

0, -A (x)  eJt(x)
0= CH + &’

Ai(x) =S (47)

which represents A; = —SA./C + AY/C with A~ and A*
given by Eqs. (37) and (39), respectively. Written in this
way, Egs. (45)—(47) also show very clearly, that only the A

and A, components of A are the dynamical variables.
For the fermion fields, Eq. (33) can be written as

[i(y*o; +y 0= +71-0.)
—e(yPAL +y A+ 7t A —mly =0, (48)

where the interpolating gamma matrices satisfy the usual
Clifford algebra {y#,y”} =2¢"?, and the interpolating
metric is given by

c o0 0

. 0 -1 0

A I (49)
s 0 0 -C

If C # 0, Eq. (48) contains the interpolating time derivative
07, and thus, all four components of y field are dynamical.
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However, if C = 0, then one may notice a rather dramatic
change of two components of the y field from being
dynamical to the constrained components due to
{yt.r*}=yt?>=0as wellas {y~,y~} = y~2 = 0, while
{r*,y"} = 2. This may be shown explicitly by writing
Eq. (48) for C =0,

li(yto, +y o-+7--0,)
—e(y"A  +7y A +yt AL —mly =0, (50

and splitting y into w, = P,y and wy_ = P_y with the
projection operators P, = 1y7y" and P_ =31y"y", ie.,

W=y, +wy_=Py+P_y. (51)

Then, because y" P_ = 0,y _ can be determined at any light-
front time x™ through the following constraint equation:

2(i0- —eA )y = [(i0, —eA )yt +mlyTy,, (52)
which reduces in the light-front gauge A_ = AT =0 to

2i0-y_) = [(i0, —eA )y +mlyty,.  (53)

Thus, the two components of y given by y_ in LFD become
constrained in the sense that the time dependence of y_ is
provided by the other fields that satisfy the dynamic
equation with the light-front time derivative 0, such as
A, and w_.. No new time-dynamic information can be
provided by the constrained field y_. As done in Ref. [21],
we may split this constrained field y_ into the “free” part {_
and the “interaction” part 1, i.e.,w_ = {_ + T, identifying
from Eq. (53),

(iy" -0 +m)rty,

-= 54
2i0_ (54)
and
1 +
—ey - Ayy,
Y=+ 2 7F 55
2i0_ (55)

Then, as shown in Ref. [21], the light-front fermion
instantaneous diagram depicted in Fig. 2(c) corresponds
to the interaction Hamiltonian density given by Y (iy=d_)Y.
This reveals that the instantaneous contribution to the
fermion propagator given by Eq. (22) is obtained through
the “interaction” part of the constraint field y_.

We may define

W =W+0cT. (56)
When C # 0, y = i is the free fermion field. When C = 0,

y can be split into w =y, +w_, where only yw, =y is
independent. The constraint field y_ can be further split

intoy_ = _+ Y, where T is the “interaction” part of the
field. We write y = ¥ + _, then ¥ is the free part of the
field in any interpolating angle 0 <6 < 7.

We discuss this unique feature of the fermion propagator
in LFD further illustrating the old-fashioned perturbation
theory in Sec. II B 4 and presenting the physical processes
such as the electron-positron annihilation to the pair
production of two photons (eTe” — yy) and the
Compton scattering (ey — ey) in Secs. III and IV.

2. Free fields

The Fourier expansion of the free fermion field y(x)
takes the form

x_;_ XJ_ x; _ dzpj_dpi
v /@ﬂ%wﬂ

X Y [ueT rp(py puisiat)
s=+1/2

+ o(8) gix patixtpy gt (pl,p;;s;ﬁ)], (57)

where the spinors of the particle (#) and the antiparticle (v)
satisfy the Dirac equation,

(rpp = m)u = 0. (58)
(Y py +m)v = 0. (59)
Here, we take u and v to be the generalized helicity spinors
uy and vy whose explicit expressions in the chiral basis
have been given in Ref. [11]. For simplicity, we will omit

the subscript “H” throughout this paper.
Plugging y given by Eq. (57) to the free Dirac equation,

(ir"0y — m)y(x*, x+,x7) =0, (60)
and using the relations in Eqgs. (58) and (59), we find that

b(p..p=;s;xT)andd(p . p-;s;x") satisfy the following
differential equations:

liy"or =y pilb(pL, p=3sixt) =0, (61)
liy"0; + 7 p:ld (pL. pzisixt) =0, (62)
Solving these equations, we get
b(pL, p2isixt) = e Pib(py, pe3s;0),  (63)
d'(pL. pessixt) = e Pedi (pL, pass;0). (64)

Since the time dependence decouples from the rest of the
operator, we may drop the time labels and define

b(pL,p=;s)=b(pL, p=;s;0), (65)

036017-9



JI, LI, MA, and SUZUKI

PHYS. REV. D 98, 036017 (2018)

d'(pp.p2is)=d'(pL.p=;s;0). (66)

Then, the free fermion field can be summarized as

d*p,dp-
w(x :/A
= G 20,

e Pib(p,, pz;s)
+oWePad (p |, p2is)).
(67)
Following a similar procedure, we can also find the free
photon field as

A d’p_ dp- 7 i
Af(x) = | ——————= #(p,A)]|e ™ Piqg , P23 S
(= [ GRSl S e e malps. pss)
+e™Pat(py, p=3s)),

(68)

where again the polarization vectors e (p, &) are explicitly
given in Ref. [10].

3. Energy-momentum and angular momentum tensors

Using Noether’s theorem, the conserved energy-
momentum tensor and angular momentum tensor can be
written as

Thy = ipy"opy — Fﬁj@aAz - gL, (69)
(70)
where

R 1 R R
Shis = lZlWl[mvn]llf‘FFlﬁAa—Flz;A,z- (71)
In particular, the total four-momentum and total angular
momentum given by

P, = / dxtdx T, (72)

M, = / dxtdxt Ty, (73)

are constants of motion. In particular, the kinematic
generators which do not alter the interpolating time x¥,
such as Py, Py, P~,My, M»~, M-, are provided by their
corresponding densities given by

T+ = iy o — 0,A; (0T AT — 9AT), (74)

. . N
JTn =T =T + 5”//7+71721//
+ A2 A — AT9TA? + ATRPAT — A20'AT, (76)

~ n n ] i o
T =T = Th iy Ty ey

+A-0"A —A 0T A+ A 0:AT —A0,AT,  (T7)

~ 1 T 1 PR
Jroe =0T e =T 4 Sy ayay

FA0T Ay — A0 AL +Ar0-AT —A0,AT,  (78)

where A~ and AT are given by Eqgs. (45) and (46), and thus
these operators involve only independent dynamical fields
w and A/(j =1,2).

Finally, the most important operator of the theory is of
course the interpolating Hamiltonian density,

T$4 = (—iyfaj — iy 0~ +m)y + eAﬁy‘/yf‘y/

Lo . p e
FPPF,, — FH0:A;— F¥20:A-,  (79)

where the transverse index j is summed over according to
the summation convention.

4. Old-fashioned perturbation theory

With Eqs. (45)—(47), as well as Egs. (54)—(56), we can
rewrite 7 ; in terms of the independent d.o.f. A', A%, { and
separate out the interaction part of the Hamiltonian density
from the free part. The detailed derivation is given in
Appendix B. Equation (79) becomes

H=T"; =Ho+V (80)

with

where we have defined Aﬁ as

A
aLa L,AI,A2,A;>, (83)

(e A g As) = (s

and
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~ At g+
Q{’(X)EA;(x)—A;(x):E:_(;i—J(:C;%
_ DL v JJ?(X/)
e/d X dX 4][\/(XL—X/l)2+<XL—X/L)2’

(84)

where we switched the simplified notation in the second
line into the expression of integration in the third one. The
capital X# = (x*,\’}—%,\’;—%,f) is introduced previously
above Eq. (38). Equation (84) may be considered as a
generalization of Eq. (4.58) in Ref. [21] for the quantization
interpolating between IFD and LFD.

We can then calculate the scattering matrix element
Sti = (f|S]i) between the initial and final states |i) and |f)

with the “old-fashioned” perturbation theory expansion

X IV + V(P = Pry+ie)" V4 li), (85)

where P;y = [d*x*dx"H, and V = [d?x*tdx~V. This
leads to the same rules for x*-ordered diagrams, which
we obtained in Sec. IIA2 by directly decomposing
the covariant Feynman diagrams. This can be seen by
calculating a few matrix elements of the interaction
Hamiltonian V.

The first term in Eq. (82) after volume integration gives
the interaction at equal interpolating time x* = 0,

—iV, = —ie/dzdexLAﬁ(O,Xl,xl)l/:/(O,xl,xl)yﬁ
X (0, x, x7), (86)

which is the “ordinary” vertex interaction as demonstrated
in Fig. 2(a).

With Eq. (55), the second term in Eq. (82) can be shown
to provide the fermion instantaneous interaction

1 - .
—iV2 :—5625@0/dledx_li/(o,XL,X_)]/IAi(O,XL,X_)

r s i _
xa—Aj(O,xl,x (0, x4, x7)

e25@0/a’ledx‘l/:/(o,X{x‘)y"Ai(O,xl,x‘)y+

-

X /dx"e(x‘ —xX'7)A;(0,xL X 7)yip (0, x,x'7).

(87)

Using

1/ o i
— [ dx'"e(x™ = x'")e i 0 T) — 88
[ avmete -2 6

Eq. (87) can be shown to yield the vertex of Fig. 2(c), as
discussed in Ref. [21].
The third term in Eq. (82) written out in full is

1 . i n .
—iV3:2ie2/dzxidx‘y'/(O,xl,x‘)y*z;/(O,XL,x‘)

1 — ~ in 2
XWW(O»XL»X )VﬂI/(O’XL’x )
1 el
1 . il n .
:—ziez/dledx‘li/(o,xl,x‘)y““y/(o,XL,x‘)
w(0.X"+ X))yt (0.X/+ X"7)
4/ (XE XD 4 (X" —X7)2
(89)

x/dQX’ldX’L

In the scaled transverse space with the variable of X+,
one should note that the corresponding transverse

momentum becomes /Cq, due to the equality given by
q, -x =+/Cq, - X*. Using

o emilVEaL (X=X ) g (X X))
/ d*X'+dx'= g .
471'\/(Xl _ X/L)z + (X_ _ X/-)z
1
= - N 90

where ¢ is the momentum transfer at the vertex, as depicted
in Fig. 2(b). We find that the interaction —iV5 yields the
“Coulomb” vertices of Fig. 2(b). We note that this
interpolation result coincides with the IFD result for
C =1, where v = is the free fermion field, while for
C = 0, the y field in Eq. (89) changes naturally to i due to
the y™2 = 0 property of the LFD, so that the Y field does
not contribute to the + component of the current. The
transverse components of the momentum in Eq. (90) also
drop off naturally due to the C factor in front, reproducing
smoothly Kogut and Soper’s result in Ref. [21].

Thus, when we calculate the scattering matrix formally
in the interpolating QED, we get the same rules as we
summarized in Sec. IIA2 when we decompose the
covariant Feynman diagrams directly [23].

III. TOY CALCULATION OF e*e~ ANNIHILATION
PRODUCING TWO SCALAR PARTICLES

Having laid out the foundation of interpolating QED, we
can now make some calculations. The first simple heuristic
example we consider is eTe™ annihilation producing two
scalar particles. In the next section, we will consider the
typical QED process of e e~ — yy, as well as ey — ey, but
for now we do not consider the photon polarization to make
things simpler. While the Feynman diagram of eTe™ — yy
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FIG. 3. Feynman diagram for e™e™ — yy process. While this
figure is drawn for the t-channel Feynman diagram, the crossed
channel (or u channel) can be drawn by crossing the two final
state particles.

is shown in Fig. 3, the photon (y) line should be understood
as the scalar particle line for the production process of two
scalar particles.

As mentioned in the Introduction, the covariant propa-
gator of the intermediate virtual fermion is given by

_ q+m

>
@ —m

. (91)

In the instant form where the system evolves with ordinary
time ¢, this covariant Feynman amplitude can be decom-
posed into two time-ordered ones, as shown in Figs. 4(a)
and 4(b), where again the photon (y) line should be
understood as the scalar particle line for the production
process of two scalar particles. Figures 4(a) and 4(b)
correspond to the following time-ordered amplitudes:

1
siFo_ L tm (92)

245, 4" — 40
yIFD _ I —fp+m

___hptm (93)
b qun _qO - qgn

Here, ¢, is the momentum four vector with its spacial part
equal to that of ¢(= p, — p3 =¢q,) but satisfies the
Einstein energy-momentum relationship, and ¢, corre-
sponds to the negative energy (antiparticle) contribution

with ¢, = —q, = —¢.

FIG. 4. Time-ordered diagrams (a) and (b) for ete™ — yy
annihilation process. The u-channel amplitudes can be obtained
by crossing the two final state particles.

The sum of the two propagators can easily be verified to
be equal to the covariant one, Eq. (91),

1 q+m g+ m
SIFD 4 yIFD _ ( _ )
‘ 245, \d" - 4% q°+ 40,
1 2¢0,(d+m)  g4m
Zq(())n <q0)2 - (q(())n)z q2 - m2 '

where the on shell condition ¢¥, = \/g> + m? is used.
Such time-ordering also exists in the interpolating
dynamics, whose “time” means the interpolating time

(94)

xT. The interpolating time-ordered diagrams are also
Figs. 4(a) and 4(b), and the propagators of the intermediate
virtual fermion for each time ordering are given by

1 Q,+m
- XaTH 95
20795 - 04 ©5)
1 -Q,+m
- = 96
" 20T -q1 - 0y; 6)

where Q,:» and Q,; are the interpolating on-mass-shell
energy of the intermediate propagating fermion as men-
tioned in the Introduction, and again their expressions are
explicitly given by

~Sq,- + 0F
C 9’

Qur (97)

—th; + Qq_
=T ¢

Q

(98)

with O denoting the on-mass-shell value of ¢ as given by
Eq. (16). If the interpolating longitudinal momentum g- is
positive, i.e., g- > 0, then the intermediate propagating
fermion in the time-ordered amplitude in Fig. 4(a) is
“forward” moving and the corresponding time-ordered
amplitude X, is equivalent to Xy given by Eq. (2), while
the time-ordered amplitude in Fig. 4(b) with the “back-
ward” moving (—¢- < 0) intermediate fermion corre-
sponds to Xp in the same equation, Eq. (2). Using
Eqgs. (97)-(98), the sum of these two interpolating propa-
gators can also be verified to be equal to Eq. (91) as shown
in Appendix C.

When we take the limit to the LFD, i.e., 6 — 7 or C — 0,
the expressions in Egs. (95) and (96) change to the so-
called “on-mass-shell propagating contribution” and the
“instantaneous fermion contribution”, respectively, if and
only if ¢g* > 0. For ¢ > 0, the time-ordered diagram
shown in Fig. 4(b) has the “backward” moving intermedi-
ate fermion (for C =0, —g- = —¢" <0), and the LF
energy for the intermediate virtual fermion, Q, 1, goes to
infinity; however the existence of the spin sum on the
numerator makes it altogether a finite result. The finite
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result turns out to be the instantaneous fermion contribution
unique in the LFD as formally discussed in Sec. II. This can
be now shown explicitly as follows:

1 0, —m
Zp sz = hm( T b s A+Q%>
C—0 2Q q+ ‘I—C

m Cr 2% — g~y q - m)

c-020+ Cq: +Sq-+0QF

_rig-+07) vt
2q"(q-+0%) 2¢°

(99)

At the same time, the first diagram shown in Fig. 4(a) turns
out to be the on-mass-shell contribution as shown explicitly
in the following:

. 1< Q+m>1Q+m
“=t T cs0\20% g1 — 04r)  2¢4-q -0,
don—’—m %On—’—m
_ _ _ 100
29 (g~ —q5)  ¢* —m? (100)

This proves the decomposition of the covariant fermion
propagator in LFD [20] given by Eq. (7) as discussed in the
Introduction (Sec. I) as well as in the formal deriva-
tion (Sec. II).

Let us now compute the time-ordered amplitudes for the
ete™ annihilation into two scalar particles using the
interpolating formulation, which are given by

Mt = 0y, (P2) - 2o 1y (P1) (101)

and

Mil b= Uy, (p2)-Zp - U, (P1) (102)

where 4; and 4, represent the helicities of the initial e~ and
e spinors, respectively, and the overall factor such as the
coupling constant e, etc., is taken to be 1. Here, X, and X,
are given by Eqgs. (95) and (96). If ¢ = p; — p3, then these
amplitudes are the t-channel amplitudes, which we may
denote as and ./\/lﬂ‘ 2. Similarly, if g = p; — pa,
then we may denote them as the u-channel amplitudes
/\/lfl{;{1 2 and Mf,‘_;fz, respectively.

The spinors in the interpolation form were studied in
Ref. [11], and the results were given by

PP
sin 6-+cos &

P.+P
2P

R ol o)
PR\ [mEsVPT 4P

P.+P Pt—P
2P cos 6—sin
cos §—sin d +
\/Z[FD P+P-) \/P
cos 6—sm o) +
N

P-+P | pt_p
(-1/2) 2P cos 6—sin d

uy ' (P) = J
~PL\[sEs/PT 4 P

PP [ piip
2P sin 5+cos &

where PR = P! +iP? and Pt = P! —iP?, and the anti-
particle spinors are obtained by charge conjugation.

To make the numerical calculations, we specify the
kinematics for the process, as shown in Fig. 5. We choose
the initial reference frame to be the ee™ center of mass
frame (CMF) and study the whole landscape of the
amplitude change under the boost operation in the Z
direction as well as the change of the interpolation angle
0. The moving direction of the incoming electron is chosen
as the +zZ direction. Then, the four momenta of the initial
and final particles can be written as

u P (P) =

= (E,,0,0,P,)

= (Ey,0,0,-P,)

= (Ey, Eysin 8,0, Ey cos 0)

= (Ey, —E(sin 6,0, —E, cos ). (103)

In the kinematics given by Eq. (103), we note that the
intermediate propagating fermion momentum in the time-
ordered process depicted in Fig. 4(a) is given by

X
z 14
y 3
e
2, ?,

Py

FIG. 5. e™e™ pair annihilation process at angle € in center of
mass frame.
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q=p1—p3=(0,—Esin6,0,0,P, — Eycos0), and thus, its
light-front plus component g+ = P, — Eycos@ can be
negative as well as positive depending on the scattering
angle 6. Thus, for the kinematic region of g* < 0 in LFD,
the t-channel process in Fig. 4(a) corresponds to the
“backward” process Xy although it corresponds to the
“forward” process X for the kinematic region of g* > 0.
The critical scattering angle which separates the kinematic
region between g™ >0 and g* <0 can of course be
obtained by ¢" = 0 in the corresponding process. In the
present kinematics given by Eq. (103), the critical scatter-
ing angles for the t channel with ¢ = p; — p3 and the u
channel with ¢ = p; — p,4 are, respectively, given by

P
0, , = arccos <—e>,
5 EO

P
0., = arccos <— —e>
: E,
PREN

One should realize that the same amplitude, e.g., M)
given by Eq. (101) with ¢ = p; — p3, can correspond to
either the “on-mass-shell propagating contribution” or the
“instantaneous fermion contribution” in LFD depending on
the scattering angle, e.g., 0 > 0., or 6 < 0., respectively.
Detailed discussions on the angular distribution of each and
every helicity amplitude are presented in Appendix D,
contrasting the results between the IFD and the LFD. In
Sec. III A, we focus on the collinear scattering/annihilation
case, 8 = &, where the correspondence to the “on-mass-
shell propagating contribution” or the “instantaneous fer-
mion contribution” in LFD is fairly obvious, e.g., Mfl{;’lz in
the 6 — 7 limit corresponds only to the “on-mass-shell
propagating contribution” in LFD as 7z > 6,.,. We then
summarize the results of eTe™ — two scalar particles in the
subsequent Sec. III B.

(104)

(105)

A. Collinear scattering/annihilation, 0 =x

We consider here the collinear amplitude taking the
center of mass angle 6 between the moving direction of an
incoming electron (particle 1) and outgoing photon (par-
ticle 3) as =z, i.e., the collinear back-to-back scattering/
annihilation process. The purpose is to exhibit the essential
landscape of the helicity amplitudes depending on the
reference frame, i.e., the center-of-mass momentum in the 2
direction, P*, and the interpolation angle ¢. In this collinear
kinematics, the two time-ordered t-channel processes
depicted in Figs. 4(a) and 4(b) correspond to the “forward”
moving and “backward” moving processes without any
complication. Thus, the amplitudes Mi{;ﬁz and ./\/l;l,"f12 in
the 6 — 7 limit readily correspond to the “on-mass-shell
propagating contribution” and “instantaneous fermion con-
tribution” in LFD, respectively. In order not to concern
ourselves with the absolute values, we also scale all the

++, t(a), 0=1

FIG. 6. Annihilation amplitudes for ete™ to two scalars t
channel time-ordering process-a: for (a) helicity ++, (b) helicity
+—, (c) helicity —+, and (d) helicity ——.

energy and momentum values by the electron mass, m,,
and take the scalar particles as massless. For the simple
illustration, we take the initial energy of each particle as
2m,, i.e., Ey =2m, and P, = \/3m,.

The results of the collinear back-to-back scattering/
annihilation, i.e., # = 7z, are shown in Figs. 6 and 7, where
we use “+” and “—” to denote the helicity of the initial
fermions. For example, “+—"" means that a right-handed
electron and a left-handed positron annihilate each other.
As the final state particles are scalars, they do not have
any designation of helicities. Here, t(a) means the first
time ordering of t channel, corresponding to the diagram
Fig. 4(a), t(b) means Fig. 4(b), etc. There is also the u
channel, which can be obtained by swapping the two
outgoing particles, and the two time-ordering of u channel
can be drawn in a similar way. The results of the u channel
are shown in Figs. 8 and 9. The amplitudes are plotted as a
function of P? and 6. When 6 — 0, i.e., the back ends of the
figures, the IFD results are obtained, while 6 — z/4, i.e.,
the front ends of the figures, the LFD results are obtained.
The red solid line in the middle of all the figures is given by

P s(1-C)

= (106)

where /s is the center of mass energy. This characteristic
curve called the “J curve” has been discussed extensively in
our previous works [9-11] in conjunction with the zero
mode in the P* — —oo limit, where the plus component of
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FIG. 7. Annihilation amplitudes for eTe™ to two scalars t
channel time-ordering process-b for (a) helicity ++-, (b) helicity
+—, (c) helicity —+, and (d) helicity ——.
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FIG. 8. Annihilation amplitudes for ete™ to two scalars u
channel time-ordering process-a for (a) helicity ++, (b) helicity
+—, (¢) helicity —+, and (d) helicity ——.

++, u(b), 6=m
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FIG. 9. Annihilation amplitudes for eTe™ to two scalars u
channel time-ordering process-b: for (a) helicity ++, (b) helicity
+—, (¢) helicity —+ and (d) helicity ——.

the light-front momentum for all the particles involved in
the scattering/annihilation process vanishes, i.e., p/ — 0
(i=1, 2, 3, 4). We note here that this characteristic
“J curve” corresponds to the zero of the interpolating
total longitudinal momentum, P- = 0. As discussed in
Ref. [11], the “J curve” sits in between the two boundaries
indicated by blue dashed lines in all of the figures,
Figs. 6-9, across which the amplitude changes abruptly.
The reason for this abrupt change, as we also discussed in
our previous spinor work [11], is because the electron and
positron moving along z direction have the speed less than
the speed of light ¢ so that the direction of the particle
motion can be swapped to the opposite direction in the
frame which moves faster than the particle. Namely, the
helicity defined in IFD is not invariant but dependent on
the reference frame. For a given helicity amplitude in IFD,
the particle’s spin must flip when its moving direction flips
to maintain the given helicity. This results in a sudden
abrupt change in each helicity amplitude. In other words, a
different spin configuration appears going across the boun-
dary. For example, the left and right boundaries drawn in all
the panels of Fig. 6 correspond, respectively, to p;~=0
(zero longitudinal interpolating momentum for the electron)
and p,» = 0 (zero longitudinal interpolating momentum for
the positron). The change of the helicity depending on the
reference frame has been extensively discussed in our
previous spinor work [11]. In particular, the LF helicity
of the particle moving in the —Z direction is opposite to the
Jacob-Wick helicity defined in the IFD. Such a swap of the
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helicity between the IFD and LFD for the particle moving in
the —Z direction has been extensively discussed in Ref. [11],
and the application in the deeply virtual Compton scattering
has been reviewed in Ref. [24]. We find indeed that the
behavior of the angle between the momentum direction and
the spin direction bifurcates at a critical interpolation angle
and the IFD and the LFD separately belong to the two
different branches bifurcated at this critical interpolation
angle. The details of the discussion on the boundaries in the
helicity amplitudes, similar to the left and right boundaries
in Fig. 6, can be found in Ref. [11] with the examples of
ep — ey and eTe™ — putu~ processes. Solving the equation
pi1= =0, we get

for the electron, and similarly, from p,~ = 0, we get

EyP* — P,\/(2Ey)? + (P%)?
Eg\/(2Eg)* + (P%)* = P P*

tand =

(108)

for the positron. These two boundaries are depicted
in Fig. 10. At P* =0, the critical interpolating angle J,
corresponding to the boundary due to the positron’s helicity
swap is given by &, =tan"!(P,/E,). For E,=2m,
and P, =+/3m,, this critical value is given by &, =
tan~'(v/3/2) ~ 0.713724 as one can see from Fig. 10.
The bifurcation of the two helicity branches, one belongs to
the IFD side and the other belongs to the LFD side, occurs
exactly at 6 =6, in the CMF (P* = 0), and the abrupt
change of the helicity amplitudes crossing from one branch
to another branch, e.g., 0<06<6.~x0.713724 and
6, ~0.713724 < 6 < r/4, can be understood in the exam-
ple presented in Figs. 6-9 as well as in our previous works
[11]. One should note that this bifurcation of the two helicity
branches is independent of the scattering angle 6 and thus,

z
151

101

0.2 0.4 0.6 0.8

FIG. 10. Two boundaries.

persists even in the noncollinear helicity amplitudes that we
discuss in Appendix D.

However, one should note that the LFD result is
completely outside of these boundaries, as it appears as
a straight line on the LF end. This is due to the boost
invariance of the helicity in LFD as we emphasize in the
present work as well as in our previous works [9—-11]. In
LFD, we note that the results depicted in Figs. 7 and 9
correspond to the instantaneous fermion contribution as
shown in Eq. (99). One may note [25] that the amplitude
vy tu vanishes for the helicity nonflip case, i.e., ++ and
——, while it survives for the helicity flip case, i.e., +— and
—+. This demonstrates that the LFD (6 = x/4) results of
++ and —— helicity amplitudes, M;f, My, M;’;, and
M;”u_ , respectively, are zero while the LFD results of +—
and —+ helicity amplitudes, M, ", M,;", M;:", and
M;j;r , respectively, are nonzero as shown in Figs. 7 and 9.

For this collinear back-to-back scattering/annihilation
process, the apparent angular momentum conservation can
be rather easily seen in all of Figs. 6-9. Because the initial
electron and positron are spin % particles and the final state
particles are spinless, only the spin singlet system of the
two spin-half particles can annihilate and produce two
scalar particles in the center-of-mass frame (i.e., P* = 0)
due to the angular momentum conservation. Thus, only
when the initial particles have their spins in opposite
direction, the amplitude can be nonzero. In Figs. 6-9,
we note that the +— and —-+ helicity amplitudes between
the two blue line boundaries vanish as they correspond to
the spin triplet configuration not satisfying the angular
momentum conservation. Also, the relative sign between
the nonvanishing ++ and —— helicity amplitudes in the
same kinematic region is opposite revealing the nature of
spin singlet configuration. Moreover, these results are
consistent with the well-known symmetry based on parity
conservation that the amplitudes in helicity basis must
satisfy [24]

M(=2y,=ky) = (1) M(41.4),  (109)
where 4, and 4, are the helicities of the incoming electron
and positron.

The sum of the t-channel and u-channel amplitudes of
each initial helicity state is shown in Fig. 11. All the
symmetry that each channel and time-ordered amplitude
individually satisfy of course work in the sum of the
individual amplitude as well. Thus, again in Fig. 11, the
angular momentum conservation and the spin singlet nature
of the system are also manifest, i.e., +— and —+ helicity
amplitudes between the two blue line boundaries vanish
and the nonvanishing ++ and —— helicity amplitudes in the
same kinematic region have an opposite sign to each other.
They are again consistent with Eq. (109).

In Figs. 6-9 and 11, we note that the IFD results in
P?* — 400 appear to yield the corresponding LFD results as
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++, t+u, 8=71

FIG. 11. Total annihilation amplitudes for e*e™ to two scalars
for (a) helicity ++4, (b) helicity +—, (c) helicity —+, and
(d) helicity ——.

one can see the smooth connection of each and every
amplitude in the right region outside the right boundary.
This may suggest that the IFD result in the infinite
momentum frame (IMF) yields the LFD result. However,
one should note that the IFD results in P° — —oo are not
only different from the corresponding LFD results but also
incapable of achieving the LFD results as they are apart by
the two blue boundaries in between. Thus, the IMF in the
left region outside the left boundary in IFD cannot yield the
desired LFD result although the IMF in the right region
outside the right boundary may do the job. One should be
cautious in the prevailing notion of the equivalence
between the IFD at the IMF and the LFD.

Of course, if each helicity amplitude shown in Fig. 11 is
squared and summed over all four helicity states, then the
result is completely independent of P° and & as a flat
constant in the entire region of P* and ¢ space.

B. Summary of e*e~ — two scalar particles

As we have shown in all of these results, the LFD results
are completely independent of the reference frame due to
the boost invariance while the IFD results are dependent on
the reference frame. As discussed in the previous section
(see Figs. 6-9 and 11), the LFD results are outside the spin-
flip boundary and the LF helicity of the particle moving in
the —Z direction is opposite to the Jacob-Wick helicity
defined in the IFD. The same characteristic behavior can be
seen also in the angular distribution of helicity amplitudes
for the noncollinear case presented in Appendix D. With

the helicity swap between the IFD and the LFD for the
particle moving in the —Z direction, one can see the angular
momentum conservation and the spin-singlet nature in the
LFD results. Namely, the ++ and —— LF helicity ampli-
tudes vanish at § =0 and 0 = 7 [see, e.g., Fig. 36(a) in
Appendix D], and they are equal in the angular dependence
while the relative sign between the +— and —+ LF helicity
amplitudes is opposite to each other in accordance with
Eq. (109).

As discussed in the collinear case, the IFD results in
P?* — —o0 does not yield the LFD results. Likewise, in the
noncollinear case shown in Appendix D, we also note that
the angular distribution of the IFD amplitudes in P* — —o0
is opposite in sign with respect to the corresponding angular
distribution of the LFD amplitudes [see Figs. 42(a) and 42(b)
in Appendix D], let alone that each time-ordered amplitudes
of IFD in P* — —oo yields a far different angular distribution
from the corresponding LFD results (see, e.g., Figs. 40
and 41 in Appendix D). Although the angular distribution
of each IFD helicity amplitude in P* — +o0 is supposed
to yield the identical corresponding angular distribution
of the LFD helicity amplitude, one would need to
boost the P* value much higher than +15m, [see e.g.,
Figs. 39(a) and 39(b) in Appendix D] in order to get indeed
the very similar profile of “on-mass-shell propagating
contribution” and the “instantaneous fermion contribution”
in LFD.

In light of this discussion on the P* dependence, we may
comment on the validity of ongoing efforts to compute the
so-called quasi parton distributions in an infinite momen-
tum frame. While the idea to circumvent the difficulties
with the continuation of parton distribution functions
(PDFs) to the Euclidean region, namely the large momen-
tum effective theory (LaMET) [26], surged the lattice QCD
community to work on quasi-PDFs, it has been noted that
this approach encounters some problems related to the
power divergent mixing pattern of deep inelastic scattering
operators when implemented within the lattice regulariza-
tion [27]. Besides this power divergent mixing issue on
the lattice, our work indicates an importance of tracking
the direction dependence, P* vs —P%, in particular for the
spin-dependent amplitudes in the LaMET approach. The
numerical differences of the helicity amplitudes in IFD
appear significant between P* > 0 and P* < 0 for the large
|P?| values, let alone the difference between the Jacob-
Wick helicity and the LF helicity. In the LaMET application
of the lattice QCD computation, the gauge link direction
may be taken both in the original direction and the direction
opposite to the original direction to check numerically if
the results are consistent to each other between the two
directions. If enough boost is achieved in each of the
positive and negative directions, then the numerical results
are not only consistent to each other but also close to the
LFD result. Our work indicates an importance of checking
the direction dependence, e.g., gauge link, as numerical
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differences between P° and —P° results would reveal
whether the LaMET achieved enough boost or not.

In the helicity amplitude square (or probability) level, we
see the built-in # — u symmetry in the e™e™ annihilation
process regardless of IFD or LFD as manifested in the 6 —
7 —0 symmetry of the angular distributions presented
in Appendix D [see Figs. 36(c) and 36(d) as well as
Fig. 43 in Appendix D]. We have verified that the result of
Fig. 43 in Appendix D is in exact agreement with the
analytic result of the total amplitude square for the scalar
particle pair production in e e~ annihilation given by

M Bar = DM+ M2+ MR+ MR

A7
2(ut+m?(4s—5t+3u) —15m*)
B (1=m?)?
2(tu+m?(4s—5u+3t)—15m*)
(u—m?)?
+2((s+u)u+(s+t)t+2m2(3s—t—u)—30m4)
(t—m?)(u—m?) '
(110)
where m =m, and the Mandelstam variables

s=(p1+p2)? t=(p1—p3)* and u = (p; — ps)’
given by s = 16m2, t = (=7 +4+v/3cos@)m?2, and u =
—(7 + 4v/3 cos §)m? in CMF given by Eq. (103) with E, =
2m, and P, = /3m, for our numerical calculation.

In fact, the built-in 7 — u symmetry in each and every
helicity amplitude square is completely independent of
the interpolation angle 6 as shown in Appendix D [see
Figs. 36(c), 36(d), 39(c), 39(d), 42(c), and 42(d) in
Appendix D]. Essentially the same kind of ¢ — u symmetry
can be found in the e™e~ — yy QED process which we now
discuss in the next section, Sec. IV.

IV. INTERPOLATING HELICITY
SCATTERING PROBABILITIES

A.ete”
Having discussed all the helicity amplitudes of the pair
production of scalar particles in e* e~ annihilation, we now
look into the two photon production process in the same
initial state of e e~ annihilation. While there must be some
similarity inherited from the same initial state, there must
be also some difference in the helicity amplitudes due to the
change of the final state from the spinless pair of scalar
particles to the two real photons in QED. The identification
of the real photon helicity would require a particular
attention as it does not carry any rest mass and moves
invariantly with the speed of light. The lowest order
t-channel QED Feynman diagram is already in place as
Fig. 3, and the corresponding u-channel diagram can be
attained by swapping the two final photons in Fig. 3.

pair annihilation into two photons

The two time-ordered diagrams in the t channel are also
displayed in Figs. 4(a) and 4(b), and the kinematic is the
same with the previous calculation illustrated in Fig. 5 and
written in the previous section in Eq. (103).

The QED helicity amplitudes M2 and M54
with the two initial lepton helicities 4; and 12 and the final
two photon helicities A3 and 4, in t and u channels,
respectively, are now expressed with the interpolating
Lorentz indices ji and 7 as

Mil i (Pz) (P4)*}’th7ﬁ€ff (p3) uh (p1),
(111)
M BB = 0 (py)e (p3) P ey’ (pa) u (p1),
(112)
where X, and X, are
Zt:ﬂl—%jm’ Zu:m—mrm (113)
t—m u—m
with 1 = (p; — p3)? and u = (p; — p4)?, and the polari-
zation vector eﬁ( ) is given by [10]
1
e (P)=——
§P) =
P,P.-—iP,P P,P-+iP,P
( 1 —Pl 2F 7 2 +1P ,—C|PL),
P
1
“(P)=—
2P =
P\P~+iP,P PyP-—iP P
<§|PL| LR S ’_C|PL>’
Py Py

(114)

o P M?
€ﬁ(P) M[I:D (PA _F7P17P27Pi>7

with P = /P2 + P2C = 1/(P")* = M2C. Note that this

interpolating polarization vector e/’% (P) respects the gauge

condition AT = 0 and 0-A- + 0 - A C =0, which links
the light-front gauge A* = 0 in the LFD and the Coulomb
gauge V- A = 0 in IFD as discussed in Ref. [10]. For the
sake of generality, we kept here the generic fermion and
gauge boson mass as m and M, respectively. The real
photon helicity 4 takes only + or — but not 0 as M — 0
limit, and thus, there is no issue involved in taking the
massless limit. One should note that not only the final state
momenta p; and p, are swapped but also the QED vertices
with the y matrices are exchanged between the t-channel
amplitude and the u-channel amplitude given by Eqgs. (111)
and (112), respectively.

The symmetry of the helicity amplitudes based on the
parity conservation [24] given by Eq. (109) for the pair
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production of the scalar particles is also now extended for
the two-photon production as

Mh—ho—ts—ia = (=] stk Mhdadsds (115)
where 43 and 1,4 are the helicities of the outgoing photons
while 4; and A, are the incoming electron and positron
helicities, respectively. As this symmetry works identically
for both t and u channels, the subscripts ¢ and u in the
helicity amplitude above are suppressed in Eq. (115).

Now, recalling Egs. (95) and (96), the time-ordered
amplitudes in the t channel can be written in short-hand
notations without specifying the helicities as

1 Qa,t + m

My, =7 N —=
| 1Kpﬁ¢0m)<équﬁ__Qwﬁ

)ﬂmrwm»
(116)

and

1 =0, +m
207 =91 — Qs

A%JIEWMﬂmV< )ﬂmrwmx

(117)
where q,, = q, = p1 — P3> 4bs = —qay = —q1> a0d Q41

and Q,,,; are the interpolating on-mass-shell energy of the
intermediate propagating fermion given by

—Sqa 2+ Q_L

Quit =—c— (118)
—Sq 2+ Q_p

Qpip =— . (119)

with Qf denoting the on-mass-shell value of qf as

F=\Jak + @ + m). (120)
The kinematics here is of course identical to the ones given
in the last section, Sec. III, despite the explicit notations to
specify ¢ and u channels, which now involve the swap of
not only the final state particle momenta but also the QED
photon and fermion vertices. Thus, we elaborate the
notations to designate the t and u channels more explicitly
for this section.

As the final state photons with momentum p5 and p, must
be swapped for the u-channel amplitudes, we denote the
intermediate fermion momentum between the two photon
vertices as g, = p; — p4 and correspondingly, designate all
other time-ordered variables replacing ¢, , and ¢, in the t
channel time-ordered amplitudes by ¢q,, = g, = p1 — p4
and ¢,, = —q,, = —q,, respectively. Consequently, the
interpolating on-mass-shell energy of the intermediate

propagating fermion Q,,; and Q, ,; for the two time-
ordered amplitudes are also given by replacing g, , and g,
by g,, and ¢, ,, respectively, in Egs. (118) and (119)
together with the replacement of Qf’ in Eq. (120) by O; as

0f = /a2 + Cla2, +m?). (121)
While the notations are more elaborated in this section as
described here, there is no change in the kinematics from the
ones provided in the last section, Sec. IIL.

To make the numerical calculations, we take the
same initial energy of each particle (i.e., E, = 2m, and

P, =+/3m,) and three different reference frames [i.e.,
CMF given by Eq. (103) and boosted frames with P =
15m, and P* = —15m,] for the angular distribution analy-
sis of the interpolating helicity amplitudes. While we focus
on the CMF result in this section, the results in the boosted
frames (P* = 15m, and P* = —15m,) are summarized in
the Appendix E and the P* dependence of the interpolating
helicity amplitudes for a particular scattering, e.g., 8 = 7/3
case, is shown in the Appendix F.

In Fig. 12, we show the whole landscape of the
interpolation angle (6) dependence for the angular distri-
butions of the helicity amplitudes with the notation 414, —
M3y for ++ = ++, ++ > +—, ++ > —+, ++ > ——,
aswell as +— = ++, +— = +—, += > —+, +— > —
at CMF (i.e., P* = 0) in (a) M,/ and (b) M2,
The far most left two columns of Fig. 12 show the helicity
amplitudes /\/li’f’ﬂ“i“‘ and MI;_’M”I“ with the final four
helicity configurations of the photon pairs {13,443} =
{+.+}{+ -} {- +}.{— -} but with the initial ++
and +— helicity configurations of eTe™ pair annihilation.
While the results here are shown for the nonzero fermion
mass m = m,, one may check first the consistency with
chiral symmetry by taking the massless limit m — 0. We
did this check for the IFD (6 = 0) amplitudes which might
be more accessible for intuitive understanding due to the
more familiar Jacob-Wick helicity used in the IFD. In the
massless limit, the chirality coincides with the helicity.
Consistency check with the chiral symmetry here is thus
equivalent to the helicity conservation of the massless
fermion fields in the electromagnetic vector coupling. For
the illustration, the IFD (6 = 0) profiles of the left two
columns in Fig. 12 are shown in Fig. 13 and the corre-
sponding profiles for the massless limit of the fermion,
m — 0 limit, in Fig. 14. While the helicity amplitudes

A3 Ry .
are nonzero both for M:{f 4 and M7 as shown in

Fig. 13 for m = m,, the helicity amplitudes M ;"% all
vanish for m = 0 as shown in Fig. 14. One may understand
this result as a consequence of chiral symmetry and the
helicity conservation in the m = 0 limit. As the electro-
magnetic interaction preserves the chirality/helicity in the
massless limit, one may understand why all the helicity
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4 => +4, H(a) - > ++, t(a)

++=>--, t(a) 4= > ——, t(a)

+= =>4+, t(b)

++ =>4+, t(b)

++ =>+—, t(b)

+4+ => =+, t(b) +==> -+, t(b)

++=>-—, t(b)

(a)

(b)

FIG. 12. Angular distribution of the helicity amplitudes for (a) t-channel time-ordering process a and (b) t-channel time-ordering

process b.

: Tt 3.4
amplitudes M, "™

Fig. 14.

Having checked the consistency of our results with
respect to the chiral symmetry and helicity conservation
in the massless limit, we now turn to each individual
helicity amplitudes and examine their individual character-
istics of the angular distribution in the whole landscape of
the interpolating helicity amplitudes. The far most left
column of Fig. 12 shows the helicity amplitudes MI}+”I3 A4
with the final four helicity configurations of the photon
pairs {13, 44} = {+,+}, {+, =}, {— +}. {— =} but with

vanish for m =0 as shown in

the same initial ++ helicity configuration of e*e™ pair
annihilation. This column may be compared with Fig. 34(a)
in Appendix D which shows the helicity amplitude of the
pair production of scalar particles with the same initial ++
helicity configuration of eTe™ pair annihilation. A thin
boundary sheet at § = 6. = 0.713724 in CMF (P* = 0) is
shown in each and every figure of Fig. 12 to denote the
critical interpolation angle . which separates the IFD side
and the LFD side of helicity branches. Although there are
four final helicity configurations in the photon pair pro-
duction, the basic structure of the initial ++ helicity
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FIG. 14. Helicity amplitudes for the massless electron. When setting electron mass equal to zero, chirality is conserved. The upper four
amplitudes are zero as the initial helicity of the electron and positron are the same.

configuration of e™ e~ pair annihilation is inherited as one
can see the clear separation of the “instantaneous fermion
contribution” from the “on-mass-shell propagating contri-
bution” in LFD with the critical angle 6., given by
Eq. (104). As discussed in Sec. III, the critical angle 0.,
turns out to be 6., = 7/6 =~ 0.523599 for Ey, = 2m, and

P, = \/3m,, and it is apparent that the unique feature of
LFD with respect to separation of the “instantaneous
fermion contribution” from the “on-mass-shell propagating
contribution” is persistent whether the final states are the
pair of the scalar particles or the pair of two photons. For
the photon pair production, however, a dramatic new
feature appears due to the photon polarization given by

Eq. (114). In particular, eﬁ in Eq. (114) reveals a singular
feature as & — z/4. For A = + as an example, at § = z/4,

i.e., in LFD, the polarization component ei = —\‘/%L

so that et ~ =2 for =

£

+ _ _ sin @
+ V2(1+cos6)
7 — & with small e. This explains the singular behavior near

0 = z for M;;"*" in LFD shown in the top far left figure
of Fig. 12. For @ ~ x, one should note that pJ ~ 0 and the
corresponding photon’s polarization component €7 yields
the singular behavior exhibited in the LFD result of
M2 ", This light-front singularity in M} turns
out to be canceled by the same with the opposite sign
in M; """ as one may see in Fig. 15. Similarly, the

behaves as €
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FIG. 15.
process b.

light-front singularity appearing in M;;JF’J“JF for @ ~ 0 due
to p; ~ 0 in the (b) time-ordered process is canceled by the
same with the opposite sign in M ;""*. Thus, the
total helicity amplitude summing all the t and u channel
time-ordered amplitudes, i.e., Mg + M4

aatt M;’;’J“Jr, is free from any singular behavior
as shown in Fig. 16. One may also notice that the effect of
the overall sign change between e,j and ¢, ie,
(e;“)* = —¢;, in Eq. (114) is reflected in the negative vs
positive sign difference of the helicity amplitudes and

+==>——, u(b)

=
00 e
2SO
RS AR T
e
e

(b)

Angular distribution of the helicity amplitudes for (a) u-channel time-ordering process a and (b) u-channel time-ordering

ultimately, the light-front singularity between M ;"""
and M;;+‘_’+ as shown in Fig. 12. Similar to the cancel-
lation of the light-front singularity between /\/I(J{,’,J“J“Jr and
M, the light-front singularity in M ;77" turns out
to be canceled by the same with the opposite sign in
MZ’;’_’J’ as shown in Fig. 15. Again, the total helicity
amplitude summing all the t and u channel time-ordered
amplitudes, ie., MJ"7T + M;;+‘_‘+ + M
MZ‘;"‘*, is completely free from any singular behavior
as shown in Fig. 16. However, one should also note that the
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FIG. 16. Angular distribution of the t 4 u helicity amplitudes.

survival of this singular behavior depends on the time
ordering of the process as well as the helicities of the
particles in the process as not only the longitudinal
component but also the transverse component of the
polarization vector also matters in affecting the removal
or survival of the singular behavior in the helicity ampli-
tude. As an example, one can see that the singular behavior
from the zero mode p; ~0 for @~ is removed in
M5 while it shows up in M, """ and M 77T,
The reason why all of the four t-channel (a) time-ordered
helicity amplitudes (M, "%, M0 Mo,
M777) with the initial ++ helicity configuration of
ete” pair annihilation vanish for 0 <6., =7/6~
0.523599 is because the region 60 <6., =n/6~
0.523599 belongs to the “instantaneous fermion contribu-
tion” and #'y"u' = 0, i.e., the y operator of the instanta-
neous contribution in LFD cannot link between the initial
electron and positron pair with the same helicity.
Conversely, in the t-channel (b) time-ordered process,

the region of “instantaneous fermion contribution” is for

0>0.,=mn/6~0.523599, and all of the four t-channel

(b) time-ordered helicity amplitudes (M,J,r_;+’+’+, M;fr*’_,

My, M;f’_’_) with the initial ++ helicity configu-
ration of eTe™ pair annihilation vanish in the region 6 >
0., = n/6~0.523599 as shown in Fig. 12(b). In the region
0 <0,.,=mn/6=0.523599, however, these amplitudes are
nonvanishing and M ;" and M ;" exhibit even the

singular behavior near 6 ~ 0 due to the pJ ~ 0 zero mode
as depicted in Fig. 12(b).

In the left column of Fig. 16, we show the helicity ampli-
tudes M55 MyTER ML METS R MR We
note here the IFD/LFD profile correspondence. Namely, for
the outgoing photon helicities 43 and A4, the IFD profile of
the incident ++- helicity amplitude corresponds to the LFD
profile of the incident 4+— helicity amplitude modulo overall
signs of the helicity amplitudes, and vice versa. While the
reason for this correspondence is partly due to the swap of
the helicity between the IFD and LFD for the incident
positron moving in the —Z direction, we should also note the
interesting characteristic of the outgoing real photon hel-
icities A3 and A4. The relationship between the LF helicity
and the Jacob-Wick helicity defined in the IFD is generally
given by a Wigner rotation [28]. For the massless particle
such as the real photon, the relationship gets particularly
simplified as unity unless the massless particle is moving
in the —Z direction. Thus, for the region 0 < 6 < z without
involving exact boundary values of § =0 and 6 = 7,
the LF helicity and the Jacob-Wick helicity coincide so
that there is no difference between the LF helicity and

the Jacob-Wick helicity for the real photons. For this

reason, the helicity amplitude /\/l;’,+’/13’/1“ + ./\/l;’t+”13”1“ +

/\/l?;’;“/13 My M;’:’%’l“ in IFD/LFD corresponds to
M7 MM MM 4+ M5 in LFD/
IFD, respectively, for the region 0 < € < z. As an exam-
ple, in Fig. 16, the correspondence between the profile of
the total amplitude M ;™" + M, "7 + Mam " +
M;L,};’Jr’_ in LFD and the profile of the total amplitude
Mo T My T MaS T+ M in TFD s
manifest. Likewise, the IFD/LFD profile correspondence
of the probability for each and every {A3;,A;} pair of
photon helicities is self-evident as shown in Fig. 17.
For the exact boundary values & = 0 and € = z, one of
the outgoing real photons moves in the —Z direction and
thus, the only care that one has to take is to swap the values
of the LF helicity amplitudes according to the correspon-
dence between the LF helicity and the Jacob-Wick helicity
defined in the IFD as discussed above for the particle
moving in the —% direction. For 6 = 0, p3 = E((1,0,0, 1)
and p, = Ey(1,0,0,—1) in the CMF kinematics given by
Eq. (103). Thus, the Jacob-Wick helicity pair {43, 44} in
IFD corresponds to the LF helicity pair {43, —1, } in LFD at
exact 8 =0. Likewise, the Jacob-Wick helicity pair
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FIG. 17. Angular distribution of the t + u helicity probabilities.
The figures in the last row are the results of summing over all the
figures above each of them.

{43,44} in IFD corresponds to the LF helicity pair
{=43,44} in LFD at exact 6§ = . This treacherous point
of the LF helicity identification at the exact boundary
values of & =0 and 7z can be analyzed with the care of
procedure in taking massless limit (M — 0) for the gauge
boson polarization vector given by Eq. (114), and the
details of analysis will be presented elsewhere. In this work,

although we keep in mind of the treacherous LF helicity
identification at the exact boundary values, we present our
work focusing on the region 0 < 8 < z without involving
the exact boundary values of @ =0 and 60 = z.

The result of the total amplitude M ;" —i—/\/l;’t_’/13 My

ek +M,J;”u_"13 4 may be further analyzed by taking a
look at each channel and time-ordered process separately
shown in Figs. 12 and 15 for the region 0 < 6 < z. For
M7 with the initial et e~ helicity pair {+—} and the
final four helicity configurations of the photon pairs
{24, 4} = {+.+}. {+. -}, {—+}.{——} depicted in
the second column of Fig. 12, one may compare the result
with Fig. 35(a) in Appendix D which shows the helicity
amplitude of the pair production of scalar particles with
the same initial +— helicity configuration of e*e™ pair
annihilation. Not all of the four t-channel (a) time-ordered
helicity amplitudes with the initial +— helicity configura-
tion of e e~ pair annihilation vanish for 6 < 0., = 7/6 =
0.523599 in LFD although the region 6 < 6., = /6
0.523599 belongs to the light-front “instantaneous fermion
contribution”, because o'y Tu' # 0, i.e., the y* operator of
the instantaneous contribution in LFD can link between the
initial electron and positron pair with the opposite helicity.
For example, Mf{jf*‘_ is clearly nonzero as shown in the
second figure from the top of the second column of Fig. 12.
Depending on the final photon helicities, however, the

amplitude can still vanish as in the case of M_;"~" and
777, Moreover, it is interesting to note the dramatic

rise of the amplitude M, ;~"" as the scattering/annihila-

tion process becomes collinear (6 ~ 0) due to the light-front
zero mode pf ~0 yielding nonzero finite amplitude
although the amplitude M;}_’+’+ appears to vanish for
the region 0 <6 <6, , =7/6~0.523599 as depicted in the
top figure of the second column of Fig. 12. In particular, the
profile of M7 and M;;‘,_"L’_ in LFD appears as
shown in Fig. 18. In LFD, as discussed previously, the
regions 0 <0 < 6., =n/6~0.523599 and 6., = 7/6 ~
0.523599 < @ < & provide the “instantaneous fermion
contribution” and the “on-mass-shell propagating contri-
bution” for the light-front (a) time-ordered amplitude, while
the regions are swapped for the light-front (b) time-ordered
amplitude. As shown in Fig. 19, one may collect the
“instantaneous fermion contribution” and the “on-mass-
shell propagating contribution” by themselves separately to
show the combined (a)+ (b) time-ordered amplitude.
Whichever way we present the result, both Figs. 18
and 19 manifest the cancellation of the light-front singular
features and yield the finite total t-channel amplitude as
shown in Fig. 20. We note that the total t-channel amplitude
at 0 = 0., = 1/6 ~0.523599 is zero. As 6 — 0., q; =
Py —p7 — 0 and the interaction behaves as if a contact
interaction while the propagator shrinks to a point. For the
case of contact interaction, squaring the diagram can yield
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FIG. 18. (a) Profile of the t-channel (a) time-ordered annihi-
lation amplitude in LFD for “4+— — +-", (b) profile of the t-
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FIG. 19. Time-ordered annihilation amplitudes (a) on shell and
(b) instantaneous contributions at LF for “+— — 4+-"
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FIG. 20. Sum of time-ordered annihilation amplitudes in LFD
for “+— — +-".

either a fermion loop or a boson loop. Because of the (—1)
factor difference between the fermion loop and the boson
loop, the only consistent value of the amplitude square
must be zero for the contact interaction. This reasoning may

offer the understanding of zero amplitude at = 6., =
/6 ~0.523599 in Fig. 20.

Likewise, the u-channel helicity amplitudes Mg} Ay
and /\/l+ #+4 shown in Fig. 15 can be understood by

realizing the symmetry under the exchange of the outgoing
pair of the photons as well as the forward-backward
correspondence 0 <> 7 — 6. It may not be too difficult to

see the O <> 7 — 0 correspondence between M ;= and
METHF as well as M775F and My “% modulo
overall sign change of the amplitudes in the IFD side
(0 <0 <6.~0.713724). The similar correspondence
between Mgy =T and M7 as well as M7
and /\/l+ £ can be observed without much difficulty
comparing Figs. 12 and 15. It is evident that the same

symmetry is inherited in the sum of the amplitudes presented
in Fig. 16 as one can see the 0 <> 7 —6 symmetry

in the <« 7—6 correspondence between Mz}i‘%‘i“ +
M+i/1; K M /14+M+ﬂ:/1; Moand MEERA
/\/l+ Ak MRS ./\/l+ #4445 for any photon hel-
icity A3 and 44. Because of Eq. (1 15), the same correspon-
dence applies to M "™ 4 M;,i B M
MyER%and - M b My S Mt
M;Mi A4 as well.

The  corresponding  probabilities |./\/l:,r,}i’/13’/14 +
/\/l+ ddsds | \qrEdde M Edads2 gng |Mz}i.x4.zg n
/\/l+ s + MEE /\/l,jujE #4412 shown in Fig. 17

of course exhibits the same symmetry with the definite

positive sign everywhere. The bottom two figures in

Fig. 17 summing the final helicities, ), ,14|Mj,}i"13"14+

/\/l+ Ehb M Ehh g ./\/l+ sy |2, exhibit the swap of
the hehclty between the IFD and LFD for the particle
moving in the —Z direction, which we have discussed

previously. Namely, the IFD result of »_, ; | M Ay
M+i/13 M g +M+,j“3 ’14|2 is identical to the
LFD resultof ), 44|/\/1Jr T3 +M;}3F~ﬁs~ﬂ4 FMEFAA
/\/lgff . l“|2 and vice versa. By adding the two initial
helicity states as well, we may now compare our total result

with the well-known manifestly Lorentz invariant result
given by

|M<e+e_ N }’}’)|2 = Z |Mﬂ A2,43,04 _i_Mi A2,243, 04 +M21ltitlz,113,/14 _i_M/l{][;;{z,l;,h‘z

A1 AaAz g

+.,42,43.4 +,45,43,4 +ﬂﬂﬂ +.,42,43,4
:2Z|Mu.t234+M 2hde  Aqd 2:4_|_M 234|2

A2 43,24

t
—S[Zﬂ+ﬂ+2m2<

m um

) 1 1 1 1
m - _4 4 o o ,
g Ty um> " <t2m+u%1>}

(122)
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FIG. 21. ete™ — yy (a) Sum of helicity probabilities for P =
0 (CMF), (b) result from the manifestly Lorentz invariant formula
given by Eq. (122).

where s,, = s —4m?, t,, =t —m?, u,, = u—m? and the

electric charge factor is taken to be one. Taking the specific
values, m = m,, s = 16m2, t = (=7 + 4v/3 cos @)m2 and
u = —(7 + 43 cos@)m2, given just below Eq. (110) for
our numerical calculation in CMF, we find that the two
results, (a) the twice of summing the bottom two figures in
Fig. 17 and 17(b) the analytic result given by Eq. (122)
coincide each other as shown in Fig. 21. The result shown
in the left panel of Fig. 21 is of course completely
independent of the interpolation angle ¢ as it should be.
The analytic result in Eq. (122) is apparently symmetric
under 7 <> u exchange as it must be and gets reduced to the
well-known textbook result [29] in the massless limit
(m — 0) given by

IM(ete~ — )P = 8(3 +5>. (123)

1t u

It may be interesting to compare this result with the
massless limit of Eq. (110) for the pair production of
spinless particles (or “scalar photons™) given by

t
|M|§calar :2<%+__2>’ (124)
u

where the normalization is reduced by the factor 4 due to
the lack of final spin (or helicity) d.o.f. When ¢t = u, i.e.,
0 = n/2 in the massless limit of the initial fermions, we
may note that the probability of producing two “scalar
photons” is zero while the probability of producing two real
photons is nonzero. This may be understood from the fact
that the two final “scalar photons” do not carry enough
number of d.o.f. while the real photon carries the transverse
spin-1 polarization to offer the matching of the number of
d.o.f. between the initial and final states involving both spin
singlet and triplet configurations in the annihilation/pro-
duction process.

As we have now shown that the square of the sum of all
the individual channel and time-ordered helicity amplitudes
in CMF (P* = 0) is identical to the completely Lorentz-
invariant expression in terms of the Mandelstam variables

(s, t, u), we are assured that our CMF result in Eq. (122)
must be reproduced even if each individual channel
and time-ordered helicity amplitudes are computed in
other boosted frames, e.g., P = 15m, or P* = —15m,.
Nevertheless, each individual amplitudes are not boost
invariant except the LFD (6 = x/4) profiles. The IFD
(6 = 0) profiles in the P* = —15m, are vastly different
not only from the corresponding IFD (6 = 0) profiles in the
P*=15m, but also from the corresponding LFD
(6 = n/4) profiles. As we have already discussed in
Sec. I1I, it requires a great caution in the prevailing notion
of the equivalence between the IFD in IMF and the LFD.
The results in the boosted frames (P°= 15m, and
P* = —15m,) are summarized in the Appendix E. We
have also shown the P* dependence of the interpolating
helicity amplitudes for a particular scattering, e.g., 8 = 7/3
case in the Appendix F.

B. Compton scattering

Another important physical scattering processes in QED
which involves the fermion propagator in the lowest order
is the Compton scattering ey — ey. Similar to the ete™ —
yy process shown in Fig. 3, which we have extensively
discussed in the previous section, the lowest Feynman
diagrams for the Compton scattering process is shown in
Fig. 22. For the obvious reason from the Compton
kinematics and the corresponding Mandelstam variables
given by

s=(p1+p2)?=2p-pr+m? (125)
t=(p1—p3)*=-2p-ps+2m? (126)
u=(py—ps)* = =2py-ps+m?, (127)

we call the diagram shown in Fig. 22(a) as the s-channel
diagram and the crossed diagram in Fig. 22(b) as the
u-channel diagram.

The s-channel Feynman diagram is then equivalent to the
sum of the top two time-ordered diagrams (a) and (b) shown
in Fig. 23. Similarly, the two time-ordered diagrams for
the u channel (¢) and (d) are shown in the bottom of
Fig. 23. For clarity and simplicity, we call these two u-channel

(b)

FIG. 22. s-channel and u-channel Feynman diagrams for
Compton scattering.

036017-26



INTERPOLATING QUANTUM ELECTRODYNAMICS BETWEEN ...

PHYS. REV. D 98, 036017 (2018)

() ()

FIG. 23.
scattering.

Time-ordered diagrams for s and u channel Compton

time-ordered diagrams as the u-channel (a) and (b) time-
ordered diagrams for the rest of presentation.

Now, the s-channel and u-channel Compton amplitudes
are given by

Mdadsda _ - p s o5 A
M =i (ps )€yt (pa) 1P Zer™ el (p2)u (py),

Ao 3,4 — 0 A %0
M2 =05 (p3)ei (p2) 7 Zues! (pa) rPut (py),

(128)
where 2, and X, are

s tm

_futm
> —Auw T "

b 5 (129

s = and X,
s—m

u—m

with g, = p; + p, and s = ¢2, while g, = p; — p4 and
u = q>. Then, the time-ordered amplitudes of the s-channel
Compton scattering can be written in short-hand notations
without specifying the helicities as

Moy = i(p3)d(pa)° <iqg_%> ¢(p2)u(py).
(130)

and

Mps = #(p3)d(pa)’ (2 ; _;%’j ;Z’;)ﬁ/(pS)u(pl),
(131)

where Q, 1 and Q,, ;; are the interpolating on-mass-shell
energy of the intermediate propagating fermion given by

o _SQa.sﬁ + Qﬁ_

Qa,xjr ( 1 32)

(133)

with g, = q;, q, s = —q, and O denoting the on-mass-

shell value of qf as

0F = \/ak + C(a2, +m?). (134)
Similarly, the time-ordered amplitudes of the u-channel
Compton scattering can be written by replacing the s-channel
variables by the corresponding u-channel variables.

In contrast to the time-ordered processes in eTe™ — yy
(see Fig. 4), the s-channel time-ordered processes (a) and
(b) in Compton scattering, ey — ey, involve one-particle
and five-particle Fock states, respectively, while both of the
u-channel time-ordered processes (c) and (d) in Compton
scattering involve three-particle Fock states as one can see
in Fig. 23. In particular, the one-particle intermediate
state in the s-channel time-ordered process (a) in
Compton scattering provides immediately the positivity

pZ +m2 p2

of gf = (s + qfl)/(‘iT + I%f) > 0 no matter what the
kinematics are chosen. There is no need to figure out the
critical scattering angles we have obtained in the case of the
ete™ — yy process such as Egs. (104) and (105).
Regardless of kinematics, the Compton scattering, the
positivity of g > 0, allows the use of Egs. (99) and
(100) to identify immediately the “on-mass-shell propa-
gating contribution” and the “instantaneous contribution”
in LFD as corresponding to the s-channel time-ordered
processes (a) and (b) in Fig. 23, respectively. For the
u-channel Compton scattering, however, the identification
of the “on-mass-shell propagating contribution” and the
“instantaneous contribution” in LFD depends on the
kinematics similar to the e™e™ — yy case. Nevertheless,
we note that the CMF kinematics in the Compton scattering
allows the identification of the “on-mass-shell propagating
contribution” and the “instantaneous contribution” in LFD
as corresponding to the u-channel time-ordered processes
(c) and (d) in Fig. 23, respectively, regardless of the
scattering angle. For the immediate identification of the
“on-mass-shell propagating contribution” and the “instan-
taneous contribution” in LFD both for the s and u channels
with the correspondence to the time-ordered processes
shown in Fig. 23, we choose the CMF in this work for
the rest of the discussion on the Compton scattering. The
well-known Klein-Nishina formular [30] in the target rest
frame and the Thomson limit in the low energy Compton
scattering, etc. will be discussed separately elsewhere.

The kinematics pictured in Fig. 5 can be applied in the
Compton scattering and written as the following:

036017-27



JI, LI, MA, and SUZUKI

PHYS. REV. D 98, 036017 (2018)

(Ey,0,0,P,)
(P,.0.0.-P,)
(

(

Ey, P,sin6,0, P, cos @)

P1
P2
P3
ps = (P,,—P,sin6,0,—P,cos6),

(135)

where P, = \/E} — m2. In this work, we discuss the whole
landscape of Compton scattering with respect to the
interpolation angle ¢ and the C.M. momentum P* to show
the frame dependence of each and every time-ordered

+-=>+-, s(a), 9=13r

+4 =>+-, s(a), 0=L;

scattering amplitudes in both s and u channels. For the
numerical calculation of the interpolating helicity ampli-
tudes, we scale all the energy and momentum values by the
electron mass as done previously and take m = m,,
Ey=2m,, and 6 = n/3. Any further discussion such as
the angular distribution, the energy (E,) dependence, etc. in
CMF will be presented together with the discussion of the
target rest frame elsewhere as mentioned earlier.

The results of s-channel (a) and (b) as well as u-channel
(a) and (b) time-ordered helicity amplitudes are shown in
Figs. 24-27, respectively. The probabilities, or the square

—+ =>4, S(a),9=§ —_——> e, s(a),ﬂ:.’_s'

.
B e e
Feopmees
| SRR EReeeee

WEl e E e e u N
e
SO S
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!

FIG. 24. Compton scattering amplitudes—s channel, time-ordering (a).
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FIG. 25.

of the sum of each and every helicity amplitudes, are also
shown in Fig. 28. In all of these figures, the boundary of
bifurcated helicity branches between IFD and LFD due to
the initial electron moving in Z direction given by Eq. (107)
(i.e., pj2 =0) is denoted by the blue curve while the
characteristic “J curve” given by Eq. (106) (i.e., P~ = 0)
existing in the frames boosted in -Z direction is depicted as
the red curve. It is also apparent that the relationship
between different helicity amplitudes given by Eq. (115) is
satisfied by noting that 1, and 14 are now the helicities of

"
P BE T wE e
' """
 \9B N
el aa e e
e N e

Compton scattering amplitudes—s channel, time-ordering (b).

the incoming and outgoing photons while 4; and A5 are
the incoming and outgoing electrons’ helicities, respec-
tively, in Eq. (115). This relationship holds as one can see
that the upper left block of 2 by 2 figures are identical to the
lower right block of 2 by 2 figures while the upper right
block of 2 by 2 figures and the lower left bock of 2 by
2 figures are same but with the opposite sign to each other.
For the square of amplitudes shown in Fig. 28, the same
correspondence holds without any sign difference as it
should be.
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FIG. 26. Compton scattering amplitudes—u channel, time-ordering (a).

Computing the s-channel (a) time-ordered diagram
shown in Fig. 23(a), we obtain the results Fresented in
Fig. 24 for all 16 helicity amplitudes M for 4, = +
(i=1,2,3,4). All of the LFD profiles (6 = x/4) appear as
straight lines indicating the P* independence or the frame
independence of the light-front helicity amplitudes as they
should be, while the results for all other interpolation angles
0<6<n/4 depend on P?, ie., frame dependent. As
discussed earlier, the s-channel (a) time-ordered diagram
shown in Fig. 23(a) corresponds to the ‘“on-mass-shell

propagating contribution” in LFD. However, it is remark-
able that the “on-mass-shell propagating contribution” in
LFD turned out to be absent as the values of the LFD
profiles shown in Fig. 23(a) are identically zero regardless
of the initial and final helicities. We note that this triviality
of the LFD results here is due to the fact that the initial
photon is incident in the —Z direction in the kinematics
chosen for this calculation [see Eq. (135)] and thus gets
only the zero mode p; = 0 and p,, = 0. The zero-mode
contributions are apparently absent in the “on-mass-shell
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FIG. 27. Compton scattering amplitudes—u channel, time-ordering (b).

propagating contribution” in LFD. The question is then
where the nontrivial LFD result can be realized. It turns out
that the nontrivial LFD result is realized in the “instanta-
neous contribution” corresponding to the process depicted
in Fig. 23(b) for the kinematics given by Eq. (135), which
we use in the present calculation.

Figure 25 shows the results of all 16 helicity amplitudes
M'Zf;’lz”13’i4 for 4; = + (i = 1, 2, 3, 4) which were obtained
by computing the s-channel (b) time-ordered diagram
shown in Fig. 23(b). The “instantaneous contribution” in

LFD corresponds the process shown in Fig. 23(b) with the
understanding of the correspondence given by

_ +
fim (L —@ustm ) vt (136)
C-0 ZQBL —qs3 — Qb,s:k

where ¢ = (Ey + P,)/ /2 in the kinematics provided by
Eq. (135). As mentioned above, due to the absence of the
“on-mass-shell propagating contribution” in LFD for the
s-channel in the present kinematics, the entire s-channel
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FIG. 28. Compton scattering probabilities in center of mass frame. The last row is sum over all final states for each initial state.
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contribution in LFD should be obtained from the “instanta-
neous contribution”. Because of {y*,y"} =y*2 =0, the
only nonvanishing “instantaneous contribution” to the
s-channel helicity amplitudes in the light-front gauge
AT =0 are provided by only the transverse components
of the photon polarization vectors for the helicity nonflip
matrix elements between the initial and final electron
spinors generically given by

y+
2q5
~ T (p)Y Y uh (pr)

= 46,4\ PY P3 (87 + ie"),

where 6 and €/ are the two-dimensional (i,j = 1,2)
Kronecker delta and Levi-Civita symbol, respectively. As
one can see in Fig. 23(b), only the two helicity amplitudes
M;;L*’_ and M~ "~ which are equal to each other
appear to be nonzero for § ~ z/4. Besides the caveat in
assigning the light-front helicity for the real photon moving
in the —Z direction, which was discussed earlier, it is
remarkable that the “instantaneous contribution” of effec-
tively only one helicity amplitude in LFD provides the
entire s-channel Compton amplitude.

Likewise, the u-channel (a) and (b) time-ordered helicity
amplitudes, Mﬁ‘,;,lz’l3”{4 and Mi‘_jz'h'ﬁ“, for 4; =+ (i =1,
2, 3, 4) are shown in Figs. 26 and 27, respectively. As
mentioned earlier, the u-channel time-ordered processes (c)
and (d) in Fig. 23 correspond to the “on-mass-shell
propagating contribution” and the “instantaneous contri-
bution” in LFD for the CMF kinematics. From Eq. (135),

Py =P.(1—cos@) =+3m,/2#0 for P, = \/E} —m? =
V/3m, with Ey = 2m, and @ = /3 and the “on-mass-shell
propagating contribution” in LFD corresponding to the
u-channel (a) time-ordered process shown in Fig. 23(c) is
nontrivial in contrast to the trivial s-channel (a) time-
ordered result. However, the “instantaneous contribution”
in LFD corresponding to the u-channel (b) time-ordered
process shown in Fig. 23(d) gets again effectively only one
helicity amplitude in LFD due to {y",y"} = y"? = 0 and
the light-front gauge A™ = 0 as discussed in the s-channel
“instantaneous contribution”. As one can see in Fig. 27,

only nonzero helicity amplitudes for § ~ /4 are M;’,;’J“Jr

and M;.';L "=~ which are equal to each other.

Now, summing all the s-channel and u-channel time-
ordered amplitudes shown in Fig. 23 and squaring the total
amplitude, we obtain the Compton scattering probabilities
for each and every helicities shown in Fig. 28. As these
results are the helicity amplitude squares, one may regard
them as the polarization observables exhibiting the change
of the predicted magnitudes depending on the reference
frames in the range of total center of momentum —15m, <
P? < 15m, from the lowest order interpolating QED

i (p3)d(pa)* 5 ¢(ps)u (py)

(137)

Total probability, 8= 13'

FIG. 29. Total probability of Compton scattering in center of
mass frame.

computation for the Compton scattering process in the
range of interpolation angle between IFD (6 = 0) and
LFD (6 = n/4). These results again alert the caution in
the prevailing notion of the equivalence between the
IMF formulated in IFD and the LFD as the IFD results
in P* — —oo appear incapable of achieving the LFD results
although the IFD results in large P* > 0 seem to yield the
corresponding LFD results. As the clear differences
between the P* — —oco IFD and the LFD show up in level
of physical observables, one should be cautious in the
prevailing notion of the equivalence between the IFD at the
IMF and the LFD.

The sum of the probabilities over all final helicity states
for each initial helicities are shown in the last row of
Fig. 28, and the sum over initial helicity states (i.e., the sum
over all sixteen total helicity amplitude squares) turns out to
be completely independent of é and P* as it must be (see
Fig. 29). Indeed, this result is in complete agreement with
the well-known manifestly Lorentz invariant result given by

|IM(ey — ey)|> = Z |/\/lle,&ﬁz'13'i4 + ./\/li‘“;iz’h’l4

A Aoz Ay

Ay A3, Ao A3 Aq 12
+Mal,u2 3 4+Mb],u2 3 4|

t 1 1
_8[uﬂ+sﬂ+2m2<_m____)
Sm Un SmUm — Sm Uy

1 1
—dm* | =+ —= ]|,

where s, = s —m?, t,, = t —4m?, u,, = u —m?, and the
electric charge factor is taken to be one. For the kinematics
given by Eq. (135) with Ey = 2m,,0 = z/3 and m = m,
used in our numerical computation, the value from the
analytic result given by Eq. (138) yields | M (ey — ey)|* =
(4/169)(991 — 186+/3) ~ 15.8305 which is in precise
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agreement with the total probability obtained in Fig. 29. In
the high energy limit, Eq. (138) in the massless limit
(m — 0) reduces to the well-known textbook [29] Compton
result given by

N

[Mey = er)P = —8<§+—). (139)

u

The crossing symmetry between the ey — ey process and
the eTe™ — yy process is reflected by the s <>  symmetry
between Egs. (138) and (122) as well as Egs. (139) and
(123) with the overall sign consistent to each other for the
positivity of the amplitude square.

V. SUMMARY AND CONCLUSION

In this work, we have completed the interpolation of
quantum electrodynamics between the instant form and the
front form proposed by Dirac [1] in 1949. We started from
the QED Lagrangian and presented the interpolating
Hamiltonian formulation introducing a parameter 6 which
corresponds between the instant form dynamics (IFD) at
0 = 0 and the front-form dynamics, which we call the light-
front dynamics (LFD) at 6 = z/4. Not only have we
summarized the interpolating time-ordered diagram rules
for the computation of QED processes in terms of the
interpolation angle parameter 0 < § < 7/4 as presented in
Sec. II, but also we have applied these rules to the typical
QED processes such as eTe™ — yy and ey — ey which
involve the fermion propagator beyond what we have
already presented in our previous works [10,11].
Entwining the fermion propagator interpolation with our
previous works of the interpolating helicity spinors and the
electromagnetic gauge field interpolation, we have now
fastened the bolts and nuts necessary in launching the
interpolating QED.

Our interpolating formulation reveals that there exists the
constraint fermion d.o.f. in LFD (6 = z/4) distinguished
from the ordinary equal-time fermion d.o.f. The constraint
component of the fermion d.o.f. in LFD results in the
instantaneous contribution to the fermion propagator dis-
tinguished from the ordinary equal-time forward and
backward propagation of relativistic fermion d.o.f. It is
interesting to note that the manifestly covariant fermion
propagator decouples to the “on-mass-shell propagating
contribution” and the “instantaneous fermion contribution”
only in LFD but not in any other interpolating dynamics
(0 £ 6 < n/4). The helicity of the on-mass-shell fermion
spinors in LFD is also distinguished from the ordinary
Jacob-Wick helicity in the IFD with respect to whether the
helicity depends on the reference frame or not [11].

To exemplify these distinguished features of the fermion
d.o.f. in LFD, we have computed the annihilation process
of the fermion and antifermion pair interpolating the

fermion d.o.f. between the IFD and the LFD. We presented
the leading order QED processes, (eTe™ — yy and
ey — ey), providing the whole landscape of helicity ampli-
tudes from the IFD to the LFD. In the cross section level,
we showed the precise agreement of our result with the
textbook formula. The helicity conservation in the chiral
limit was discussed, and the angular momentum conserva-
tion was checked in each case.

Our analysis clarifies any conceivable confusion in the
prevailing notion of the equivalence between the IMF
approach in the IFD and the LFD. By investigating the
dependence of the helicity amplitudes on the reference
frame, i.e., P*-dependence, we find that in IFD, P* — 400
and P* — —oo yield very different results from each other
and that one has to be very cautious about the direction of
boost in approaching to the IMF when one tries to obtain
the equivalent LFD result. In this respect, it would be
important to check the direction dependence, e.g., gauge
link, in the LaMET [26] approach as numerical difference
between P* and —P° results may reveal whether the
LaMET achieved enough boost or not. We have shown
that although in some cases one can indeed reproduce the
LFD result by boosting the system to the correct direction,
in some other cases a finite, large momentum boost yields
only qualitatively similar result. On the other hand, all the
helicity amplitudes in LFD are independent of the reference
frame, and certain simplifications to the theory (e.g.,
suppression of vacuum fluctuations, vanishing of a number
of diagrams, etc.) can be realized even in the rest frame of
the system. Since the helicity definition in LFD is frame
independent, no boundaries exist for the light-front helicity
amplitude. One should also note that for the massless
particle moving in the —Z-direction, the helicity defined in
the LFD is opposite to the Jacob-Wick helicity defined in
the IFD. Further treacherous correspondence between IFD
and LFD will be studied in our future work, extending the
interpolation to the loop-level computation and ultimately,
to the QCD.
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APPENDIX A: FERMION PROPAGATOR IN THE
POSITION SPACE

The Feynman propagator in the position space is given by

e—iqﬂx“

[ d'q
AF(X)Z’/ Qa0 (P —m® +ie)

(A1)
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In the interpolation form, it can be written as
. [d*q.dq-dq;
Ap(x) = l/(2ﬂ)4 +
e—ilg1x' +q-2"+q.xb)

Cq% +2Sq1q-—Cq% —qi —m* +ie)’

x (A2)
(
Solving for the quadratic expression in the denominator

of the Feynman propagator in order to separate the two
distinct poles, we have the two poles of g1

¢ = A; i€, (A3)
q(j]:) = -B; + i€, (A4)
where the real part of the two poles are defined as
Sq- /@& +C(q2 +m?)
P =— R A5
Sq-  \/q2 +C(q% +m?)
B;: = s A6
and the imaginary part of the poles is given by
€
e = . (A7)
2v/q% + C(q2 + m?)
Define the square root part as
0" = /¢ +C(al +m). (A8)

From the expressions in Egs. (A5) and (A6), we see that
for any sign of ¢g-, A; is always positive and corresponds
to the positive energy solution, while —B; is always
negative and corresponds to the negative energy solution.
Therefore, we see the pole structure in the g; complex
plane is that A; — i€/, located in the fourth quadrant, and
-B; + i€/, located in the second quadrant.

In order to perform the integration in the “energy”
variable ¢g; in Eq. (A2), we use the Cauchy residue
theorem. We may consider three possibilities: xT >0,
Xt < 0, and xt = 0. We now analyze these three situations
case by case.

For x* >0, this implies that in order to have a
converging exponential factor in the integrand, we must
have 3mg; < 0. This means that the semicircle Cy that
closes the contour must be located in the lower half of the
complex g; plane in a clockwise direction. A closed
contour in this sense encloses the pole g; = Ay — ie'.
We thus have for this case,

?(dq; et
(2m)C(gqy — Ay +i€) (g1 + By —ie)
+R dg - ~igixt
= lim { / cE: - ; —
Rooo | Jor (27)C(q1 — Az +i€')(qq + By —id)
e—iq;xjr

dq;
/CR<2n>c<q+—Awe')(qﬁs;—ie’)}' (49)

The left-hand side of Eq. (A9) is (by Cauchy’s theorem)
equal to —iRes(A; — i¢’), where the minus sign is due to
the clockwise direction of the closed contour. Since the arc
contribution in the limit R — oo goes to zero, in this limit,
we have

/+oo dq;L e_iqﬁr"jr
—w (27m)C(gz — Az +i€')(qs + By —id)
e ) A10
__IC(AJ;—FB;F)’ (xT > 0). (A10)

For x' <0, this implies that in order to have a
converging exponential factor in the integrand, we must
have Imgqg; > 0. This means that the semicircle Cy that
closes the contour must now be located in the upper half of
the complex ¢; plane in a counterclockwise direction. A
closed contour in this sense encloses now the pole
q: = —B; + i¢’. We thus have for this case,

% dg; el
(27)Clqs —A; +ie') (g: + By —ie))

e—iq;r)cjr

~ lim {/*R dq;
k-w | Jg (27)Cgs— Az +i€) (g1 + By —ie)

/ o gl } (A1)
c,(2n)C(qy — Ay +i€)(qgs + By —id) |

The left-hand side of Eq. (A11) is (by Cauchy’s theorem)
equal to +iRes(—B; + i¢’), where the plus sign now is due
to the counterclockwise direction of the closed contour.
Since the arc contribution in the limit R — oo goes to zero,
in this limit, we now have

/+00 dqu e_iqﬁrxjr

. @0 Clas —A; 1 ie)a; 1 B =)
e g (A12)
C(-B; - Ay)

In this last expression, we have already dropped the &’ in the
result after the g integration and put a reminder that this
result is now valid for the specific case of xT <0.

For x* = 0, the main converging factor in the integrand
becomes one, that is, ¢ = 1. We have therefore
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fdlh 1
(2”) C(‘I—? _-'4_7_ + iel)(q_;_ + B-@ - is’)

l.m{/+R dqy 1
=1i
s Cr)Cla —As +ie) (s +Br =)

dq; 1
/CR (27)C(q: —A; +ie) (g3 + By - ig')}' (A13)

Although for this case the exponential factor in the
integrand is absent, the denominator of the integrand has
enough powers in g; to make the arc contribution go to
zero when R — oo. Therefore, closing the contour from
below, that is, with Cy in the clockwise direction. This
encloses the pole g; = Ay —i¢/, and we get

/ oo dq 1
o (2m) C(q3 — A +i€)(qs + By — i€
—i i -

T C(A; +B;) 207

(A14)

Closing the contour in the counterclockwise direction,
we enclose the other pole, g; = B 1+ ie’, and we obtain

o (27)20% (g5 — Ap +ie')(qz + Bs — i€)
+i i

T C(-Bi-Ay)

207 (xt =0).

Thus, both circulations yield the same answer, as it should
and serve as a check for our results.

Finally, the overall result for the Feynman propagator is
given by

_ [dqp [tedg- 1
AF(X) _/(271_)2 [oo (2ﬂ') 2Q4_

x {@(xi)e—i(/uxﬂq;{+ql-xL)

(A15)

4 @(_xjr)ei(Bgrx;qu;x;JquxL)}’ (A16)

Doing the pole integration, we get in the light front,

where we have made the variable shifts

q; — 9., (A17)

4~ — —(g-, (AIS)

in the second term, which are possible because the
integration ranges for these variables are from —oo
o +o00.

When C = 0, however, the denominator of the Feynman
propagator is a linear expression in g3 = g, = g~ instead
of a quadratic one; thus, it has only one pole

2 2
q)+m . E

== Al19

2q* l2qJr (A19)

on

Thus when ¢+ > 0, the pole is located in the fourth
quadrant of the ¢~ complex plane, and to make sure the
arc contribution is zero, when x* > 0, one has to close the
contour from below, while when x* < 0, one needs to
close the contour from above, and it gives no contribution
since there is no pole in the upper half plane. Similarly,
when g < 0, the pole is located in the second quadrant of
the ¢~ complex plane, and to make sure the arc contri-
bution is zero, when x™ > 0, one has to close the contour
from below, which again gives no contribution because
there is no pole in the lower half plane, while when
xt < 0, one needs to close the contour from above,
catching the pole there. Thus, the light-front-time (x)
ordering imposes a clear cut on the signs of g* and
consequently, on g~ due to the sign correlation between
them, so that when x™ >0, ¢© and ¢~ must both be
positive; on the other hand, when x* < 0, g™ and ¢~ must
both be negative. As a result, the integration ranges of the
momentum variables in the two time orderings are not
both (—c0, +00), but are (0, +o0) for the forward time and
(—0,0) for the backward time.

0 d(]+

2 o +
Ap(x) :/dql @(x+)/+ Le—i(q;nx*w*qurxi)+@(_x+)/ 1 e—ilgaxt g g xt)
(27)? o (27)|2¢7| w0 (27)|297|

dqu Foo qur (o= xt 4ot x— 1
= @ + / —e_l(QOnx +qTxT+q X )+® R /
/ <2n>2{ R T =9

+o0 dq+

W eil@omxt+g x+q xt) } . (A20)

Using the interpolating step function given in Eq. (10) in Sec. I A 1, we can combine the results and write as follows:

_ [ Pa [tedge 1 4 Py ami A P\ iB
Ag(x) /(Zﬂ)l2 /_oo ) 2er®(q;){®(x e A 4 @(—x)eBi},

(A21)

036017-36



INTERPOLATING QUANTUM ELECTRODYNAMICS BETWEEN ...

PHYS. REV. D 98, 036017 (2018)

where we have introduced the shorthand notation

C _
A= (A1.91.92.92) = (@on 91-92-97)

Bﬁ = (BJ}’ q1-492» qi)

The explicit form of the Feynman propagator is given by [31]

1
¥4

Ag(x) = 5(x%) +

m
8zVx2
_ _i{a(xz) +@K1(m\/fm>}

Az T V=X +ie ’

where J(z), Ni(z), and K;(z) are, respectively, the
Bessel, Neumann, and Hankel functions of order 1, and

V=x2 +ie = iVx?, for x> > 0. Note here that the argu-
ment of the Hankel function is imaginary.

To derive the fermion propagator, we need to apply the
Dirac operator on it,

Sp(x) = (iro5 + iy 0= + iyt - 0L + m)Ap(x),  (A25)
where Agp(x) is given by Eq. (A21). We obtain
d’q, /+°° dg.
S = —0(g-
F(0) (/k2nf o (27)(207) (4:)
x{O(xH) (A +m)e " 4+ O(—xt)(—B+m)e
+irto(xt) (e — b)) (A26)

Then, going back to the momentum space, we note
that when ©(g-) = 1, i.e., the integration of g~ goes from

—c0 to +co, the two S(xT) terms cancel each other
exactly when a spatial integration is performed, while for

6(g=) = ©(g"), they do not cancel, and an “instantaneous
contribution” is leftover. We finally get

Se(q) = iSe(q) = / xSp(x)eis

1 —
A<@+m+ Q””>,m¢w
_ ) 207 \q:=0Qur =43 = Qs
1 ffon+m 7t ’
b A C=0
297 g —qom 2q* ( )
(A27)

where @, =A and Q, =B are defined in Eqgs. (A22)
and (A23), respectively, while Q,+ = A; and Q,: = B
are defined in Egs. (A5) and (A6), respectively. Thus, we
get the time-ordered propagators given in the main text.

O() {1 (mVx?) -

ey (A22)
o 1.0 4"). (A23)

N (V) == O (=) K (/=)
(A24)

APPENDIX B: DERIVATION OF
INTERPOLATING QED HAMILTONIAN

In this Appendix, we show how the Hamiltonian in
Sec. I B 4 is derived and how the consistency with the LFD
formulation presented by Kogut and Soper [21] can be seen.

We start from the interpolating QED Hamiltonian
density, as given in Eq. (79),

H=p(—iy/o; — iy 0= + m)y + eApyly

1 .. Ny 1 s
+ ZF’”’F;“; —F0;A; —F""0;A-.
Consider the first two terms of Eq. (B1), i.e., fermion and
fermion—gauge boson interaction terms. According to the
definition of free and constrained photon fields, Egs. (83)
and (84), the first two terms can be written as

(B1)

He =w(—id=y~ =iy +m)y + eAypy'y + epJt. (B2)

Separating w =  + ¢ Y for any general interpolation
angle, we write

He = (f + 8¢oY) (—id=y™ —idy/ + m)( + e Y)

The T field exists only in the exact light front, where we
can make use of the identity given in Ref. [21],
wl(i0; — eA;)y) —mly = =2y (io_y")w.  (B4)
Recalling in the light front we can separate the fermion
field into the free one and constrainedone y = v, +y_ =
vy +w_ with y"w_=yyw, =0 and y_=y_+7T
with 7_ and T given by Egs. (54) and (55), respectively,
one realizes that identity (B4) consists of four different
identities
(B5)

w(i0jy) —m)jr = =2 (i0_y ™)y,
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—eA;(fry/ Y + Ty/p) = 2T (io_y")Y,  (B6)
@ (ioy) —m)Y + Y(io;y) — m)y
= —(io_y™)Y = Y(io_y)w, (B7)
and
—eA iyl = = (io_y)Y = Y(io_y ). (BY)

The term Y[(id; — eA;)y’ — m]Y on the left-hand side
vanishes due to y™2 = 0.

Noticing the fact that the transverse and mass compo-
nents of the Y — Y terms vanish, we can expand Eq. (B3) as

Hy =(—i0=y~ —id;y! +m)j
¢ |F(=i0_y )T+ T(=i0_y" )i
+ @ (=idjy) +m)Y + Y (=id;y! +m)j

+Y(=io_y™)Y

+ AP + €A Tr |

+ eAgryh + e T (B9)
The first term 1is the free Hamiltonian H;, =

W(—id=y~ — i0;y/ + m)y, which can be reduced in the
LFD to H; o = @(id_y~ ) due to identity (B5). The second
and third lines of Eq. (B9) cancel each other due to the
identity (B7). The fifth line of Eq. (B9) is equal to —2 times
the fourth line due to identity (B6). Thus, Eq. (B9) reduces to
He =@ (—id=y™ — ioy! + m)y + eAﬁzf/yf‘y”/

+5co T (i0_y™)Y + epJ . (B10)

The rest of the Hamiltonian is the gauge boson part

1. . -
Hy =~ FFPF;, — FYo1A; — FT70A-,

i (B11)

and similarly, we want to separate it into the free part and
the constraint part.
— qyfree constraint
He = Hy™ + Hy . (B12)

where

nge — ZFI“/F[“A/ — F+]ajrAj - F+_aJrAL7 (B13)

and F#? is defined in terms of the free photon fields as
given in Eq. (83). R . R
Using A, = A, + g, "¢ and A# = AP + ¢ "¢, we find
H;onstraim — Hg _ nge
1 2 . .
=5 (—=S0"p0-¢p+Co po-¢p+Cd' $po;¢p) (B14)

with all other terms vanished upon applying the interpo-
lation gauge condition 0;A; = —%()LA;.
Using integration by parts,

. 1 3 .
Héonstramt — §¢(§a+al —Co07 0~ + C@],@j,)gb

1 1 .
= Eqs(c:azL +02)p = —5ed)t (B15)
according to the definition of the constraint photon field ¢
in Eq. (84).
Thus,

1 R
H, = che ~3 epJ ™, (B16)
with nge given by Eq. (B13).
Adding the two pieces together, we can identify the free
and interaction Hamiltonian

H="H+Hy="Hy+V, (B17)
where
Ho = §(—id=y™ —idjy) + m)fp
. FroF,, — FYo,A;, - F**0:A-,  (BIS)

and
~ - . - 1 R
V = eAyry* i + 6cp Y (i0_y™)T + Ee(ﬁJ*. (B19)

Thus, we get the interpolating QED Hamiltonian density
as shown in the main text Egs. (81) and (82).

APPENDIX C: SUM OF THE INTERPOLATING
TIME-ORDERED FERMION PROPAGATORS

In this Appendix, we show how the addition of the two
time-ordered propagators gives correctly the covariant one.
We start with the expressions given in Egs. (95) and (96):

2, +%

207 \g1 - 0.1 g1+ 0p:

where we have used (97) and (98).

1 (Qﬁm __Qh+m> T 207

< CQ,+Cm —CQ, +Cm ) )

Cq; +Sq- — 0" - Cq; +Sq- + ot
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Using the relationship between superscripts and subscripts, it can furthermore be written as

2u+2b: =

200\ ¢t =0t ¢t+0" ) 207

1 <CQa+Cm_—CQb+Cm> C (ﬁQﬂ+yiq:+yi-qi+m_—ﬁQb;+yiq:+yi-qL+m>

qi—_Q-?— q-T—_i_Q—T—

(C2)

where it is worth paying attention to the fact that the sign is different between ¢ and ¢, and we have replaced all ¢;,’s with

q’s in the right-hand-side.
The above equation can be further simplified,

Za—l—Zb: =

C r (0@ +0N)+ 0 (g =0+ g-+r -qu +m)((¢" + QF) — (¢ — 07))

20" (g5 - (0")?

C 1 (4" (Qui +Qp3) + Q7 (Quz = Q2)) +207(r g +7" - qL +m)

20°F

(g7)* = (¢% + Cq% + Cm?)
C r7(Cqs +Sq:-)3%) +r 07 (L) + 207 (g + 7+ - qu +m)

20°F

q*(Cqs +Sq=) - q-(Sq* — Cq") — Cq} — Cm?
Crrgr +C(y g=+7--q.+m)  g+m

 Cq'qi +Cq-q" +Cqt-q, —Cm? ¢*—m

. (C3)

Thus, the total result is proved to be consistent with the Feynman propagator.

APPENDIX D: NONCOLLINEAR SCATTERING/
ANNIHILATION, 0 <0 <&, in ete~ — TWO
SCALAR PARTICLES

In this Appendix, the noncollinear helicity amplitudes
are computed by varying the center of mass angle @ for the
production of two scalar particles in eTe™ annihilation
process. As discussed in Sec. III, for the noncollinear
kinematics, the same amplitude can correspond to either the
“on-mass-shell propagating contribution” or the “instanta-
neous fermion contribution” in LFD depending on the
region of the scattering angle. For example, the amplitude
Mi{;ﬂz corresponds to the “instantaneous fermion contri-
bution” in LFD for the region § < 6., while it corresponds
to the “on-mass-shell propagating contribution” for the
region 0 > 0., where 0, is given by Eq. (104). For E; =
2m, and P, =/3m,, 0,, = x/6 and 0,, = 57/6 from
Egs. (104) and (105), respectively. To demonstrate the
existence of this critical angle only at LFD, we may take a
look closely at each light-front helicity amplitude and
contrast its behavior with the ones off the value of
6 = /4. As an example, in Fig. 30, we show the result
of the angular distribution for the ++ helicity amplitudes:
@ Mj", () M+ M, and (¢) Mas" + M, at
the exact light front, i.e., § = #/4. For M_};" shown in
Fig. 30(a), the left side of 6., =%~0.523599 (ie.,
0 < 0,,) is the “instantaneous fermion contribution”, and

thus, the amplitude is zero as expected from the light-front

£, due to o'yt ul = 0[25]. On
the other hand, the right side of the critical angle (i.e.,
0 > 0,.,) is the “on-mass-shell propagating contribution”
for M ;". These two distinguished contributions for § <

0., and 0 > 6., yield a dramatic “cliff” feature for M ;"

instantaneous propagator,

++ , ta, P?=0, 6=m/4

++,t, P?=0, 6=r/4

2.0

15

1.0

0.5

T 0510 15 20 25 309

05 10 15 20 25 3.0
(a) (b)

++, U, P?=0, 6=rt/4

05 10 15 20 25 30 °

FIG. 30. ++ annihilation helicity amplitudes for (a) M:{f,
(b) My;" + M, and (¢) Moy + M.
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++,ta, P?=0,0=71/6-0.01 ++,ta,P?=0,0=71/6+0.01

M M
1.0 2.0
0.8
15
0.6
0.4 1.0
0.2 05
05 0d o608 5
-0.2 ’ ’ ’ w ’ 0.2 0.4 0.6 0.8
-0.4

(a) (b)

++,ta,P?=0,0=6,, =11/6

1.0
0.8
0.6
0.4
0.2

0.2
-0.4

0.2 0.4 0.6 w 0.86

©

FIG. 31. Interpolation angle dependence of 4+ annihilation
helicity amplitudes M ;" for (@) 0<6., (b)) 0>0,.,
and (c) 9 =46,.,.

as shown in Fig. 30(a). Because of the sign change of the
intermediate fermion momentum qb —q, = —q for the
other time-ordered amplitude M b. t , the angle regions for
the “instantaneous fermion contribution” and the “on-mass-
shell propagating contribution” swap in /\/12"‘[+ with respect
to ./\/lat , Le., the right side (6 > 6.,) becomes the
“Instantaneous fermion contribution” and the left side
(0 < 6.,) becomes the “on-mass-shell propagating contri-
bution” for Mb »", while it was the other way around
for M ;" as discussed above. The addition of the two
time- ordered amplitudes, M;" + M}, b. ", is shown in
Fig. 30(b). Since the “instantaneous fermion contribution”
for the ++ helicity amplitudes in LFD is always zero due to
ptyTu' = 0, the “on-mass-shell propagating contribution”
for M;f is rather easily figured out by subtracting the
curve dépicted in Fig. 30(a) from the curve depicted in
Fig. 30(b). Essentially the same procedure of obtaining
the t-channel amplitude can be applied to the u-channel
amplitude by exchanging the two final state scalar particles,
i.e., p3 <> p4. Thus, g becomes p; — p4 in the u channel
while it was pl p3 in the t channel, and the result of
M+ M;:[ is obtained as shown in Fig. 30(c).

To exhibit that the “instantaneous fermion contribution”
is the unique feature only in LFD (6 = 7z/4), we take a look
at the interpolation angle & dependence of the amplitude
M* by slightly varying the scattering angle € around the
critical angle 6. ,. In Fig. 31, we show the 6 dependence of
MG at (@) 0=6,,-0.01~0.513599 (b) =0, ,+0.01~
0.533599, and (c) 6 = 0., ~ 0.523599. These three values
of the angle 8 chosen for Fig. 31 correspond to slightly left
of the “cliff”, at the “cliff”, and slightly right of the “cliff” in
Fig. 30(a), respectively. Since the values of the amplitude

M7 dramatically change around the critical angle 0,
from 0.0 on the left (8 < 6, ;) to around 2.0 on the right
immediately passing the critical angle 8., as depicted in
Fig. 30(a), we should be able to see the corresponding
dramatic change also in Fig. 31. We see indeed this
dramatic change in Fig. 31% on top of the abrupt change
of the helicity amplitude due to the bifurcation of two
helicity branches discussed above in the collinear (6 = )
helicity amplitudes as well as in our previous work [11]
extensively, one in the side of IFD and the other in the side
of LFD, divided by the critical interpolating angle 6. ~
0.713724 discussed below Eq. (108) and depicted in
Fig. 10. In Fig. 31(a), the value of the amplitude M, ;"
at the right end (6 =7) is 0.00 while the value for &, <
0 <% (notincluding 6 = 7) is around 1.0 and falls off to get
linked to the smoothly behaving curve for the region 6 < J,.
that belongs to the helicity branch on the IFD side. In
Fig. 31(b), however, the value of the amplitude /\/l,J{,’,+ at the
right end (6 = %) is around 2.00 while the value for 5. <
6 < 7% (again not including 6 = %) is still around 1.0 and
again falls off to get linked to the smoothly behaving curve
for the region 6 < §,. that belongs to the helicity branch on
the IFD side. Thus, the helicity amplitude M_};" does not
change much except its value at 6 = /4 or at LFD. In the
region 6. < & < 7 that belongs to the helicity branch on the
LFD side, one can see the dramatic change of the helicity
amplitude at the right end point 6 = z/4, i.e., only at
LFD but not anywhere else. This clearly demonstrates
that the “instantaneous fermion contribution” exists only in
the LFD.

Similarly, in Fig. 32, we show the § dependence of
the other time-ordered ++ helicity amplitude M, ;"
(a) 0=6.,-0.01~0.513599, (b) 6=0,,+0.01~0.533599,
and (c) 0 = 0., ~ 0.523599. As discussed earlier, the angle
regions for the “instantaneous fermion contribution” and

the “on-mass-shell propagating contribution” swap in
/\/l++ with respect to M ;" due to the sign change of
the intermediate fermion momentum q, = —q, = —q for

/\/lh .7, i.e., the right side (@ > 0.,) and the left side
(@ < 0. ,) become the “instantaneous fermion contribution”
and the “on-mass-shell propagating contribution” for
MZ}J’. Since the “instantaneous fermion contribution”
for the ++ helicity amplitudes in LFD is always zero
(again due to #Ty*u’ = 0), we now should be able to see
Mt =0 for 6>86,, while M;" #0 for 6 <6,, in
LFD. We indeed see this expected LFD result in Fig. 32 as
the value of /\/lz;fr at 6 = /4 turns out to be exactly 0.0 for
0 = 0.,+ 0.01 in Fig. 32(b) while it is around 2.0 for 0 =
0.,—0.01 in Fig. 32(a). This dramatic change at LFD
again clearly demonstrates that the “instantaneous fermion

Note that the scale of Fig. 31(b) is doubled from Figs. 31(a)
and 31(c) to fit them all in one collective figure of Fig. 31.
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FIG. 32. Interpolation angle dependence of ++ annihilation
helicity amplitudes M, for (@) 6 <6, (b) 0>06.,
and (c) 0=0,,.

contribution” exists only in the LFD. For 6. < 6 <% (not
including 6 = %), however, the value of le”f is around 1.0
and rises up to get linked to the smoothly behaving curve
for the region 6 < §, that belongs to the helicity branch on
the IFD side. As shown in Fig. 32, the helicity amplitude
M;’f does not change much except its value at § = /4 or
at LFD.

Even more distinct feature of LFD can be noticed in
Fig. 33, where we present the +— helicity amplitudes in
LFD (8 = z/4) (a) M7, (b) M7, (©) My + M,
and (d) Moy + M;’u_. In contrast to M ;" discussed
above, the “instantaneous fermion contribution” to M:{f
does not vanish due to z‘ﬂy*uT # 0 [25], and thus, the

+-, tb, P?=0, 6=m/4

+-, ta, P?=0, 6=rt/4 M
o 18
05 10 15 20 25 3.0
-2 10
-4
-6 5
-8
-10 05 10 15 20 25 30 °
(2) (b)
4= t, P?=0, 6=11/4 +-, u, P*=0, 6=rt/4
y M
25 25
20 2.0
5 15
10 1.0 ,
| P F—05 1.0 15 20 25 3.0
05 1.0 15 2.0 25 3.0
(©) (d)
FIG. 33. +— annihilation helicity amplitudes for (a) M7,

(b) My (¢) M7 + M7, and (d) ML + M.

amplitude shown in Fig. 33(a) gets the singularity from the
light-front instantaneous propagator, %, as ¢g" = 0 occurs
at @ = 0, ,. The singularity from the same origin but with
the opposite sign due to ¢, = —¢q, = —q for M;;‘ shown
in Fig. 33(b) cancels the singularity shown in Fig. 33(a),
and the net result of M/ +M;f’,_ is finite and well
behaved as shown in Fig. 33(c). It is interesting to note that
the singularities in different light-front time-ordered proc-
esses corroborate each other to cancel themselves and make
the Lorentz invariant amplitude finite and well behaved.
The crossed channel total amplitude My + M, is of
course also finite and well behaved with the apparent
symmetry 8 — 7 — 6 between the t channel and the u
channel as shown in Figs. 33(c) and 33(d).

The helicity —+ and —— amplitudes, ./\/la_,’fr s M;,’f ,
M, MyE MeT, M7, Mg, M, have all been
computed as well, and Eq. (109) based on the parity
conservation has been verified explicitly among all the
helicity amplitudes for the present eTe™ scattering/annihi-
lation process. Thus, the helicity —+ and —— amplitudes
can be rather easily figured out once the helicity ++ and
+— amplitudes are given. In Figs. 34, 35, and 36, we
provide the whole landscape of the interpolation angle ()
dependence for the angular distributions of the helicity ++
and +— amplitudes at CMF (i.e., P* = 0). In each and
every figure, the critical interpolation angle 6, which
separates the IFD side and the LFD side of helicity
branches is denoted by a thin boundary sheet at 6 = §,. ~
0.713724 in CMF (P* =0). In Fig. 34, we show the
angular distribution of the helicity +-+ amplitudes

++, t(a), P*=0

++, t(b), P*=0

FIG. 34. Angular distribution of the helicity amplitude ++ for
(a) t-channel time-ordering process a, M ;" (b) t-channel time-
ordering process b, M, ;" (c) u-channel time-ordering process a,
M (d) u-channel time-ordering process b, M;".
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+, t(a), P?=0

+-, t(b), P’=0

FIG. 35. Angular distribution of the helicity amplitude +— for
(a) t-channel time-ordering process a, M,‘;f (b) t-channel time-
ordering process b, M;}_ (c) u-channel time-ordering process a,
M7 (d) u-channel time-ordering process b, M;[.

+=, t+u, P*=0

FIG. 36. Angular distribution of the helicity amplitudes and
probabilities: (a) Mj;" + M " + M + Mk, (b)) Mi7
M7+ MET + M, © IMET+ M+ ME+ME,
@) M7+ M+ M+ M

(@ My, (b) My:", () Mai, (d) M. Similarly, in
Fig. 35, we show the angular distribution of the helicity +—
amplitudes (a) Mg, (b) M7, (¢) Mai, (d) My At
6 = /4 (LFD), the profiles of the “instantaneous fermion
contribution” and the “on-mass-shell propagating contri-
bution” depicted in Figs. 30(a) and 33(a) are visible in

Figs. 34(a) and 35(a), respectively. Adding both t-channel
and u-channel time-ordered amplitudes all together, we get
the results shown in Fig. 36. In Figs. 36(a) and 36(b), the
sum of ++ helicity amplitude M ;" + M;’f + M+
M5 and the sum of +— helicity amplitude M ;" +
/\/l;;’t_ + Mgim + Mg are, respectively, shown. The
corresponding amplitude squares (or probabilities) are also
shown in Figs. 36(c) and 36(d), respectively. Here, we note
a remarkable correspondence between the IFD and LFD
profiles of the ++ amplitude in Fig. 36(a) and the LFD and
IFD profiles of the +— amplitude in Fig. 36(b) modulo the
overall signs, respectively. This remarkable correspondence
between the IFD and LFD profiles is further self-evident in
Figs. 36(c) and 36(d) as the overall sign does not matter in
the amplitude square or the probability. As discussed
earlier, the LF helicity of the particle moving in the —Z
direction is opposite to the Jacob-Wick helicity defined in
the IFD. Since the incident e~e™ annihilation takes place
along the z axis and the positron (e™) is moving in the —2
direction, the swap of the helicity between the IFD and
LED for the positron can be understood as we see the IFD/
LFD profile correspondence in Fig. 36.

To examine the frame dependence of the whole land-
scape, we have computed all the helicity amplitudes
discussed above with the nonzero center of momentum
(P* #0) as well. In particular, we took a large enough
center of momentum to pass the helicity boundaries given
by Eqgs. (107) and (108) that we have discussed extensively
in Sec. Il A. In Figs. 37-39, we show the results for P* =
+15m, while we do it for P* = —15m, in Figs. 40—42. In

++, t(a), P’=15 ++, t(b), P?=15

FIG. 37. Angular distribution of the helicity amplitude ++ for
(a) t-channel time-ordering process a, M ;" (b) t-channel time-
ordering process b, M;’f (c) u-channel time-ordering process a,
M (d) u-channel time-ordering process b, M" in a positive
momentum frame.
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+-, t(a), P?=15 +-, t(b), P*=15

FIG. 38.

Angular distribution of the helicity amplitude +— for
(a) t-channel time-ordering process a, M ;~ (b) t-channel time-
ordering process b, M;;‘ (c) u-channel time-ordering process a,
M (d) u-channel time-ordering process b, MZ;: in a positive
momentum frame.

++, tru, P*=15

+=-, t+u, P=15

++, t(a), P*=-15

++, t(b), P*=-15

FIG. 40. Angular distribution of the helicity amplitude ++ for
(a) t-channel time-ordering process a, Maf‘f (b) t-channel time-
ordering process b, ./\/lbffr (c) u-channel time-ordering process a,

M5 (d) u-channel time-ordering process b, M" in a negative
momentum frame.
=, ta), P=-15 +, t(b), P=-15

FIG. 39. Angular distribution of the helicity amplitudes and
probabilities: (a) M + M}, + Mi + Maib, (0) M7+
M+ M+ MG © [Mar™ + M+ M+ MG,
d) M+ M,J;’,_ + Mg + M |? in a positive momentum
frame.

these figures, the whole landscapes of the interpolation
angle (6) dependence for the angular distributions of the
helicity ++ and +— amplitudes are presented for the
boosted frames with P* = +15m, and P* = —15m,,. As we

+-, u(a), P=-15

FIG. 41.

Angular distribution of the helicity amplitude +— for
(a) t-channel time-ordering process a, M;’,_ (b) t-channel time-
ordering process b, Mb+,’l_ (c) u-channel time-ordering process a,
M (d) u-channel time-ordering process b, Mb+”u_ in a negative
momentum frame.

have shown in the collinear case presented in Sec. III A, no
helicity boundaries exist between IFD and LFD in the
frame with P* = +15m, while there are two distinct
helicity boundaries, one from electron and the other from
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++, tvu, P?=-15 +—, t+u, P?=-15

Sum of ++ and +- Prob, P?=15

Sum of ++ and +- Prob, P?=-15

FIG. 42. Angular distribution of the helicity amplitudes and
probabilities: (a) MJ;" + MT + Mok + M () M7+
My + Ma + M, © Mo+ M+ M+ M|
(d) Mg + My + Mii + Mg [* in a negative momentum
frame.

positron [see Eqs. (107) and (108), respectively], between
IFD and LFD for P* = —15m,,.

For P* = +15m,, the angular distribution of the helicity
++4 amplitudes are shown in Figs. 37(a) M/, 37(b)
M;’f, 37(c) MEF, 37(d) MZ‘;, while the angular
distribution of the helicity +— amplitudes are shown in
Figs. 38(a) M, 38(b) M, 38(c) M, 38(d) M, .
The profiles of the “instantaneous fermion contribution”
and the “on-mass-shell propagating contribution” at § =
z/4 (LFD) discussed at CMF (P? = 0) survive invariantly
although significant changes for the region 0 < § < z/4 are
apparent in the landscape without any helicity boundaries
as expected in this boosted frame with P? = +15m,.
The net results adding both t-channel and u-channel
time-ordered amplitudes all together are shown in
Fig. 39. In Figs. 39(a) and 39(b), the sum of ++ helicity
amplitude  M7" + M+ M + Mi;" and  the
sum of +— helicity amplitude M + M7~ + M +
M are, respectively, shown. The corresponding ampli-
tude squares (or probabilities) are also shown in Figs. 39(c)
and 39(d), respectively.

For P* = —15m,, the angular distribution of the helicity
++ amplitudes are shown in Figs. 40(a) M;f’, 40(b)
M;T, 40(e) Mait, 40(d) M;.F, while the angular
distribution of the helicity +— amplitudes are shown in
Figs. 41(a) M, 41(b) M}, 41(c) May, 41(d) M.

FIG. 43. Sum of ++ and +— helicity probabilities for
(a) P* = +15m,, (b) P* = —15m,, and (c) P* =0 (CMF).

The LFD profiles of the “instantaneous fermion contribu-
tion” and the “on-mass-shell propagating contribution” are
again invariant regardless of P* values (P* = +15m,,0,
—15m,) exhibiting the boost invariance of the helicity
amplitudes in LFD. For the region 0 < § < /4, however,
there appear two critical interpolating angles at 6 =0, - &
0.55062 and 6 = 6, ,+ =~ 0.784165, which can be estimated
from Egs. (107) and (108), respectively. Except the LFD
profiles, the whole landscapes of angular distributions are
dynamically varied both for 0 <6 < 6. .- ~0.55062 and
Oc.e- 0.55062 <6 <6, .+ ~0.784165 depending on the
reference frames (P* = +15m,, 0, —15m,). The net results
adding both t-channel and u-channel time-ordered ampli-
tudes all together are shown in Fig. 42. In Figs. 42(a) and
42(b), the sum of ++ helicity amplitude M ;" + M;;f—l—
MiE 4+ Mgt and the sum of +— helicity amplitude
M+ M;f + M+ Mg are, respectively, shown.
The corresponding amplitude squares (or probabilities) are
also shown in Figs. 42(c) and 42(d), respectively.
Finally, Fig. 43 shows the sum of the ++ and +-—
helicity amplitude squares, which is the half of the total
probability sum including —4 and —— helicity amplitude
squares in all three reference frames (P* = +15m,,0,
—15m,) discussed above. Although the individual helicity
amplitude squares in LFD (6 = 7/4) are independent of the
reference frames, the individual helicity amplitude squares
for 0 < 6 < n/4 varied depending on the reference frames
as we have seen in Figs. 36(c), 39(c), and 42(c) for
|MI}++MZ}++MI’M++MI’J|2 as well as in Figs. 36(d),
39(d), and 42(d) for Mg + M7 + Mo + M |-
For the P?= +415m, frame, there were no helicity
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boundaries and the individual helicity amplitude squares
were the same regardless of the & values as shown in
Figs. 39(c) and 39(d). However, for the other reference
frames with P* = —15m, and P* = 0 (CMF), where there
were two (6 = 6. .- ~0.55062 and 6 = 6, .+ ~ 0.784165)
boundaries and one (J. ~0.713724) boundary, respec-
tively, each individual helicity amplitude squares varied
significantly across the corresponding helicity boundaries.
However, the sum of helicity amplitude squares is com-
pletely independent of not only the interpolating angle 6 but
also the reference frames as it should be. The boost-
invariant physical quantity must be of course completely
independent of the interpolation angle, regardless of IFD,
LFD, or any other dynamics in between.

While all of these figures (Figs. 37-39 for P* = +15m,
and Figs. 40-42 for P* = —15m,) were depicted in terms
of the CMF angle 6, they all can be also shown in terms of
the apparent angle 6,,, in the boosted frame using the

relationship between 6,,, and 0, i.e.,

B tan 6 (D1)
(V1 +an’o+ 1)

B sin @
WP (B + cos )

tan @

where the y factor in the boosted frame is given by

i P
P VT = I G win -
2E,

terms of the total momentum P in the boosted frame

++, t(a), P?=15 ++, t(b), P7=15

e

X

0

OO
OO0
i

==
S>>

f
0
\/

FIG. 44. Apparent angular distribution of the helicity amplitude
++ for (a) t-channel a time ordering, ./\/laf’ﬁ, (b) t-channel b
time ordering, M, ", (c) u-channel a time ordering, Mg/,
(d) u-channel b time ordering, M,," in a positive
momentum frame.

+-, t(b), P?=15

+-, t(a), P?=15

FIG. 45. Apparent angular distribution of the helicity
amplitude +— for (a) t-channel a time ordering, MI}‘,
(b) t-channel b time ordering, /\/l,f"t_, (c) u-channel a time
ordering, M7, (d) u-channel b time ordering, /\/l;u_ in a
positive momentum frame.

++, t+u, P?=15 +-, t+u, P?=15

>
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FIG. 46. Apparent angular distribution of the helicity ampli-
tudes and probabilities: (a) Mt + M;rf + M+ M
(b) ME7 + My + Mi + Miir, (© IMit+ M+
M+ MEFP @ M7+ M7+ Mii + Mi]? ina
positive momentum frame. '
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++, t(a), P?=-15

++, t(b), P?=-15

++, t+u, P*=-15 4+-, t+u, P?=-15

FIG. 47. Apparent angular distribution of the helicity amplitude
++ for (a) t-channel a time ordering, M/;", (b) t-channel
b time ordering, /\/l;:’;“, (c) u-channel a time ordering, M;",
(d) u-channel b time ordering, M;; in a negative momentum

frame.

+-, t(a), P?=-15 +-, t(b), P?=-15

FIG. 48.

Apparent angular distribution of the helicity amplitude
+— for (a) t-channel a time ordering, MZ‘,—, (b) t-channel b time
ordering, M;;‘,_, (¢) u-channel a time ordering, MZ{’J, (d) u-
channel b time ordering, /\/l;;’u_ in a negative momentum frame.

FIG. 49. Apparent angular distribution of the helicity ampli-
tudes and probabilities: (a) M;" + M;fr + M+ M,
(b) M7+ M7+ MET+Mii, © M+ M+ M+
Mai P () Mg+ My + Mai + Mai |* in a negative
momentum frame.

Sum of ++ and +- Prob, P?=15 Sum of ++ and +- Prob, P?=-15

FIG. 50. Sum of +4 and +-— helicity probabilities for
(a) P* = +15m, and (b) P* = —15m, in terms of apparent angle.

and the total energy 2E, in the CMF. Reversing Eq. (D1),
we get

J1+ (%)2 tan 0,,, + |2P—EZO| tan 0,51/ 1 + tan?6,,,

tan@ = z
1 = (35)*tan’6)

app
(D2)

Using Eq. (D2), we convert Figs. 37-42 plotted in the CMF
scattering angle 0 to Figs. 4449 plotted in terms of the
apparent angle viewed from the lab frame. Likewise,
Figs. 50(a) and 50(b) correspond to Figs. 43(a) and 43(b),
respectively.
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APPENDIX E: BOOSTED e*e~ — yy
INTERPOLATING HELICITY AMPLITUDES

In this Appendix, similar to what was done in
Appendix D, we examine the frame dependence of the
whole landscape of all the angular distributions of the
helicity amplitudes discussed in Sec. IVA by computing
them with nonzero center of momentum (P* = +15m, and
p* = —15m,). In Figs. 51-55, we show the results for P* =
+15m, while we do for P* = —15m,, in Figs. 56-60. As we

++ => ++, t(a) (P?=15) +=- => ++, t(a) (P*=15)

have seen in Appendix D, no helicity boundaries exist
between IFD and LFD in the frame with P* = +15m,
while there are two distinct helicity boundaries, one from
electron and the other from positron [see Eqgs. (107) and
(108), respectively] between IFD and LFD for
P?* = —15m,. The sum of the 16 helicity probabilities
for P* = +15m, and P* = —15m, are shown in Fig. 61,
and comparing with Fig. 21(a) shown in Sec. IV A, we can
see that the total probability is independent of reference
frame, as well as the interpolation angle, as it should be.

++ => ++, t(b) (P*=15)

4= => ++, t(b) (P*=15)

++ => 4=, t(b) (P?=15) += => 4=, t(b) (P?=15)

++=> -+, t(a) (P*=15) +- —> -+, t(a) (P?=15)

++=>—-, t(a) (P*=15) +==> ==, t(a) (P*=15)

FIG. 51.

++ => -+, t(b) (P*=15) 4= => =+, t(b) (P*=15)

++=> —, t(b) (P*=15) +-=> -, t(b) (P*=15)

(b)

Angular distribution of the helicity amplitudes for (a) t-channel a time ordering and (b) t-channel b time ordering.
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+4+ => ++, u(a) (P*=15) +- => +4+, u(a) (P*=15)

++ => ++, u(b) (P*=15) +==> ++, u(b) (P?=15)

++=>-—, u(a) (P*=15) ++ => ——, u(b) (P?=15) +==>——, u(b) (P*=15)

@ (b)

FIG. 52. Angular distribution of the helicity amplitudes for (a) u-channel a time ordering and (b) u-channel b time ordering.
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++ => ++, t (P?=15) +==> ++, t (P?=15)

T~ +4+ => ++, U (P?=15) 4= => ++, U (P?=15)

+==>+-, u(P?=15)

++ =>4+, t (P*=15) 4= => -+, t (P?=15)

- - -— Z_
+4 > ==, 1 (P?=15) =iy H(PR=15) 5 TR 4= > =, u (P?=15)

“0<
<SK
S SRSTSISRERD

(a) (b)

FIG. 53. Angular distribution of the helicity amplitudes for (a) t channel and (b) u channel.
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+= => ++ , Amp. (P?=15) ++ => ++, Prob. (P?=15) 4= => ++ , Prob. (P?=15)

++ => ++ , Amp. (P?=15)

+=- => +=-, Prob. (P?=15)

++ => -+ , Prob. (P?=15) +=- => -+, Prob. (P*=15)
++ => —+ , Amp. (P?=15) += => =+, Amp. (P?=15)

++=> = , Prob. (P?=15) 4= -> -, Prob. (P*<15)
4= => ——, Amp. (P?=15)

FIG. 54. Angular distribution of the helicity amplitudes for

) ++ => All, Prob. (P?=15) +==> All, Prob. (P*=15)
t + u amplitudes.

FIG. 55. Angular distribution of the helicity amplitudes for the
probabilities, the figures in the last row is result of summing over
all figures above it.
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++=> ++, t(a) (P?=-15) 4= => ++, t(a) (P*=-15)

++ => ++, t(b) (P*=-15) += => ++, t(b) (P*=-15)

++=> +-, t(a) (P?=-15) +==>+-, t(a) (P*=-15)

++ -> -+, t(b) (P*=-15) +- => -+, t(b) (P*=-15)

++-> -, t(a) (P*=-15) +-=> -, Y(a) (P*=-15) +==> -, (b) (P*=-15)

(@ (b)

FIG. 56. Angular distribution of the helicity amplitudes for (a) t-channel a time ordering and (b) t-channel b time ordering.
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+4+ => ++, u(a) (P*=-15) +==> ++, u(a) (P*=-15) ++=> ++, u(b) (P?=-15) 4= => ++, u(b) (P*=-15)

++ => -+, u(a) (P*=-15) 4= => -+, u(a) (P*=-15)

++ => ——, u(b) (P*=-15)

(b)

FIG. 57. Angular distribution of the helicity amplitudes for (a) u-channel a time ordering and (b) u-channel b time ordering.
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++ => ++, t(P?=-15) 4= => ++, t (P?=-15)

++ =>4+, U (P?=-15) += =>4+, U (P*=-15)

++ =>4, t(P?=-15) #= =>4+, t(P*=-15) ++=> 4=, U (P?=-15) +==>+=, U (P*=-15)

++-> -+, t (P?=-15) +==> -+, t(P?=-15) ++=> -+, U (P*=-15) 4= => -+, U (P?=-15)

+4=> =, t(P*=-15) 4= => ——, t(P?=-15) ++=>-—, u (P*=-15) 4= => ——, u (P?=-15)

(@ (b)

FIG. 58. Angular distribution of the helicity amplitudes for (a) t channel and (b) u channel.
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++ => ++ , Amp. (P?=-15) 4= => ++ , Amp. (P?=-15)

++ => +- , Amp. (P?=-15) += => 4= , Amp. (P?=-15)

++=>—+, Amp. (P?=-15) +- => -+, Amp. (P?=-15)

++ =>——, Amp. (P?=-15) += => == , Amp. (P?=-15)

FIG. 59. Angular distribution of the helicity amplitudes for
t + u amplitudes.

+= => ++ , Prob. (P?=-15)

++ => ++ , Prob. (P*=-15)

4= => +=-, Prob. (P*=-15)

++ => +—, Prob. (P*=-15)

T~

++ => -+, Prob. (P*=-15)

++ —> —— , Prob. (P?=-15) += => -—, Prob. (P*=-15)

++ => All, Prob. (P*=-15) +- => All , Prob. (P*=-15)

FIG. 60. Angular distribution of the helicity amplitudes for the
probabilities, the figures in the last row is result of summing over
all figures above it.
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Total Probability (P?=15)

Total Probability (P*=-15)

FIG. 61.

APPENDIX F: BOOST DEPENDENCE IN e*e™ —yy
INTERPOLATING HELICITY AMPLITUDES

In this Appendix, we plot the helicity amplitudes of
eTe™ — yy, as given by Eq. (111) and (112), in terms of
both the interpolation angle 6 and the total momentum P<. As
was done in Sec. IVA, we take m = m,, Ey = 2m,, and
instead of looking at the angular distribution, we fix the angle
6 to be /3. The helicity amplitudes for the t channel,
corresponding to Feynman diagram Fig. 3, with two time-
orderings shown in Fig. 4, are presented in Figs. 62 and 63,
while the u-channel helicity amplitudes are shown in Figs. 64
and 65. The probabilities, after summing both time orderings
of both channels, are shown in Fig. 66, where the last row is
the summation over all four final helicity states for each initial
state. The total probability, obtained after summing all initial
and final helicities, is shown in Fig. 67 and is independent of
boost momentum and interpolation angle.

eTe™ — yy sum of helicity probabilities for (a) P* = +15m, and (b) P* = —15m,.

In these figures, the boundaries of bifurcated helicity
branches between IFD and LFD due to the initial electron
and positron moving in +Z and —Z directions given by
Egs. (107) and (108) are denoted by the blue curves, while
the characteristic “J curve” given by Eq. (106) is depicted
as the red curve. It is also apparent that the relationship
between different helicity amplitudes given by Eq. (115) is
satisfied, where A5 and A, are the helicities of the outgoing
photons while 4; and A, are the incoming electron and
positron helicities, respectively. This relationship holds as
one can see in Figs. 62—65. Up to an overall sign difference,
the upper left 2 by 2 block is the same with the lower right 2
by 2 block, while the upper right block is the same with the
lower left block. In the right most column, however, all
figures have their signs flipped from their counterparts. For
the square of amplitudes shown in Fig. 66, the same
correspondence holds without any sign difference as it
should be.
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+==>+-, t(a), 9=L3' >, t(a),8=l3' -+ >4, t(a), 9=13' - =>+-, t(a), B=L3t

TR
ARRRIES

X 2 Tewe
RRRES =

++ =>++, t(a), 9=L3T

s
++ ->-—, t(a), 6= 3

'\\‘ Y
Naesaee
= e
TSR
IS
l\\\“‘»

FIG. 62. Annihilation amplitudes—t channel, time-ordering a.
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+-=>+-, t(b), 6= 2 4> 4=, U(b), 0= 2 —+ =>4+, t(b), 6= % -— =>4, Ub), 6= 2

++ => ++, t(b), 6=L3'

N

FIG. 63. Annihilation amplitudes—t channel, time-ordering b.
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T
-==>4+-, u(a), 6= =

+==>+-, u(a), 8=l3'

+==> ++, u(a), 6=L;

i

ity
get
‘«‘!‘.‘:“ r

8!

i

0

FIG. 64. Annihilation amplitudes—u channel, time-ordering a.
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#==>+=, u(b), 6= 2 ++->+-, u(b), 6= Z —+->+-, u(b), 6= —==>+-, u(b), 6= %

FIG. 65. Annihilation amplitudes—u channel, time-ordering b.
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4= => += prob , 6= ia' ++ => +=- prob , 8= i; —— => +-prob , 6= L::

—+ => 4= prob , 6= i;

FIG. 66. Annihilation probabilities.
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Total probability, 6= Lsr

FIG. 67. Total probability for eTe~ — yy annihilation process.

[1] P. A.M. Dirac, Rev. Mod. Phys. 21, 392 (1949).
[2] S. Fubini, A.J. Hanson, and R. Jackiw, Phys. Rev. D 7, 1732
(1973).
[3] L. Ya. Glozman, W. Plessas, K. Varga, and R. F. Wagenbrunn,
Phys. Rev. D 58, 094030 (1998).
[4] R.F. Wagenbrunn, S. Boffi, W. Klink, W. Plessas, and M.
Radici, Phys. Lett. B 511, 33 (2001).
[5] R. E. T. Melde, K. Berger, L. Canton, W. Plessas, and R. F.
Wagenbrunn, Phys. Rev. D 76, 074020 (2007).
[6] E. V. Prokhvatilov and V. A. Franke, Sov. J. Nucl. Phys. 49,
688 (1989).
[7]1 F. Lenz, M. Thies, S. Levit, and K. Yazaki, Ann. Phys.
(N.Y.) 208, 1 (1991).
[8] H. W. L. Naus, H. J. Pirner, T. J. Fields, and J. P. Vary, Phys.
Rev. D 56, 8062 (1997).
[9] C.-R. Ji and A.T. Suzuki, Phys. Rev. D 87, 065015
(2013).
[10] C.-R. Ji, Z. Li, and A.T. Suzuki, Phys. Rev. D 91, 065020
(2015).
[11] Z. Li, M. An, and C.-R. Ji, Phys. Rev. D 92, 105014 (2015).
[12] K. Hornbostel, Phys. Rev. D 45, 3781 (1992).
[13] C.-R. Ji and C. Mitchell, Phys. Rev. D 64, 085013 (2001).
[14] R. Perry, A. Harindranath, and K. Wilson, Phys. Rev. Lett.
65, 2959 (1990); R. Perry and A. Harindranath, Phys. Rev.
D 43, 4051 (1991); D. Mustaki, S. Pinsky, J. Shigemitsu,
and K. Wilson, ibid. 43, 3411 (1991).
[15] G. Leibbrandt, Phys. Rev. D 29, 1699 (1984).

[16] P. Srivastava and S. Brodsky, Phys. Rev. D 64, 045006
(2001).

[17] A.T. Suzuki and J. H.O. Sales, Nucl. Phys. A725, 139
(2003); Mod. Phys. Lett. A 19, 1925 (2004); Mod. Phys.
Lett. A 19,2831 (2004); A. Misra and S. Warawdekar, Phys.
Rev. D 71, 125011 (2005).

[18] L. Mantovani, B. Pasquini, X. Xiong, and A. Bacchetta,
Phys. Rev. D 94, 116005 (2016).

[19] S. Weinberg, Phys. Rev. 150, 1313 (1966).

[20] S.-J.Chang and T.-M.Yan, Phys. Rev. D 7, 1147 (1973).

[21] J. Kogut and D. Soper, Phys. Rev. D 1, 2901 (1970).

[22] X. Zhao, A. Ilderton, P. Maris, and J. P. Vary, Phys. Rev. D
88, 065014 (2013).

[23] Z. Li, Ph.D. dissertation, NCSU, 2015.

[24] C.-R. Ji and B. Bakker, Int. J. Mod. Phys. E 22, 1330002
(2013).

[25] G.P.Lepageand S. J. Brodsky, Phys. Rev. D 22,2157 (1980).

[26] X. Ji, Phys. Rev. Lett. 110, 262002 (2013).

[27] G. C. Rossi and M. Testa, Phys. Rev. D 96, 014507 (2017).

[28] C. Carlson and C.-R. Ji, Phys. Rev. D 67, 116002 (2003).

[29] F. Halzen and A.D. Martin, Quarks and Leptons: An
Introductory Course in Modern Particle Physics (John
Wiley & Sons Inc., New York, 1984).

[30] O. Klein and Y. Nishina, Z. Phys 52, 853 (1929).

[31] N.N. Bogoliubov and D. V. Shirkov, Introduction to the
Theory of Quantized Fields, 3 ed. (John Wiley & Sons Inc.
New York, 1980).

036017-61


https://doi.org/10.1103/RevModPhys.21.392
https://doi.org/10.1103/PhysRevD.7.1732
https://doi.org/10.1103/PhysRevD.7.1732
https://doi.org/10.1103/PhysRevD.58.094030
https://doi.org/10.1016/S0370-2693(01)00622-0
https://doi.org/10.1103/PhysRevD.76.074020
https://doi.org/10.1016/0003-4916(91)90342-6
https://doi.org/10.1016/0003-4916(91)90342-6
https://doi.org/10.1103/PhysRevD.56.8062
https://doi.org/10.1103/PhysRevD.56.8062
https://doi.org/10.1103/PhysRevD.87.065015
https://doi.org/10.1103/PhysRevD.87.065015
https://doi.org/10.1103/PhysRevD.91.065020
https://doi.org/10.1103/PhysRevD.91.065020
https://doi.org/10.1103/PhysRevD.92.105014
https://doi.org/10.1103/PhysRevD.45.3781
https://doi.org/10.1103/PhysRevD.64.085013
https://doi.org/10.1103/PhysRevLett.65.2959
https://doi.org/10.1103/PhysRevLett.65.2959
https://doi.org/10.1103/PhysRevD.43.4051
https://doi.org/10.1103/PhysRevD.43.4051
https://doi.org/10.1103/PhysRevD.43.3411
https://doi.org/10.1103/PhysRevD.29.1699
https://doi.org/10.1103/PhysRevD.64.045006
https://doi.org/10.1103/PhysRevD.64.045006
https://doi.org/10.1016/S0375-9474(03)01575-6
https://doi.org/10.1016/S0375-9474(03)01575-6
https://doi.org/10.1142/S0217732304015002
https://doi.org/10.1142/S021773230401566X
https://doi.org/10.1142/S021773230401566X
https://doi.org/10.1103/PhysRevD.71.125011
https://doi.org/10.1103/PhysRevD.71.125011
https://doi.org/10.1103/PhysRevD.94.116005
https://doi.org/10.1103/PhysRev.150.1313
https://doi.org/10.1103/PhysRevD.7.1147
https://doi.org/10.1103/PhysRevD.1.2901
https://doi.org/10.1103/PhysRevD.88.065014
https://doi.org/10.1103/PhysRevD.88.065014
https://doi.org/10.1142/S0218301313300026
https://doi.org/10.1142/S0218301313300026
https://doi.org/10.1103/PhysRevD.22.2157
https://doi.org/10.1103/PhysRevLett.110.262002
https://doi.org/10.1103/PhysRevD.96.014507
https://doi.org/10.1103/PhysRevD.67.116002
https://doi.org/10.1007/BF01366453

