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Stochastic hydrodynamics and long time tails of an expanding conformal charged fluid
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We investigate the impact of hydrodynamic fluctuations on correlation functions in a scale invariant fluid
with a conserved U(1) charge. The kinetic equations for the two-point functions of pressure, momentum, and
heat energy densities are derived within the framework of stochastic hydrodynamics. The leading nonanalytic
contributions to the energy-momentum tensor as well as the U(1) current are determined from the solutions
to these kinetic equations. In the case of a static homogeneous background we show that the long time tails
obtained from hydrokinetic equations reproduce the one-loop results derived from statistical field theory. We use
these results to establish bounds on transport coefficients. We generalize the stochastic equation to a background
flow undergoing Bjorken expansion. We compute the leading fractional power O((τT )−3/2) correction to the
U(1) current and compare with the first-order gradient term.
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I. INTRODUCTION

The hydrodynamic description of relativistic heavy ion
collisions at the Relativistic Heavy Ion Collider (RHIC) and
the Large Hadron Collider (LHC) has been extremely suc-
cessful [1–3]. State-of-the-art models contain not only higher
order gradient terms in relativistic fluid dynamics, but also
final state kinetic theory afterburners, and initial state models
that account for event-by-event fluctuations. There is strong
evidence for the role of initial state fluctuations from the
observation of odd azimuthal moments of hydrodynamic flow
[4].

The role of thermodynamic fluctuations during the evolu-
tion of the system is much less explored. These fluctuations
arise from the fact that fluid dynamics is a coarse-grained
description, so that at any coarse graining scale unresolved
microscopic degrees of freedom lead to fluctuations of the
macroscopic variables. These effects are interesting, because
hydrodynamics is a nonlinear theory, so that couplings be-
tween hydrodynamic modes lead to novel phenomena beyond
just Gaussian fluctuations in the hydrodynamic variables. For
example, it is known that fluctuations lead to hydrodynamic
“tails” [5,6], which are nonanalytic contributions to the time
(or frequency) dependence of correlation functions [7–9]. In
the gradient expansion these terms are formally more impor-
tant than corrections beyond the Navier-Stokes approxima-
tion. The relative importance of fluctuations depends on the
value of the transport coefficients. Fluctuations are enhanced
in low viscosity fluids, such as the quark gluon plasma, and
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they are suppressed in the large N limit, where in the case of
gauge theories N is the number of colors [8,10].

More importantly, hydrodynamic fluctuations dominate
the dynamics near a critical point, and any fully dynamical
description of fluctuations of conserved charges in a heavy
ion collision must include fluctuations in the hydrodynamic
evolution equations. This implies that the study of hydrody-
namic fluctuations is crucial for interpreting the results from
the RHIC beam energy scan program.

There are a variety of techniques for taking int account
hydrodynamic fluctuations. In homogeneous systems fluctua-
tions have been studied using diagrammatic or effective action
methods [7,11]. Combined with the epsilon expansion, these
methods have led to the determination of dynamical critical
exponents [12]. In a complicated environment like a heavy
ion collision these methods are less convenient. An alternative
is to numerically study stochastic hydrodynamic equations.
There is some progress in this effort [13], but the calculations
are difficult, and the results are not always simple to interpret.
Several authors have derived deterministic equations for the
time evolution of hydrodynamic n-point functions [14–16].
These methods rely on linearizing the fluid dynamic equa-
tions, and on truncations in the number of moments, but
the resulting equations are easier to evolve in time, and the
comparison to analytical results for homogeneous systems is
more straightforward.

In this work we adopt the latter approach, extending a
formalism developed by Akamatsu et al. [14] to two-point
functions involving a conserved number density. This is an
important problem, because the conserved baryon density (or
the entropy per baryon number) is believed to be a order pa-
rameter for a possible critical point in the QCD phase diagram
[17]. In the present work, we will restrict ourselves to the
two-point function of a scale invariant fluid, leaving the role
of a critical equation of state to a future study. Estimates of the
role of critical fluctuations have recently appeared in [18]. As
indicated above, we will linearize the equations of motion, and
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expand in powers of fluctuating fields and external sources.
We provide bounds on the diffusion constant, and derive the
tails of diffusive correlators in a Bjorken backgound.

We use the following conventions: We use a bar to de-
note background values of the hydrodynamic variables. Four
dimensional indices are denoted by greek letters μ, ν, . . . =
0, 1, 2, 3; three-dimensional indices are labeled by latin let-
ters i, j, . . . = 1, 2, 3. Three-dimensional spatial vectors are
denoted by bold letters (x, k). The signature of the metric
is taken to be “mostly-plus.” A four-dimensional vector is
denoted by xμ = (x0, x). The fluid velocity is a timelike
vector with uμuμ = −1. We denote the spatial measure of the
integral

∫
d3x

√−g ≡ ∫x while the three-dimensional measure
in momentum space is

∫
d3k/[(2π )3√−g] ≡ ∫k.

II. RELATIVISTIC HYDRODYNAMIC FLUCTUATIONS
OF A CONFORMAL CHARGED FLUID

In this section we describe the theoretical framework for
studying the evolution of hydrodynamic fluctuations on top
of an evolving background for a charged fluid. We consider
a relativistic fluid with an unbroken global U(1) symmetry
(such as baryon number) where parity is conserved. Our goal
is to determine the response functions via the variational
approach, and thus we introduce external fictitious sources
which excite a particular set of hydrodynamic modes. For
a more detailed explanation of this method we refer to the
reader to Ref. [7].

The local conservation laws for this system are [19,20]

DμT μν = F νλJλ, (1a)

DμJμ = 0, (1b)

where T μν is the energy-momentum tensor of the fluid, Jμ is
the U(1) current and Fμν = ∂ [μAν] is the field strength tensor
of a gauge field Aμ coupled to the conserved current. The
energy momentum tensor couples to the metric gμν , and the
covariant derivative associated with gμν is denoted by Dμ.

In the Landau frame where uμT μν = εuν (uμ being the
timelike vector denoting the fluid velocity and ε the energy
density), the energy-momentum tensor T μν and the current
Jμ can be decomposed as

T μν = ε uμuν + p�μν + πμν + Sμν, (2a)

Jμ = nuμ + vμ + Iμ. (2b)

In the previous equations the macroscopic quantities of the
fluid are the isotropic pressure p, the viscous stress tensor πμν ,
the particle density n, and the diffusive current vμ. Fluctuating
contributions to the energy-momentum tensor and current are
denoted by Sμν and Iμ. We introduce the tensor �μν = gμν +
uμuν which is orthogonal to the fluid velocity.

In order to solve the conservation laws of stochastic hy-
drodynamics (1) one requires an equation of state and the
constitutive relations that express the conserved currents in
terms of hydrodynamic variables. Within the Navier-Stokes
approximation and for conformal systems the constitutive
relations for the stress tensor πμν and the particle diffusion

current vμ read as, respectively,

πμν = −η0σ
μν, (3a)

vμ = σ0 �μν
[
Eν − T ∂ν

(μ

T

)]
, (3b)

where σμν is the Navier-Stokes shear tensor and Eμ is an
external electric field. σμν and Eμ are defined as

Eμ = Fμνuν, (4a)

σμν = 2 D〈μuν〉, (4b)

where W 〈μν〉 = �
μν
αβAαβ with

�
μν
αβ = [�μ

α�ν
β + �ν

α�
μ
β − (2/3)�μν�αβ

]/
2. (5)

Note that �μν
αβ is a rank-2 tensor which is traceless, symmetric,

and orthogonal to the fluid velocity uμ. The bare transport
coefficients associated with charge conductivity and shear
viscosity are denoted by σ0 and η0 respectively. In Eqs. (3)
we introduce the projector orthogonal to the fluid velocity
�μν = gμν + uμuν .

The set of equations (1) are not complete unless we specify
the equation of state as well as the functional form of the
random sources Sμν and Iμ. At leading order in the low
momentum (gradient) expansion we can model the random
sources as delta-correlated white noise [21–23], i.e.,〈

Sμν
(
x0

1, x1
)

Sαβ
(
x0

2, x2
)〉

= 2T [2 η0 �μν,αβ ]δ
(
x0

1 − x0
2

)
δ(3)(x1 − x2), (6a)〈

Iμ
(
x0

1, x1
)

Iν
(
x0

2, x2
)〉

= 2T σ0 �μνδ
(
x0

1 − x0
2

)
δ(3)(x1 − x2), (6b)〈

Sμν
(
x0

1, x1
)

Iλ
(
x0

2, x2
)〉 = 0. (6c)

In the leading order of the perturbation each hydrodynamical
field entering in the right-hand side (RHS) of the previous
equations is replaced by its mean field value. These approx-
imations will allow us to recast the problem of solving the
equations of stochastic hydrodynamics onto a set of coupled
Langevin equations.

In this work we consider a conformally invariant fluid
whose equation of state (EOS) is

p(T, μ) = T 4 g(μ/T ), (7)

where g is an arbitrary function. For this particular equation
of state, the conformal symmetry implies the ratio μ/T is
invariant under Weyl rescaling [24]. Different thermodynamic
relations associated to the EOS (7) are listed in Appendix A.

III. HYDRODYNAMIC FLUCTUATIONS AROUND
A STATIC BACKGROUND

Hydrodynamic tails appear in the long time behavior of
response functions. We compute these response functions by
coupling the hydrodynamic evolution in the presence of noise
terms to external fields, and then determine the variational
derivative of currents with respect to the sources. Specifically,
the metric can be used to study response functions of the stress
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tensor, and the external gauge field determines the current
response.

In order to study diffusive terms in the shear response in
a static background it is sufficient to consider a metric of
the type gμν = ημν + hμν , where the metric perturbation is
parametrized as [14]

hi j = diag (1, 1,−2) hs(x
0), (8)

where hs is a time-dependent scalar function. The current
response is studied by considering an external gauge field of
the form

Aμ = (0, δAi(x0)). (9)

In a static background the hydrodynamic equations for the
background hydrodynamic are

∂0ε̄ = 0, ∂0n̄ = 0. (10)

The solutions of these two equations are given in terms
of static background configurations, i.e., ε̄ = ε0 and n̄ = n0

respectively. In the following we will also make use of the
heat energy density [25,26]

q = ε̄ − w̄ n̄, w̄ = (ε̄ + p̄)/n̄, (11)

where w̄ is the enthalpy per particle. From the first law
of thermodynamics the variation of the heat energy density
represents the change of the entropy per particle,1

δq ≡ T n̄ δ
( s

n

)
. (12)

Given the conservation of the entropy (or the heat energy
density) one can define the relation between the pressure and
the energy density as

v2
a = ∂ p

∂ε

∣∣∣∣
s/n

= ∂ p

∂ε

∣∣∣∣
n

+ 1

w

∂ p

∂n

∣∣∣∣
ε

≡ β1 + 1

w
β2, (13)

where we recognize v2
a as the (adiabatic) speed of sound. For

the EOS (7) β1 = 1/3, β2 = 0 so v2
a = 1/3 as expected (see

Appendix A).

A. The Navier-Stokes Langevin equations

In this section we will derive the evolution equation for
hydrodynamic fluctuations in the presence of noise, the lin-
earized Navier-Stokes Langevin equation. We begin by lin-
earizing the equations of motion of relativistic fluid dynamics
around a static background. We write the hydrodynamic vari-
ables as

ε = ε̄ + δε, p = p̄ + δp, n = n̄ + δn,

uμ = ūμ + δuμ, ūμ = (1, 0). (14)

where δε, δp, and δn are perturbations in the energy density,
pressure and particle density, respectively. We will write the
equations of motion in a mixed representation where we

1Equation (12) considers that the total number of particles N is
fixed, and thus all the thermodynamic derivatives must be taken at
fixed N [25,26].

perform a Fourier transform with respect to spatial variables.2

The linearized stochastic hydrodynamic equations are

∂0δε + i H̄ ki δui = −n̄ Ei δui, (16a)

H̄ ∂0δu j + i k jδp + γη0 H̄

[
k2 δ jiδui + 1

3
k j ki δui

]

= Ej δn − H̄

2
δuk ∂0h jk − i ki Si j, (16b)

∂0δn + i n̄ ki δui + σ0 k2[α1 δε + α2 δn] = −i ki Ii. (16c)

Here, we have defined the electric field by Ei(x0, k) =
F i0ū0 = F 0i, and we denote k2 = |k|2. We have also intro-
duced the momentum diffusion constant

γη0 = η0

H̄
, H̄ = ε̄ + p̄, (17)

where H̄ is the enthalpy density. In Eq. (16c) we did not keep
higher order terms in frequency and wave number. We have
also defined the thermodynamic quantities

α1 =
(

∂ μ

∂ ε

)
n

− μ

T

(
∂ T

∂ ε

)
n

, (18a)

α2 =
(

∂ μ

∂ n

)
ε

− μ

T

(
∂ T

∂ n

)
ε

. (18b)

The natural degrees of freedom of Eqs. (16) are the variations
of the energy density δε, particle density δn, and fluid velocity
δui. However, we are free to use any other set of variables
when analyzing Eqs. (16). It is more convenient to use the heat
energy density δq, pressure δp/va, and momentum flux den-
sity gi ≡ T0i. These variables have the property that in ther-
mal equilibrium their fluctuations are statistically independent
[21,25,26]. For the conformal EOS (7) and close to the ther-
mal equilibrium we have ϕa = Mabψb with ϕ = (δε, δui, δn)
and ψ = (δp/va, gi, δq) and the matrix Mab given by

M =

⎛
⎜⎝

1
va

0 0

0 (H̄ )−1δ ji 0
1

w̄va
0 − 1

w̄

⎞
⎟⎠. (19)

The momentum density is a three-dimensional vector. It is
convenient to express this vector in a basis spanned by the
vectors k̂ = k/k and êTi (i = 1, 2) defined by [14]

k̂ = (sin θ cos φ, sin θ sin φ, cos θ ), (20a)

êT1 = (− sin φ, cos φ, 0), (20b)

êT2 = (cos θ cos φ, cos θ sin φ,− sin θ ). (20c)

2The spatial Fourier transform is defined as

B ≡ B(x0, k) =
∫

x
e−ik·xB(x0, x). (15)
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In this basis the momentum flux density gi is decomposed
as

g = k̂ (k̂ · g)︸ ︷︷ ︸
≡gL

+
2∑

l=1

(êTl ) (êTl · g)︸ ︷︷ ︸
gT l

. (21)

Using (19) and (16) we obtain the Navier-Stokes Langevin
(NSL) equations in the form

∂0ψ
a
k + (Aab + Dab)ψb

k = Pab ψb
k + ξ a, (22)

where

ψa
k = (δp/va, gi, δq) (i = 1, 2, 3) (23)

is a five-dimensional vector representing the fluctuating hy-
drodynamic fields. The acoustic and diffusive matrices, de-
noted by A and D respectively, are

A = k

⎛
⎝ 0 i va k̂i 0

i va k̂ j 0 0
0 0 0

⎞
⎠, (24a)

D = k2 diag

(
0, γη0

(
δi j + 1

3
k̂ik̂ j

)
, D0

)
, (24b)

where we have defined the diffusion coefficient D0 = σ0 α2.
The NSL equation describes five hydrodynamic modes, and
the matrices A and D determine the dispersion relation of
these modes at O(k) and O(k2) in a expansion the wave
number k.

At leading order (LO) the acoustic matrix A describes
two sound modes with eigenvalues λ± = ± i va, one diffusive
(d) mode and two shear modes (T 1, T 2) [7,25–27]. At this
order in the expansion the eigenvalues of the diffusive and
shear modes are λA = 0 (A = d, T 1, T 2). The absence of
dissipation at LO implies that δq is a conserved quantity [26].

At next-to-leading order (NLO) nondiagonal terms in the
matrix D lead to mixing between the pressure, the heat energy
density, and the longitudinal momentum density. Both the
momentum density and the heat energy receive real (diffusive)
corrections O(k2). As a result the dynamics of the modes
(T 1, T 2) remains purely diffusive, while (δp/va, gL, δq) ex-
hibit a combination of diffusive and reactive behavior.

The source matrix Pab in Eq. (22) takes into account the
non-linear couplings between the fluctuating hydrodynamic
fields and the external sources. Its explicit components are

P =

⎛
⎜⎝

0 − va
w̄

Ej 0
1

w̄ va
E j − ∂0hk j

2 − 1
w̄

Ej

0 − 1
w̄

Ej 0

⎞
⎟⎠. (25)

Finally the vector ξ a carries the information of the random
noise sources. Its components are

ξ a =
⎛
⎝ 0

−i ki Si j

i w̄ ki Ii

⎞
⎠. (26a)

The solutions of the NSL equations (22) determine the lin-
ear evolution of variations of the pressure, heat energy, and

momentum flux densities in response to noise and external
sources.

IV. EVOLUTION EQUATIONS FOR TWO-POINT
CORRELATION FUNCTIONS

The general solution of the NSL equations (22) can be
written as

ψa(x0, k) = Uab(x0, 0, k) ψb(0)

+
∫ x0

0
dt ′ Uab(x0, t ′, k) ξ b(t ′, k), (27)

where ψb(0) is the initial condition for the hydrodynamic
fluctuating fields at the initial time x0 = 0, and the matrix
operator U (ta, tb, k) (with ta > tb) is defined by

U (t f , ti, k)

= exp

(
−
∫ t f

ti

dt ′[A(t ′, k) + D(t ′, k) − P (t ′, k)]

)
. (28)

This operator is a solution of the differential equation ∂0U +
[A(t ′, k) + D(t ′, k) − P (t ′, k)]U = 0. The discussion of the
mathematical properties of the evolution operators (28) and
their application to stochastic processes in statistical mechan-
ics can be found in Refs. [6,28].

If one performs a stochastic average over the solution
(27) in the absence of external sources then one finds that
〈ψa(x0, k)〉 = 0. If instead one considers an ensemble av-
erage over different initial conditions then 〈〈ψa(x0, k)〉〉 =
〈〈Uab(x0) ψb(0)〉〉 describes the hydrodynamic response to
initial state fluctuations. This is an interesting problem in its
own right [29–38], but not the main focus of the present study.

Information on hydrodynamic fluctuations is contained in
two-point and higher n-point correlation functions. We define
the symmetric two point correlation function at equal times
as3

Cab(x0, k) δ(3)(k − k′) ≡ 〈 12 {ψa(x0, k), ψ
†
b (x0, k′)}〉. (29)

The reality constraint of the hydrodynamic fluctuating fields
implies φ∗(x0, k) = φ(x0,−k) so that Cab is a real symmetric
matrix. Using the equation of motion for the hydrodynamic
variables ψa, Eq. (22), we can derive an evolution equation
for the two-point function. We find

∂0C + [A, C] + {D, C} = P C + C P† + 1
2 (N + N †),

(30)

where N denotes the two-point correlation function of the
noise: 〈

ξa,k
(
x0

1

)
ξ

†
b,k′
(
x0

2

)〉 ≡ Nab(k)

= 2 (2π )3 T H̄ δ
(
x0

1 − x0
2

)
× δ(3)(k − k′) χac Dcb. (31)

3In an effective hydrodynamic theory where the fields are purely
classical there is no distinction between the symmetrized correlator
〈 1

2 {B(t ), A(0)}〉 and the Wightman correlator 〈B(t )A(0)〉 [39].
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The noise correlator was originally defined in Eqs. (6). Here,
we have expressed N in terms of the diffusive matrix Dab and
the susceptibility matrix χab. We define χab in Appendix A.

The equation of motion for the correlation functions Cab

mixes different channels. Following the approach of Aka-
matsu et al. [14], we write the ordinary differential equations
(30) in a basis spanned by the eigenvectors of the acoustic ma-
trix A. The acoustic matrix A (24a) is a 5 × 5 anti-Hermitian
matrix (i.e., A† = −A) and the solutions to its eigenproblem
Aφi = λi φi define a five-dimensional complex vector space
H5. The eigenvalues of A are purely imaginary or zero. In our
case these are given by

λi =
⎧⎨
⎩

i va for i = +,

−i va for i = −,

0 for i = d, T1, T2.

(32)

In general, the eigenvectors of a non-Hermitian matrix need
not be mutually orthogonal, and it is necessary to construct
a set of left and right eigenvectors. Nonetheless, the anti-

Hermitian property of A ensures that the eigenvectors are
orthogonal. The eigenvectors φi of A (24a) are given by

φ± = 1√
2

(1,±k̂, 0), (33a)

φd = (0, 0, 1), (33b)

φTi = (0, êTi , 0) with i = 1, 2, (33c)

where k̂ and êT l are given by Eqs. (20). In the eigenmode basis
Eqs. (30) take the form

∂0 CAB + k δλAB CAB + k2 (DAA CAB + CAB DBB)

=
∑

C

(P†
AC CCB + CACPCB) + 1

2
(NAB + N †

BA), (34)

where A, B = {+,−, d, T1, T2}. We have also defined
δλAB = λA − λB, where λA,B are the eigenvalues of the acous-
tic matrix A. In components the equations of motion can be
written as

∂0C±± + 4

3
γη0 k2 C±± = 4

3
γη0 k2 C0 −

[
1

2
(sin2 θ − 2 cos2 θ )∂0hS ∓ k̂ j E j

w̄ va

(
1 − v2

a

)] C±±, (35a)

∂0CT 1T 1 + 2γη0 k2CT 1T 1 = 2γη0 k2C0 − CT 1T 1 ∂0hS, (35b)

∂0CT 2T 2 + 2γη0 k2CT 2T 2 = 2γη0 k2C0 − CT 2T 2 (cos2 θ − 2 sin2 θ )∂0hS, (35c)

∂0Cdd + 2D0 k2 Cdd = 2D0 k2 χdd C0, (35d)

∂0CdT 1 + (D0 + γη0

)
k2 CdT 1 = −CdT 1 ∂0hS − 1

w̄

(
êT1

)
j
E j
(CT 1T 1 + Cdd

)
, (35e)

∂0CdT 2 + (D0 + γη0

)
k2 CdT 2 = − 1

w̄

(
êT2

)
jE j
(CT 2T 2 + Cdd

)− CdT 2 (cos2 θ − 2 sin2 θ )∂0hS. (35f)

with C0 = T̄ H̄ . In a recent work Akamatsu et al. [18] studied
the dynamics of Eqs. (35a)–(35d) for a generic EOS. For the
purpose of determining hydrodynamic tails we are interested
in the long time, low frequency behavior of the correlation
functions. In the long time limit diagonal correlation functions
relax to equilibrium states fixed by fluctuation-dissipation
relations. External sources lead to small deviations that can
be studied perturbatively. The solutions of Eqs. (35a)–(35b)
are given by

CAA(ω, k) = T H̄ χAA

(
(2π )δ(ω) + PAA(ω, k)

−iω + 2 k2 DAA

)
,

(36)

where

P±± = iω

[
h(ω)(sin2 θ − 2 cos2 θ ) ± k̂i δAi(ω)

w̄ va

(
1 − v2

a

)]
,

PT 1T 1 = iω h(ω), PT 2T 2 = iω (cos2 θ − 2 sin2 θ )h(ω),

D±± = 2

3
γη0 , DT l T l = γη0 , Ddd = D0. (37)

The correlation function Cdd does not directly couple to a
source and is given by

Cdd = χdd C0. (38)

Off-diagonal correlation functions relax to zero, but external
sources, coupled to the equilibrium behavior of CT l T l and Cdd ,
can drive them off equilibrium. The asymptotic behavior of
CdT l is

CdT l = −iω

[ (
êT l

)
j δAj (ω, k)

−iω + (D0 + γη0

)
k2

]
T H̄

w̄
χdT , (39)

where we have defined χdT l = χT l T l + χdd .

V. MODIFICATION OF THE RESPONSE FUNCTIONS
DUE TO HYDRODYNAMIC FLUCTUATIONS

For a scale-invariant theory and in the limit when
k → 0 (with w fixed) the response functions of the energy-
momentum tensor and the charge current are defined by

δT μν (ω) = −1

2
lim
k→0

Gμν,λσ
R (ω, k) hλσ (ω, k), (40a)

δJμ(ω) = − lim
k→0

Gμν
R (ω, k) δAν (ω, k), (40b)
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In this limit the response functions Gμν,λσ
R and Gμν

R can be
written as [10,40,41]

Gμν,λσ
R = Hμν,λσ GR

S , (41a)

Gμν
R = PμνGR

J . (41b)

GR
S and GR

J are scalar functions while Pμν and Hμν,λσ (for
d = 4) are given by

Pμν = gμν − kμ kν

kμ kμ

, (42a)

Hμν,λσ = 1

2
(PμλPνσ + Pμσ Pνλ) − 1

3
Pμν Pλσ . (42b)

The operator Hμν,λσ is a projector onto conserved traceless
symmetric tensors which satisfies ημν Hμν,λσ = 0 [10,40,41].
In the limit k → 0 the scalar functions GS and GJ can be
written in terms of δT i j and δJi as follows:

GR
S (ω) = −1

6
lim
k→0

(
δT 11(ω, k)

δhs(ω, k)
+ δT 22(ω, k)

δhs(ω, k)

− 2
δT 33(ω, k)

δhs(ω, k)

)
, (43a)

GR
J (ω) = − lim

k→0
δ

j
i

δJi(ω, k)

δAj (ω, k)
. (43b)

In hydrodynamics we can read off the variation of the spatial
components of the energy-momentum tensor (2a) and the
charge current (2b) from the constitutive relations. Taking into
account both the effects of external fields and the variations of
the hydrodynamic variable, we obtain

δT i j = ( p̄ + δp)δi j + p̄ hi j + Hi j
kl

H̄
gk gl

−γη0

(
∂ ig j + ∂ jgi − 2

3
δi j∂kgk

)
− γη0 H̄∂0hi j,

(44a)

δJi = gi

w̄
+ 1

H̄ w̄

[
1

va

(
δp

va

)
− δq

]
gi + σ0 F i0 + D

w̄
∂ iδq,

(44b)

where we include corrections up to second order in fluc-
tuations. These terms describe the nonlinear mode-coupling
between the currents and the hydrodynamic variables. Note
that the second-order terms are determined by the symmet-
ric two-point functions (29) studied in the previous section
[5–7,14,39]:

〈�a(x0, x) �
†
b (x0, x′)〉 =

∫
k
Cab(x0, k)

=
∑
I,J

∫
k

(eA)a C̃AB(x0, k)(eB)b, (45)

Here, we have expressed the symmetric correlation matrix
Cab (29) in terms of the eigenmodes of the acoustic matrix
A. This provides a transparent interpretation of different
contribution to the currents in terms of hydrodynamic modes
[8,9,14,21,25,26,39,42].

VI. LONG TIME TAILS: STATIC CASE

As a first application of this formalism we compute the
low frequency behavior of the response in the static case. For
harmonic perturbations hs, δA ∼ eiωx0

, Eqs. (44) give

〈δT i j (ω)〉 = ( p̄ + δp)δi j + p̄ hi j + Hi j
kl

H̄
gkr gls 〈gr gs〉

− iω γη0 H̄ hi j, (46a)

〈δJi(ω)〉 = g j

w̄
+ 1

H̄ w̄

[
1

va
〈(δp/va) g j〉 − 〈δq g j〉

]
+ i ω σ0 δA k̂i. (46b)

In Eq. (46) the nonlinear contributions of the hydrody-
namic fluctuations are encoded in the correlators 〈gi g j〉,
〈(δp/va) gi〉, and 〈δq gi〉. In terms of the eigenmodes of the
acoustic matrix (33) these correlators are given by

〈gi g j〉 ≡ Cgi g j
(ω, k)

≈ 1

4
k̂ik̂ j [C̃++(ω, k) + C̃−−(ω, k)]

+
2∑

l=1

C̃T l T l (ω, k)
(
êTl

)
i

(
êTl

)
j, (47a)

〈(
δp

va

)
gi

〉
≡ Cδpgi

(ω, k)

≈ 1

4
[C̃++(ω, k) − C̃−−(ω, k)]k̂i, (47b)

〈δq gi 〉 ≡ Cδq gi
(ω, k)

≈
2∑

l=1

C̃dT l (ω, k)
(
êTl

)
i (47c)

Here, we have neglected terms that correspond to rapidly os-
cillating modes [14,43]. In the language of the diagrammatic
approach these are diagrams that have poles far away from the
real axis in frequency space [8,9,39,42].

We observe that the leading term in the stress tensor
response, Eqs. (46a) and (47a), only contains diagonal corre-
lation functions [14,43]. The current response, on the other
hand, is sensitive to off-diagonal correlation functions; see
Eq. (46b) and (47c). This is interesting, because in the dia-
grammatic approach the current response function is factor-
ized into diagonal propagators; see Kovtun and Yaffe [39]
as well as Appendix B. We will show that the result (for
the modes taken into account in both works) nevertheless
agrees.
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We have all the ingredients to calculate the response functions (43). The stress tensor response GR
S (43a) was obtained by

Akamatsu et al. [14] and we simply state their result:

GR
S (ω) = p̄ − iωH̄γη0 − T

6

∫
k

[
−6 + iω

(sin2 θ − 2 cos2 θ )2

−iω + 4
3γη0 k2

+ iω
[1 + (cos2 θ − 2 sin2 θ )2]

−iω + 2γη0 k2

]
,

= p̄ + T �3

6π2
− iω

(
η0 + �

γη0

17

120π2
T

)
+ (1 + i)

γ
3/2
η0

[(
3
2

)3/2 + 7
]

240π
T ω3/2, (48)

where we have used v2
a = 1/3 as well as χAA = 2 for A = ± and χAA = 1 for A = T l . In Eq. (48) we have regularized UV

divergent integrals using a sharp cutoff � in momentum space. There are two divergent terms: an O(�3) term that can be
viewed as a correction to the pressure, and an O(�) contribution that modifies the shear viscosity. Stochastic hydrodynamics is
renormalizable in the sense that divergent terms can be absorbed in the parameters of the theory, the equation of state, and the
transport coefficients. The main result is the leading nonanalytic term O(ω3/2), which is independent of the cutoff. This term
corresponds to a t−3/2 decay of the real time correlation function and is known as a hydrodynamic tail. The tail of the relativistic
stress tensor correlation function was computed in [39,42], and checked using the formalism employed in this work in [14].

Using the same methods we can determine the current response function GR
J (43b). We find

GR
J (ω) = iω σ0 δi j + iω

(
T

w̄2

)[∫
k

k̂ik̂ j

−iω + 4
3γη0 k2

+
2∑

l=1

χdT l

∫
k

(
êT l

)
i

(
êT l

)
j

−iω + (D + γη0 )k2

]
,

= i δi j ω

[
σ0 + T

w̄2

�

π2

(
1

8 γη0

+ T cp

3 H̄ (D + γη0 )

)]
+ (1 + i)√

2

ω3/2

π

(
1

12

(
3

4

)3/2 1

γ
3/2
η0

+ T cp

6 H̄

1

(D + γη0 )3/2

)
, (49)

where we have approximated χdT l = T cp/H̄ , where cp is the
specific heat at constant pressure, to facilitate the comparison
with diagrammatic calculations; see Appendix B. Also see
Appendix A for the definition of thermodynamic quantities.
We note that the current response does not contain a cubic di-
vergence. There is a linear divergence which can be absorbed
into the conductivity. We find a nonanalytic contribution,
which is again of the form ω3/2. It receives contributions from
sound modes, proportional to γ −3/2

η0
, and from the mixing of

diffusive heat and shear waves, governed by (D + γη0 )−3/2.
Note that in a conformal fluid sound attenuation is purely
governed by γη0 . The purely diffusive terms were previously
computed by Kovtun and Yaffe [39].4 We provide a more
detailed comparison with their work in Appendix B.

A. Spectral functions

The imaginary part of the response function determines
the spectral function, and it can be used to define frequency
dependent diffusion constants. We find

γη(ω) = − Im
[
GR

S (ω, k = 0)
]

H̄ ω
,

= γ ren.
η − T

H̄γ ren.
η

[(
3
2

)3/2 + 7
]

240π
ω1/2, (50a)

4It is important to mention that in Sec. III of Ref. [39] Kovtun
and Yaffe studied the N = 1 supersymmetric hydrodynamic theory
in d = 4. The 〈JRJR〉 symmetric correlator for the conserved R charge
of this supersymmetric theory [Eq. (83)] is similar to our result (49).
Nonetheless, this supersymmetric field theory has more degrees of
freedom than the single U(1) charge fluid studied here, and thus
different couplings arise at the level of the constitutive relations.

D(ω) = −α2
Im
[
GR

J (ω, k = 0)
]

ω
,

= Dren. − ω1/2

√
2π

α2

[
1

12

(
3

4

)3/2 1[
γ ren.

η

]3/2

+ T cp

6 H̄

1(
Dren. + γ ren.

η

)3/2

]
. (50b)

where the renormalized momentum diffusion constant γ ren.
η

and renormalized charge diffusion constant Dren. are given by

γ ren.
η = γη0 + 17

120π2

T

H̄

�

γ ren.
η

, (51a)

Dren. = D0 + α2
T

w̄2

�

π2

(
1

8 γ ren.
η

+ T cp

3 H̄
(
Dren. + γ ren.

η

)).

(51b)

We note that the spectral function has a ω1/2 nonanalyticity
near ω = 0, and that the spectral functions are enhanced in
the small frequency limit. We also note that the negative sign
of the ω1/2 terms implies that the zero-frequency diffusion
constants cannot be arbitrarily small.

B. Lower bounds of the transport coefficients

The renormalized transport coefficients, Eqs. (51), are
given as the sum of a bare contribution and a loop correction
which scales inversely with the bare coupling. This implies
that the renormalized transport coefficients cannot be arbi-
trarily small. The physical mechanism underlying this bound
is the fact that even if the microscopic diffusion constant is
small there is always a macroscopic mechanism, associated
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with the propagation of hydrodynamic modes, that leads to
diffusion.

More formally, we can view this bound as arising from a
matching procedure. Consider a UV scale � at which the long
wavelength hydrodynamic theory is matched to a microscopic
theory with transport coefficients γη0 and D0. Consistency
requires that both γη0 and D0 are positive. Contributions to the
transport coefficients from scales below � can be computed
in stochastic hydrodynamics, and lead to terms that scale with
a positive power of the cutoff, and inversely with the bare
transport coefficient. This means that for any value of the UV
scale there is a bound on the transport coefficient, and that the
bound is bigger for larger cutoff.

The largest possible cutoff scale is determined by the
regime of validity of fluid dynamics. Consider a diffusive
shear mode. The decay rate is proportional to ω ∼ γηk2.
For hydrodynamics to be valid this rate has to be smaller
than the next order gradient correction, the shear relaxation
rate τ−1

π . This means γηk2 < τ−1
π and � = (γη τπ )−1/2. In

microscopic theories, both in the weak and strong coupling
limit, the diffusion constant and the relaxation time are
driven by similar physical processes, and τπ = γηλ(p(T, μ))
[24,44–49], where λ is a function of the thermodynamic
pressure p. We conclude that

�max = 1

γηλ1/2
. (52)

Similar estimates can be obtained by considering the sound
and heat diffusion channels [7,9], and we will assume that
Eq. (52) can be applied in all channels.

For � = �max. the physical values of the sound attenuation
length and the diffusion coefficient, Eqs. (51) read as

γ ren.
η (0) |�max

= γη0 + 17

120π2

T

H̄

1

[γη]2 λ1/2
, (53a)

Dren.(0) |�max
= D0 + α2

π2

T

w̄2

1

γη λ1/2

(
1

8 γη

+ T cp

3 H̄ (D + γη )

)
.

(53b)

By extremizing the first of these expressions with respect to
γη, we get the following lower bound for γη:

γη � γ min.
η = 0.4593

[
T

H̄

1

λ1/2

]1/3

. (54)

This result was found previously by Kovtun et al. [42] for
vanishing chemical potential, so λ ≡ λ(p(T )) in Eq. (4.3) of
Ref. [42]. Now the lower bound of the diffusion coefficient
is obtained by considering the bare diffusion coefficient to

vanish exactly D0 = 0 in Eq. (53b) such that

D � D |γη0
=
[

α2

π2

T

w̄2

1

γ 2
η0

λ1/2

(
1

8
+ T cp

3 H̄

)]
≡ �

γ 2
η0

. (55)

Therefore, the lower bound of the diffusion coefficient depend
exclusively on γη0 . The lower bounds of the attenuation trans-
port coefficients also depend on the choice of the equation of
state.

VII. LONG TIME TAILS: BJORKEN EXPANSION CASE

We now come to the central problem studied in this work:
extending the calculation of diffusive tails to an expanding
background. We will consider a conformal U(1) charged fluid
undergoing longitudinal boost invariant expansion, known
as Bjorken flow. The symmetries of the Bjorken flow are
manifest in Milne coordinates

xμ = (τ, x⊥, ς ), (56)

where τ =
√

(x0)2 − (x3)2 is the proper time, ς =
arctanh(x3/x0) is spatial rapidity, and the metric is
gμν = diag(−1, 1, 1, τ 2).

In the absence of external sources and noise the conserva-
tion laws provide the evolution equations for the background
hydrodynamic fields. Bjorken flow corresponds to the well
known equations

∂τ ε̄ + ε̄ + p̄

τ
= 0, (57a)

∂τ n̄ + n̄

τ
= 0, (57b)

where we have neglected dissipative terms. For the conformal
EOS (7) the hydrodynamic background fields evolve accord-
ing to

ε̄(τ ) = ε0

(τ0

τ

)1+v2
a

, n̄(τ ) = n0

(τ0

τ

)
. (58)

We also find the background pressure p̄(τ ) = v2
a ε̄(τ ) as well

as the heat energy density q̄ = ε̄(τ ) − w̄(τ ) n̄(τ ).
The evolution equations for the hydrodynamic variables in

the presence of external fields and noise can be obtained using
the procedure discussed in Sec. III A. We again adopt a mixed
representation and define spatial momenta k ≡ (k, kς ). The
spatial Fourier transform is defined as

A(τ, k) =
∫

dς d2x e−i(x⊥·k⊥ + κς ) A(t, x⊥, ς ). (59)

with κ = kς . The linearized stochastic hydrodynamic equa-
tions are

∂τ δε + i (k⊥ · g⊥ + τ 2kς gς ) = −
(
1 + v2

a

)
τ

δε − 1

w̄
g⊥ E⊥ − 1

w̄
τ 2 gςEς , (60a)

∂τg
⊥ + i v2

ak⊥δε + γη0

[
((k⊥)2 + (τ kς )2)g⊥ + 1

3
k⊥ (k⊥ · g⊥ + τ 2kς gς )

]
= −g⊥

τ
+ δn E⊥ − i(k⊥)i Si⊥, (60b)

∂τg
ς + i v2

akς δε + γη0

[
((k⊥)2 + (τ kς )2)gς + 1

3
kς (k⊥ · g⊥ + τ 2kςgς )

]
= −3

gς

τ
+ δn Eς − iτ 2 kς Sςς , (60c)

∂τ δn + i
(k⊥ · g⊥ + τ 2 kςgς )

w̄
+ σ0((k⊥)2 + (τ kς )2)(α1δε + α2δn) = −δn

τ
− i (k⊥ · I⊥ + τ 2 kς Iς ), (60d)
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where the electric field is Ei = F iτ uτ ≡ F τ i. We adopt the
basis

ψa(τ, k) = (δp/va, τg
ς , g⊥, δq) (61)

and write the Navier-Stokes Langevin equations in the matrix
form5

∂τψ
a
k + [Aab(τ ) + Dab(τ )]ψb

k = Pab(τ )ψb
k + ξ a. (62)

Here, the acoustic and diffusive matrices are

A = K

⎛
⎝ 0 ivaK̂ i 0

ivaK̂ i 0 0
0 0 0

⎞
⎠, (63a)

D = K2 diag

(
0, γη0

(
δi j + 1

3
K̂ i K̂ j

)
, D0

)
, (63b)

and the source matrix and noise vector are given by

P =

⎛
⎜⎜⎜⎜⎝

−(1 + v2
a

)/
τ − va

w̄
Eς − va

w̄
E⊥ 0

Eς/(w̄va) −2/τ 0 −Eς/w̄

E⊥/(w̄va) 0 −12/τ −E⊥/w̄

0 − 1
w̄
Eς − 1

w̄
E§⊥ −1/τ

⎞
⎟⎟⎟⎟⎠,

(64a)

ξ =

⎛
⎜⎝

0
−iκ Sςς

−i(k⊥)i Si⊥
i w̄ (k⊥ · I⊥ + κ Iς )

⎞
⎟⎠, (64b)

where E = (E⊥, τEς ), 12 is the identity in two dimensions,
κ = τ 2kς , and we define

−→
K =

(
k⊥,

κ

τ

)
, (65a)

K̂ =
−→
K
K

≡ (sin θK cos ϕK, sin θK sin ϕK, cos θK ). (65b)

Both
−→
K and K̂ are time depending vectors [14]. Moreover,

the ISO(2) symmetry of the background hydrodynamic fields
forbids the azimuthal angle ϕK to be time dependent.

The acoustic matrix has the same structure as its static
counterpart (24a), and the set of orthonormal eigenvectors is
given by [14]

φ± = 1√
2

(1,±K̂, 0), (66a)

φT l = (0, êT l , 0), (66b)

φd = (0, 0, 1), (66c)

where we have defined

êT1 = (− sin ϕK, cos ϕK, 0), (67a)

êT2 = (cos θK cos ϕK, cos θK sin ϕK,− sin θK ). (67b)

The evolution equations for the symmetric correlation func-
tions are determined by following the procedure, discussed in
Sec. IV. In the following we will make use of the following
components of CAB:

∂τC±± + 4

3
γη0 K2C±± = 4

3
γη0 K2 C0(τ )

τ
−
(
2 + v2

a + cos2 θK
)

τ
C±± ± K̂ · E

w̄

(
1 − v2

a

)
va

C±±, (68a)

∂τCT 1T 1 + 2γη0 K2CT 1T 1 = 2γη0 K2 C̃0(τ )

τ
− 2

τ
CT 1T 1 , (68b)

∂τCT 2T 2 + 2γη0 K2CT 2T 2 = 2γη0 K2 C̃0(τ )

τ
− 2(1 + sin2 θK )

τ
CT 2T 2 , (68c)

∂τCdd + 2 D0K2 Cdd = 2 D0 K2 χdd C̃0(τ )

τ
− 2

τ
Cdd , (68d)

∂τCdT 1 + (γη0 + D0
)
K2 CdT 1 = −2

τ
CdT 1 − 1

w̄
êT 1 · E (CT 1T 1 + Cdd ), (68e)

∂τCdT 2 + (γη0 + D0
)
K2 CdT 2 = −2(1 + sin2 θK )

τ
CdT 2 − 1

w̄
êT 2 · E (CT 2T 2 + Cdd ), (68f)

with C̃0 = T (τ )H̄ (τ ). We have also used the noise correlator

〈ξ a(τ, K, ξ b(τ ′,−K ))〉 = 2 T H̄

τ
χac D̃cb(2π )3δ(2)(k − k′)(κ − κ ′)δ(τ − τ ′). (69)

The factor 1/τ stems from the Jacobian transformation of
the space-time coordinates in Eq. (6). In order to find the
asymptotic solutions we have to specify a functional form for
the gauge field Aμ. Since we are interested in the propagation

5Here we assume that the background is slowly evolving, so that
∂τ δq = ∂τ δε − w̄∂τ δn.

of fluctuations that explicitly break the Bjorken symmetry,
it is enough to consider an electric field that is a constant
vector, i.e., the temporal component of the gauge field is a
linear function that grows linearly with the distance Aμ =
(E · x, 0, 0, 0).

The equations of motion for the Bjorken flow have a
mathematical structure similar to their static counterparts (35),
so one can also obtain time-dependent asymptotic solutions.
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The diagonal components of the symmetric matrix CAB admit
the following asymptotic solution:

CAA = C0

τ
χAA

(
1 + 2

(
1 + v2

a

)+ τ PAA

2 DAA K2 τ

)
, (70)

where

P±± = −
(
2 + v2

a + cos2 θK
)

τ
± K̂ · E

w̄

(
1 − v2

a

)
va

,

PT 1T 1 = −2

τ
, PT 2T 2 = −2(1 + sin2 θK )

τ
,

Pdd = −2

τ
,

D±± = 2

3
γη0 , DT l T l = γη0 , Ddd = D. (71)

We proceed as in Sec. IV and obtain the asymptotic solution
of the non-diagonal component CdT l ,

CdT l = −χdT l

w̄

(
êT l · E)(

D + γη0

)
K2

C0

τ
. (72)

In the remainder of this section we outline the calculation
of long time tails of the response functions in a Bjorken
background. Some of the details are relegated to Appendix C.
In the static case we observed that the energy-momentum tails
(48) are not affected by the chemical potential in the case of
a conformal equation of state (7). This is also the case for
a Bjorken expansion, and we shall not repeat the calculation
of Akamatsu et al. [14]. Instead, we will focus on stochastic
corrections to the particle current.

For the Bjorken flow the particle current in stochastic fluid
dynamics is

〈Jτ 〉 = n̄ + 〈(gx )2 + (gy)2 + (τgς )2〉
2 w̄ H̄

, (73a)

〈Jx〉 = σ0Ex + 〈δn gx〉
H̄

, (73b)

〈Jy〉 = σ0Ey + 〈δn gy〉
H̄

, (73c)

〈τ Jς 〉 = σ0Eς + 〈δn (τ gς )〉
H̄

. (73d)

where we have kept terms up to second order in fluctuating
variables, and we have used that δuτ = (δui )2/2. The correla-
tion function 〈φaφb〉 can be written in terms of the eigenstates
of the acoustic matrix as

〈φa(x)φb(x)〉 = τ

∫
d3K

(2π )3
(eA)a CAB(τ, K ) (eB)b. (74)

Using the asymptotic solutions for the correlation function
(70)–(72), we obtain the currents

〈Jτ 〉 = n̄ + 3 T

4 π2w̄

∫ �

0
dKK2 + 1

2w̄
�T ττ , (75a)

〈Jx 〉
Ex

= D0

α2
+ 1

8π2

T

w̄2

1

γη0

∫ �

0
dK

+ 1

3π2

T 2 cp

w̄2H̄

1(
D0 + γη0

) ∫ �

0
dK + �Jx

Ex
, (75b)

〈Jy 〉
Ey

= 〈Jx 〉
Ex

, (75c)

〈τJς 〉
Eς

= D0

α2
+ 1

8π2

T

w̄2

1

γη0

∫ �

0
dK

+ 1

3π2

T 2 cp

w̄2H̄

1(
D0 + γη0

) ∫ �

0
dK + τ�Jς

Eς
, (75d)

In Eq. (75a) we recognized that the quadratic perturbations of
the momentum flux are uniquely related to δT ττ (see Eq. (67a)
in Ref. [14]). The terms �Jμ are the finite residual contri-
butions to the particle current which are cutoff independent.
The ultraviolet divergences are absorbed into the renormalized
macroscopic hydrodynamic variables and parameters, i.e.,

n = n̄(�) + 1

4π2

T

w̄
�3, (76a)

D = D0 + α2
T

w̄2

�

π2

(
1

8γη0

+ T cp

3H̄
(
D0 + γη0

)
)

, (76b)

where the previous expressions are determined by comparing
orders with the same power law τ dependence. The renormal-
ized diffusion coefficient matches exactly the static homoge-
neous one (51b). This also holds for the renormalized sound
attenuation lenght γη0 [14]. The second terms in the RHS of
Eqs. (76) correspond to the bare and cutoff dependent terms.
The cutoff dependent pieces, O(�) and O(�3) respectively,
are the contributions of the hydrodynamic fluctuating fields
below the cutoff �. The cutoff dependent terms can be ob-
tained directly from the asymptotic solutions of the symmetric
matrix CAB, Eqs. (70)–(72). The bare quantities capture the
macroscopic thermodynamic equilibrium properties of the
fastest modes which have been already integrated out above
the cutoff scale �.

A. Finite residual contributions of the particle current

In this section we determine finite cutoff-independent con-
tributions to the particle current. We follow closely the pro-
cedure outlined in [14]. We compute the general solution for
the correlation function CAB and focus on those terms that are
independent of the initial conditions. We remove the leading
divergence identified in the previous section, and compute the
remaining finite terms. The technical details of this calculation
are presented in Appendix C.

From the formalism discussed in Sec. IV the general
solution of the evolution equation for the correlation matrix
CAB is

CAB = U (τ, τ0, K )CAB(τ0, K )

+
∫ τ

τ0

dτ ′ U (τ ′, τ0, K ) g(τ, K ), (77)
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TABLE I. Renormalized thermodynamic variables and transport coefficients due to hydrodynamic fluctuations in different approaches.

Diagrammatic Hydrokinetics Hydrokinetics
(static) (static) (Bjorken)

p(�) p̄ − 1
15π2 T �3 p̄ + 1

6π2 T �3 p̄ + 1
6π2 T �3

n(�) n̄ − 1
10π2

T
w̄

�3 n̄ + 1
4π2

T
w̄

�3 n̄ + 1
4π2

T
w

�3

γη(λ) γη0 + �

γη0

17
120π2

T
H̄ γη0 + �

γη0

17
120π2

T
H̄ γη0 + �

γη0

17
120π2

T
H̄

D(�) D0 + α2
T
w̄2

�

π2 ( 1
8 γη0

+ T cp

3 H̄ (D+γη0 ) ) D0 + α2
T
w̄2

�

π2 ( 1
8 γη0

+ T cp

3 H̄ (D+γη0 ) ) D0 + α2
T
w̄2

�

π2 ( 1
8 γη0

+ T cp

3 H̄ (D+γη0 ) )

with U (τ, τ ′, K ) = e− ∫ τ

τ ′ ds f (s,K ), where the term f (τ, K ) cor-
responds to the linear terms of the correlation function in
Eqs. (68). f (τ, K ) takes into account the dissipative and
external forcing sources due to either the expansion rate or
the constant electric field. The term g(τ, K ) is either the
equilibrium value of the correlation function (for the diagonal
correlators CAA) or the couplings between the external electric
field and correlators Cdd and CT l T l (for the nondiagonal corre-
lators CdT l ). As we pointed out previously, the first line of the
solution (77) describes the decay of the initial condition for
the correlator while the second line is the genuine contribution
coming from hydrodynamic fluctuations [50]. We shall focus
in the rest of this section only on the hydrodynamic fluctuating
contributions.

Using the exact solution (77) and subtracting the divergent
piece, we obtain the finite contribution to the temporal and
spatial components of the particle current:

� Jτ = 1

2w̄
�T ττ = T

w̄

0.04808(
γη0 τ

)3/2 , (78a)

� Jx

Ex
= � Jy

Ey
= −T τ

w̄2

[
0.0266

(γητ )3/2
+ T cp

H̄

0.03558

[(D + γη )τ ]3/2

]
,

(78b)

� Jς

Eς
= −T τ

w̄2

[
0.04282

(γητ )3/2
+ T cp

H̄

0.008

[(D + γη )τ ]3/2

]
. (78c)

The coefficients appearing in the RHS of the previous ex-
pressions were calculated numerically, as indicated in Ap-
pendix C.

VIII. CONCLUSIONS

In this work we have studied the role of hydrodynamic fluc-
tuations in a conformal fluid with a conserved U(1) charge.
The hydrokinetic formalism [14,18,43] has been extended to
the regime of finite chemical potential and/or baryon density.
The out-of-equilibrium hydrodynamic fluctuating contribu-
tions to the particle current renormalize the particle density
and the diffusion coefficient. We have verified that the one-
loop correction to the Green functions derived from the hy-
drokinetic and diagrammatic formalisms match exactly in the
case of a static homogeneous background. The long time tails
of the particle current are generated by contributions associ-
ated with sound modes and a mixture of shear and diffusive

modes. The sound mode contribution is proportional to γ −3/2
η

while the shear-diffusive one is proportional to (D + γη )−3/2.
Hydrodynamic fluctuations imply the existence of lower

bounds on the transport coefficients. These bounds are purely
classical and they are not universal. In fact, the lower bounds
depend on the thermodynamic properties and the typical
momentum scale at which hydrodynamics breaks down. The
lower bound on the diffusion coefficient is enhanced when
the value of the ratio of shear viscosity to entropy density is
small, and thus the experimental determination of this type
of transport coefficient has the potential to determine the
impact of hydrodynamic fluctuations in relativistic heavy ion
collisions.

In the case of a background undergoing boost invariant
Bjorken flow, the constitutive relations for the particle current
in the presence of hydrodynamic fluctuations are

〈Jτ 〉 = n(�) + T

w̄

0.04808(
γη0 τ

)3/2 , (79a)

〈Jx〉
Ex

= 〈Jy〉
Ey

= D(�)

α2

− T τ

w̄2

[
0.0266

(γητ )3/2
+ T cp

H̄

0.03558

[(D + γη )τ ]3/2

]
, (79b)

〈Jς 〉
Eς

= D(�)

α2
− T τ

w̄2

[
0.04282

(γητ )3/2
+ T cp

H̄

0.008

[(D + γη )τ ]3/2

]
,

(79c)

where the particle density as well as the shear and dif-
fusive transport coefficients are renormalized quantities. In
Table I we summarize the properties of hydrodynamic fluc-
tuations obtained from the different approaches in the static
and expanding cases. The renormalized transport coefficients
obtained in the diagrammatic approach coincide with the
hydrokinetic approach in both homogeneous and expanding
fluids. There is a mismatch between the hydrokinetic and
diagrammatric results for the cubic divergences that enter the
pressure and particle density [8,42]. This mismatch arises
from the approximations made in the propagators of the sound
modes, which affect the UV behavior of the loop integrals.

We are now in a position to estimate the relative size of
fluctuation corrections to the U(1) current. For simplicity we
will focus on the spatial components 〈Jx〉/Ex = 〈Jy〉/Ey. As
an estimate of the renormalized conductivity σ = D/α2 we
will use the lower bound (55) derived in Sec. VI 2. This has
the virtue that the gradient term and the fluctuation correction
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scale in the same way with the enthalpy per particle w̄. We
use λ = 1/4 as suggested by simple kinetic estimates. Both
the bound on the gradient term and the fluctuation corrections
are enhanced by a term proportional to cp. For simplicity we
ignore these terms. We express η/s in units of 1/(4π ), and the
dimensionless proper time τT in units of a typical freezeout
time τT  4.5. We find

〈Jx〉
Ex

= T 3(s/η)2

4π2w̄2

{
1 − 0.14

(
4π

s/η

)(
4.5

τT

)1/2
}

, (80)

indicating that fluctuations are important, but do not over-
whelm the leading term in the gradient expansion at freezeout.

There are a number of issues that can be studied in the
future. On the technical side it would be interesting to study
convergence properties and higher order asymptotics of the
long time expansion in the presence of fluctuations. This is
related to resurgent asymptotics, which has received a consid-
erable amount of attention in the context of both kinetic theory
and holographic dualities. From a phenomenological point of
view it is crucial to extend this formalism to include critical
behavior [18,51–54]. Finally it would be interesting to study
fluctuations in time-dependent backgrounds in nonrelativistic
fluids with possible applications to ultracold atomic gases or
graphene [8,9,55–57].
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APPENDIX A: THERMODYNAMIC RELATIONS
AT FINITE CHEMICAL POTENTIAL

In this Appendix we describe the thermodynamic relations
of a relativistic fluids with a conserved U(1) charge in the
grand canonical potential � (see also Ref. [29]). Let us first
introduce the Jacobian

∂ (u, v)

∂ (x, y)
=
∣∣∣∣∣
∂u
∂x

∂u
∂y

∂v
∂x

∂uv
∂y

∣∣∣∣∣. (A1)

In the grand canonical potential the pressure is given by
p = −�/V . The entropy density and particle density are
determined from the pressure through the following thermo-
dynamical expressions

s = ∂ p

∂T

∣∣∣∣
μ

, n = ∂ p

∂μ

∣∣∣∣
T

. (A2)

The energy density is obtained from the Gibbs-Duhem rela-
tion

ε = μ n + T s − p,

= μ
∂ p

∂μ

∣∣∣∣
T

+T
∂ p

∂T

∣∣∣∣
μ

−p. (A3)

Let us then calculate the specific heat at constant volume:

cV = T

V

(
∂S

∂T

)
V,N

= T

(
∂s

∂T

)
n

= T

(
∂ (s, n)

∂ (T, μ)

)/
∂n

∂μ

∣∣∣∣
T

.

(A4)

The isothermal and adiabatic compressibilities are

κT = − 1

V

(
∂V

∂ p

)
T,N

= 1

n

(
∂n

∂ p

)
T

= 1

n2

∂n

∂μ
, (A5a)

κS = − 1

V

(
∂V

∂ p

)
S,N

= 1

n

(
∂n

∂ p

)
s/n

=
∂ (s,n)
∂ (T,μ)

s ∂ (p,n)
∂ (T,μ) − n ∂ (p,s)

∂ (T,μ)

.

(A5b)

The thermal expansion coefficient is

α = 1

V

(
∂V

∂T

)
P,N

= −1

n

(
∂n

∂T

)
P

= 1

n2

(
∂ (p, n)

∂ (T, μ)

)
. (A6)

Now, we can compute the specific heat at constant pressure
cP by using the thermodynamic relation cP − cV = T α2/κT .
Using Eqs. (A4)–(A6) we get as a result

cP = T

(
∂ (s, n)

∂ (T, μ)
+ 1

n2

(
∂ (p, n)

∂ (T, μ)

)2
)/

∂n

∂μ

∣∣∣∣
T

. (A7)

Notice that the thermodynamical relations

cP

cV
= κT

κS
, κT − κS = T α2

cP
, (A8)

are satisfied. One can write the adiabatic speed of sound v2
a in

terms of the coefficients calculated above. As a result one gets

v2
a = ∂ p

∂ε

∣∣∣∣
s/n

= 1

κS (ε + p)

= cP

cV

1

κT (ε + p)
= 1

κT (ε + p)

(
1 + T α2

cV κT

)
.

(A9)

The isothermal speed of sound is

c2
s = ∂ p

∂ε

∣∣∣∣
T

= n

T

(
∂n

∂T

∣∣∣∣
μ/T

)−1

. (A10)

The coefficient α1 (18a) can be rewritten as

α1 =
(

∂ μ

∂ ε

)
n

− μ

T

(
∂ T

∂ ε

)
n

= −
(

∂n

∂T

∣∣∣∣
μ/T

)/(
T

∂ (s, n)

∂ (T, μ)

)
, (A11)

Now, the coefficient α2 (18b) is

α2 =
(

∂ μ

∂ n

)
ε

− μ

T

(
∂ T

∂ n

)
ε

=
(

T
∂s

∂T

∣∣∣∣
μ/T

+μ
∂n

∂T

∣∣∣∣
μ/T

)/(
T

∂ (s, n)

∂ (T, μ)

)
, (A12)
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The combination α1 + α2/w can be written as

α1 + α2

w
=
(

n
∂s

∂T

∣∣∣∣
μ/T

−s
∂s

∂μ

∣∣∣∣
μ/T

)/(
n

∂ (s, n)

∂ (T, μ)

)
. (A13)

The coefficient β1 is given by

β1 = ∂ p

∂ε

∣∣∣∣
n

=
(

∂ (p, n)

∂ (T, μ)

)/(
T

∂ (s, n)

∂ (T, μ)

)

= α

κT cV
(A14)

We can also obtain the coefficient β2:

β2 = ∂ p

∂n

∣∣∣∣
ε

= 1

n κT cV
[cP − α (ε + p)]. (A15)

The susceptibility matrix χab relates the variations between
the hydrodynamical fields ϕa = (δε, gi, δn) (i = 1, 2, 3) and
the variations of the temperature δT , fluid velocity δui, and
chemical potential δμ throught the relation ϕa = χab ρb with
ρa = (δT/T, δui, δμ − (μ/T ) δT ) [7] and χab given by

χ =

⎛
⎜⎜⎝

T
(

∂ε
∂T

)
μ/T

0
(

∂ε
∂μ

)
T

0 Hδi j 0

T
(

∂n
∂T

)
μ/T

0
(

∂n
∂μ

)
T

⎞
⎟⎟⎠. (A16)

It follows that det χ = H3 (χ11χ33 − χ13χ31). The inverse sus-
ceptibility matrix (χ−1)ab is

χ−1 =

⎛
⎜⎝

χ55

χ11χ55−χ15χ51
0 − χ15

χ11χ55−χ15χ51

0 1
H δi j 0

− χ51

χ11χ55−χ15χ51
0 χ11

χ11χ55−χ15χ51

⎞
⎟⎠. (A17)

Onsager relations [58,59] require the susceptibility matrix χab

(A16) to be symmetric. This condition is satisfied in Eq. (A16)
because in the grand canonical potential T (∂n/∂T )μ/T =
(∂ε/∂μ)T , so χ15 = χ51. One can also show that χ11, χ55 �
0 as well as det χ � 0 (see the discussion in Sec. 2.5 of
Ref. [7]). Furthermore, for time-reversal invariant theories the
Maxwell relations together with the Gibbs-Duhem relation
lead to the following identities [7]:

β1 χ11 + β2 χ51 = H, (A18a)

β1 χ15 + β2χ55 = n, (A18b)

α1 χ11 + α2 χ51 = 0, (A18c)

α1 χ15 + α2 χ55 = 1. (A18d)

Thus one can express the thermodynamic coefficients α1,2,
Eqs. (A11)–(18b), and β1,2, Eqs. (A14)–(A15), in terms of the
coefficients of the susceptibility matrix χab and vice versa.

Now for the conformal EOS given by

P(T, μ) = T 4 g(μ/T ), (A19)

the energy, particle density, and entropy densities are given by
respectively

ε = 3 T 4 g(μ/T ), (A20a)

n = T 3 g′(μ/T ), (A20b)

s = T 2[4T g(μ/T ) − μg′(μ/T )], (A20c)

where g′(μ/T ) is the derivative the respect to the argument. It
follows that ε = 3p so v2

a = 1/3, and thus the enthalpy density
H = ε + p = 4p. Using the results of the previous sections
we calculate the thermodynamical coefficients β1, β2, α1, and
α2 for the EOS (A19), which gives us respectively

β1 = 1

3
, (A21a)

β2 = 0, (A21b)

α1 = g′(μ/T )

T 3(3[g′(μ/T )]2 − 4 g(μ/T ) g′′(μ/T ))
, (A21c)

α2 = 4 g(μ/T )

T 2(4 g(μ/T ) g′′(μ/T ) − 3[g′(μ/T )]2)
. (A21d)

It is straightforward to show that for the EOS (A19) the
combination α1 + α2/w = 0.

APPENDIX B: LONG TIME TAILS OF THE 〈Ji Jk〉
CORRELATOR

In this section we present the calculation of the time
symmetrized (unordered) correlator 〈JJ〉 correlator in the
approach used by Kovtun and Yaffe [39]. In this method the
correlators for the particle, energy, and momentum densities
are obtained from the solutions of linearized hydrodynamics.
By considering the same approach, we show in this Appendix
how to obtain the long time tails of the 〈JJ〉 correlator
when one uses (δp/va, gi, δq) as the set of hydrodynamical
fluctuating variables. For the EOS (7) the calculation of the
〈{Ti j, Tkl}〉 correlator is the exactly the same, so we refer to
the interested reader to the original reference [39].

Now, in the absence of external and noise sources the
linearized hydrodynamical equations for (δp/va, gL, gTl

, δq)
(with l = 1, 2) (22) are

∂t

(
δp

va

)
+ ik va gL = 0, (B1a)

∂tgL + ik va
δp

va
+ 4

3
γη0 k2 gL = 0, (B1b)

∂tgTl
+ γη0 k2 gTl

= 0, with l = 1, 2,

(B1c)

∂tδq + D k2 δq = 0. (B1d)

For t � 0 and in the long wavelength limit (γη0 k � va) the
solutions for the fluctuating fields �a = (δp/va, gL, gTl

, δq)
are

�a(t, k) = Gab(t, k)�b(0, k), (B2)

where �a(0, k) are the set of initial conditions for each
hydrodynamic fluctuating field. In the previous expression we
recognize Gφaφb (t, k) as the two-point symmetric correlation
matrix defined as [39]

Gφaφb (t ) =
∫

x
e−ik·x

〈
1

2
{φa(t, x), φb(0, 0)}

〉
.
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The explicit functional form of each of the components of Gφaφb (t, k) appearing in Eq. (B2) are

Gδpδp(t, k) = GgLgL
(t, k) = e− 2

3 γη0 k2t cos (kvat ), (B3a)

GδpgL
(t, k) = GgLδp(t, k) = −i e− 2

3 γη0 k2t sin (kvat ), (B3b)

GgTl
gTl

(t, k) = e−γη0 k2t , (B3c)

Gδqδq(t, k) = e−D k2t , (B3d)

In order to make connection with correlators one follows the well known procedure of linear response theory [26]. The real
time symmetric 〈JJ〉 correlator is determined by using these solutions as follows:

1

V
〈

1

2
{ Ji(t ), J j (0)}

〉
= 1

H̄2

∫
d3x

〈
1

2
{δn(t, x), δn(0, 0)}

〉〈
1

2
{gi(t, x), g j (0, 0)}

〉

= T 2

H̄ w̄2

∫
d3k

(2π )3

[
H̄

v2
a

Aδpδp(t, k) + T cp Aδqδq(t, k)

]

×
[

k̂ik̂ j AgLgL
(t,−k) +

2∑
l=1

(
êTl

)
i

(
êTl

)
j AgT l

gT l
(t,−k)

]

≈ δi j
T 2

w̄2

[
1

12 π3/2

T cp

H̄

1[(
D + γη0

)
t
]3/2 + 1

16

(
3

4π

)3/2 1(
γη0t
)3/2

]
, (B4)

where V is the spatial volume and we used v2
a = 1/3. We explicitly used that the mean square fluctuations in momentum

〈p2〉/[3V] = H̄ T and the mean square fluctuations of energy (and thus, pressure) C = H̄T/v2
a [39]. Furthermore, the mean

square fluctuation of the heat energy density is determined via thermodynamics, i.e., 〈[δq(0, 0)]2〉 = T 2 cp, cp being the specific
heat at constant pressure. Furthermore, In Eqs. (B4) we performed the following integrals over the azimuthal angle:∫

d� k̂ik̂ j = δi j

3
, (B5a)

∫
d�
(
êT1

)
i

(
êT1

)
j =

{
δi j

2 if i, j = 1, 2,

0 if i, j = 3,
(B5b)

∫
d�
(
êT2

)
i

(
êT2

)
j =

{
1
6 if i, j = 1, 2,

2
3 if i, j = 3,

(B5c)

with d� ≡ d (sin θ )dφ/(4π ).
Thus the 〈JJ〉 long time tails arise from the mixed shear-heat mode and the sound-sound mode. This results differs

from the conformal single charged fluid case studied in Sec. II of Ref. [39] [see Eq. (37)]. In their approach the authors
explicitly neglect the couplings between the particle density fluctuations and other hydrodynamical fluctuating fields, so the
behavior of the density-density correlator is purely diffusive. This does not hold in our case and other nonrelativistic systems
[5,8,9].

On the other hand we can reconstruct the two-point 〈JJ〉 correlator in frequency space by taking the one-sided Fourier
transform in Eq. (B4). Thus, we get〈

1

2
{Ji(ω, 0), J j (0, 0)}

〉
= 1

V
∫ ∞

0
dt eiωt

〈
1

2

{
Ji(t ), J j (0)

}〉

= δi j

(
T

w̄

)2
[

�

π2

(
1

8γη0

+ T cp

3 H̄
(
D + γη0

)
)

+ (1 − i)√
2

√
ω

π

(
1

12

(
3

4

)3/2 1

γ
3/2
η0

+ T cp

6 H̄

1(
D + γη0

)3/2

)]
.

(B6)

where again one considers that close to equilibrium the fluc-
tuations of the pressure and heat energy density as well as the
pairs of momentum flux components are independent [21] and
the distribution of fluctuations is Gaussian [39].

APPENDIX C: GREEN FUNCTIONS AND RESIDUAL
CONTRIBUTIONS TO Jμ

In order to calculate the independent cutoff contributions
to the charge current (75) it is convenient to rewrite all the
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equations of motion in terms of the response ratio fuction RAB

defined as [14]

RAB = CAB

C0/τ
, (C1)

which measures the deviation of the full response function
from its equilibrium value. The equations for the different
response ratio functions read as

∂τRAA + 2DAAK2 RAA

= 2χAADAAK2 + [2(1 + v2
a

)+ τPAA
]RAA

τ
, (C2)

with A = ±, T l , the terms PAA and DAA are given by
Eqs. (71), and we use that ∂τ [C0(τ )/τ ] ≈ −2(1 + v2

a )
[C0(τ )/τ 2]. The general solutions for RAA are

R±±(τ, K ) = G±±(τ, τ0, K ) R±±(τ0, K0)

+ 2
∫ τ

τ0

dτ ′ G±±(τ ′, τ, K )

×
[

4

3
γη(τ ′)K2 ± K̂ · E

w̄(τ ′)

(
1 − v2

a

va

)]
, (C3a)

RT l T l (τ, K ) = GT l T l (τ, τ0, K ) RT l T l (τ0, K0)

+ 2
∫ τ

τ0

dτ ′ GT l T l (τ
′, τ, K ) γη(τ ′)K2, (C3b)

Rdd (τ, K ) = Gdd (τ, τ0, K ) Rdd (τ0, K0)

+ 2
∫ τ

τ0

dτ ′ χdd Gdd (τ ′, τ, K ) D(τ ′)K2,

(C3c)

where K0 ≡ K(τ0) and GAA(τ, τ0, K ) is the Green function.
An explicit calculation of the Green functions yields to the
following expressions

G±±(τ ′, τ, K ) = 1

tv2
a

e− 4
3 r2

s B(t,θK )

√
A(t, θK )

, (C4a)

GT 1T 1 (τ ′, τ, K ) = 1

t2v2
a

e−2 r2
s B(t,θK ), (C4b)

GT 2T 2 (τ ′, τ, K ) = 1

t2v2
a−2

A(t, θK ) e−2 r2
s B(t,θK ), (C4c)

Gdd (τ ′, τ, K ) = 1

t2v2
a

e−2 r2
d B(t,θK ), (C4d)

with t = τ ′/τ , rs = [γη(τ )τ ]1/2 K and rd = [D(τ )τ ]1/2 K.
Moreover we define the following functions:

A(t, θK ) = sin2 θK + cos2 θK

t2
, (C5a)

B(t, θK ) = sin2 θK

1 + v2
a

(
1 − t1+v2

a
)+ cos2 θK

1 − v2
a

(
1

t1−v2
a

− 1

)
.

(C5b)

In the derivation of Eqs. (C4) we used the Bjorken scaling
of the temperature and a finite chemical potential scale like
τ−1/3 in the ideal fluid limit [29]. We approximate (K̂ ·
E )R±± ≈ (K̂ · E ) in the right-hand side of Eq. (C2) when
A = ±. This is justified since we are interested only in the
linear response. Thus, this term enters as an independent
source in the right-hand side of the corresponding equation
for R±±.

By following a similar procedure we find that the dif-
ferential equations for the response ratio functions RdT l =
CdT l /(C0/τ ) are

∂τRdT l + (D0 + γη0

)
K2 RdT 1

= PdT l

τ
RdT l −

ˆeT l · E
w̄

(RT l T l + Rdd
)
, (C6)

with PdT l given by

PdT 1 = 2v2
a, PdT 2 = 2

(
v2

a − sin2 θK
)
. (C7)

The solution of Eq. (C6) is

RdT l (τ, K ) =GdT l (τ, τ0, K )RdT l (τ0, K ) −
∫ τ

τ0

dτ ′
(
êT l · E)
w̄(τ ′)

× GdT l (τ
′, τ0, K )

(RT l T l + Rdd
)
. (C8)

The explicit forms of the Green functions GdT l are

GdT 1 = 1

t2v2
a

e
− K2

K2
dT

B(t,θK )
, (C9a)

GdT 2 = 1

t2v2
a−2

A(t, θK ) e
− K2

K2
dT

B(t,θK )
, (C9b)

with KdT = [(D + γη )τ ]−1/2. In order to derive the previous
expressions we used explicitly that the Wiedemann-Franz law
holds, i.e., D ∼ γη [60,61].

Now we define the residual function R(r)
AB as the difference

between the exact solution (C3) [14] and its leading asymp-
totic series term [which reads off directly from Eqs. (70) or
Eq. (72)], i.e.,

R(r)
AB = R(ex.)

AB − R(asym.)
AB . (C10)

In terms of these functions the finite residual contributions to
the particle current components are given by the following
expressions:

� Jx

Ex
= T

Ex w̄

∫
dK d (cos θK ) dφK K2

(2π )3

[
sin θK cos φK

4va
(R(r)

++ − R(r)
−−) + sin φKR(r)

dT 1
− cos θK cos φKR(r)

dT 2

]
, (C11a)

τ� Jς

Eς
= T

Eς w̄

∫
dK d (cos θK ) dφK K2

(2π )3

[
cos θK

4va
(R(r)

++ − R(r)
−−) + sin θK R(r)

dT 2

]
. (C11b)
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In the following we present the generic method used in this work to obtain the residual contributions to the particle current. We
calculate explicitly the mixed diffusive-sound contribution appearing in Eqs. (C11a), i.e.,∫

K
sin φK R(r)

dT 1
=
∫

K
Ex sin2 φK

{[∫ τ

τ0

dτ ′ GdT 1 (τ ′, τ, K )

w̄(τ ′)
(RT 1T 1 + Rdd

)]− χdT 1

w̄(τ )

1

(D + γη ) K2

}
,

= χdT 1

8π2 w̄(τ )
Ex

(√
π

4
K3

dT τ F (τ0/τ ) − 2
�

(D + γη )

)
, (C12)

with F (τ, τ0) given by

F (τ0/τ ) =
∫ 1

τ0/τ→0

dt

t1/3

∫ π

0
d (cos θK )

1

[B(t, θK )]3/2 . (C13)

In Eq. (C12) we replace the asymptotic solutions for RT 1T 1 and Rdd which for our purposes is enough since one is interested in
the long time asymptotic behavior. The integrand in Eq. (C13) is divergent since B(t, θK ) ≈ 1 − t when t → 1 [14]. The finite
and linear divergent pieces of the integral (C13) are obtained by rewriting it as follows:

Eq. (C13) =
∫ 1

τ0/τ

dt

t1/3

∫ π

0
d (cos θK )

[
1

[B(t, θK )]3/2 − 1

(1 − t )3/2

]
,

+
∫ 1

τ0/τ

dt

t1/3

∫ π

0
d (cos θK )

1[
1 − t + (KdT

δ

)2]3/2 , (C14)

The integral in the first line is fully convergent while the second one is not, and thus an arbitrary cutoff parameter δ was introduced
in order to regulate the divergence. The former regularized integral gives an analytical expression which can be Taylor series
expanded and its the leading order O(δ/KdT ) contribution written as∫ 1

τ0/τ

dt

t1/3

∫ π

0
d (cos θK )

1[
1 − t + (KdT

δ

)2]3/2 ≈ 4
δ

KdT
− 63

880

�(14/3)

�(13/6)
+ suppressed finite terms,

≈ 4
δ

KdT
− 1.72474, (C15)

with �(x) being the gamma function. The supressed finite terms are of O((KdT /δ)n) with n � 1, which are suppressed. Now the
numerical value of the finite piece of the integral (C14) is

lim
τ0/τ→0

F (τ0/τ ) = −1.90286. (C16)

By using Eqs. (C15) and (C16) in Eq. (C12) we finally get∫
K

sin φK R(r)
dT 1

= χdT 1 τ

8π2 w̄(τ )
Ex

(
− 1.60744

[(D + γη )τ ]3/2
+

√
π

(D + γη )τ
δ − 2

�

(D + γη )τ

)
. (C17)

Therefore we conclude that the linear divergence cancels exactly with the associated late time divergence in Eq. (C12) iff

δ = 2√
π

�. (C18)

This simple relation resembles the usual MS renormalization scheme [62].
By using the same regularization procedure for each integral in Eq. (C11) we calculate the residual hydrodynamical fluctuating

contribution to the current Jμ. Below we list the numerical values of the relevant integrals needed in this calculation:∫
K

sin θK cos φK (R(r)
++ − R(r)

−−) = −4

(
1 − v2

a

)
va

Ex τ

w̄

1

(γητ )3/2
(0.0133), (C19a)

−
∫

K
cos θK cos φK R(r)

dT 2
= −0.01522

τ χdT

w̄

Ex

[(D + γη )τ ]3/2
, (C19b)

∫
K

cos θK (R(r)
++ − R(r)

−−) = − 4

(
1 − v2

a

)
va

Eς τ

w̄

1

(γη τ )3/2
(0.02141), (C19c)∫

K
sin θK R(r)

dT 2
= −0.008

τ χdT

w̄

Eς

[(D + γη )τ ]3/2
, (C19d)

The sum of the different contributions gives rise to the numerical values of the particle current quoted in Eq. (78). For the
residual contribution of �Jτ (78a) we used the results listed in Table 1 of Ref. [14].
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